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Figure 1: ClassMeta is a GPT-4 powered virtual agent for promoting classroom participation in virtual reality classrooms. 
ClassMeta is designed to exert conducive peer influence by displaying various behaviors commonly observed among active 
students. a) Take note of key points. b) Respond to the instructor. c) Correct the behavior of distracted students. d) Participate 
in discussions. 
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ABSTRACT 
Peer influence plays a crucial role in promoting classroom partici-
pation, where behaviors from active students can contribute to a 
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collective classroom learning experience. However, the presence 
of these active students depends on several conditions and is not 
consistently available across all circumstances. Recently, Large Lan-
guage Models (LLMs) such as GPT have demonstrated the ability to 
simulate diverse human behaviors convincingly due to their capac-
ity to generate contextually coherent responses based on their role 
settings. Inspired by this advancement in technology, we designed 
ClassMeta, a GPT-4 powered agent to help promote classroom par-
ticipation by playing the role of an active student. These agents, 
which are embodied as 3D avatars in virtual reality, interact with ac-
tual instructors and students with both spoken language and body 
gestures. We conducted a comparative study to investigate the po-
tential of ClassMeta for improving the overall learning experience 
of the class. 

CCS CONCEPTS 
• Human-centered computing → Virtual reality; Natural lan-
guage interfaces; Collaborative interaction. 
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1 INTRODUCTION 
The contemporary view on education emphasizes the importance 
of active participation of the student in the classroom to facilitate 
effective knowledge acquisition [38, 41, 73]. Instead of being pas-
sive recipients of the knowledge from the instructors, students 
are encouraged to actively participate in their own learning pro-
cess through continuous interactions with the instructors and their 
peers [38]. The presence of such classroom dynamics has been in-
dicated to be highly correlated with the academic success of the 
students [16, 86, 92]. Generally, the responsibility for ensuring stu-
dent engagement in the learning process lies with the instructor 
[65, 96], which could be a challenge considering their limited at-
tention [35]. On the other side of the spectrum, researchers have 
observed that conducive peer influence can supplement teachers’ 
efforts to promote classroom participation [102, 105]. For instance, 
the practice of individual students asking and answering questions 
can help establish a social norm in the classroom that encourages 
such behavior, creating opportunities for further inquiry from oth-
ers [2, 4, 32]. Individual students can also play an important role 
in driving the classroom discussion and dissuading others from 
engaging in disruptive behaviors (e.g., off-topic conversations). In 
addition, their self-behaviors, like note-taking, would subtly prompt 
others to follow them. Students who demonstrate the behaviors 
mentioned above are typically identified as active students [60, 72]. 
While active students contribute significantly to the dynamics of 

the classroom, their active participation in a classroom depends on 
many factors and therefore is not guaranteed [29, 105, 117]. 

To address this gap, we strive to design a virtual agent that can 
assume the role of the active student by exhibiting similar behavior 
in a realistic way. Recent advances in large language models (LLMs) 
[10, 112] offer an avenue to achieve this goal. LLM-empowered 
agents, such as Character.AI [6], have demonstrated impressive 
ability in convincingly portraying diverse human characters based 
on their assigned roles. In Character.AI, users can converse with 
Albert Einstein about physics or with Super Mario about a fictional 
adventure. The ability of LLMs to comprehend large contexts in 
order to generate a contextually coherent response [80, 103, 109], as 
well as their demonstrated creativity in providing new perspectives 
[46, 99], make them ideal for simulating active students who can 
promote classroom participation. 

The design of the virtual agent entails choosing its digital repre-
sentation [68]. The choice depends on the agent’s intended objective, 
which in our case is to subtly cultivate a positive behavioral norm 
in the classroom through verbal and nonverbal interactions with 
the instructor and other students. Therefore, we have chosen to 
represent our agents as animated 3D avatars in a virtual reality (VR) 
classroom so that they can interact with others using both body 
language and spoken language. As a medium to emulate the tradi-
tional classroom learning environment, VR classrooms have been 
shown to foster genuine social interaction, wherein students are in-
terconnected and their actions mutually influence one another [61]. 
With considerable research already exploring VR classrooms as 
a learning medium [42, 43, 51, 83], situating our virtual agent in 
such an environment is in line with and contributes to the ongoing 
progress of this established field of study. 

We present ClassMeta, an AI agent powered by LLM (i.e., GPT-4) 
to promote classroom participation in a virtual reality environment. 
For LLMs to be effective, adequate contextual knowledge of the 
task is essential. Before the class, ClassMeta digests the given lec-
ture notes and the highlighted key points as background context. 
During the class, ClassMeta records the conversations between 
the instructor and the students as the real-time context. With the 
background context, ClassMeta can participate in a way consistent 
with the classroom subject. With the real-time classroom context, 
ClassMeta can adapt its behaviors to stay in sync with the evolving 
dynamics of the class. ClassMeta supports classroom participation 
through the following interactions. When the instructor mentions 
a key point of a concept, the agent will act as taking notes (Figure 1 
a). When the instructor fails to explain a concept clearly, the agent 
will raise a question about the concept, allowing the instructor to 
explain the concept with more detail (Figure 1 b). When no student 
answers the instructor, the ClassMeta agent will engage to break 
the silence (Figure 1 b). When a student talks off-topic, the agent 
will intervene to correct the student’s behavior (Figure 1 c). When 
the discussion reaches a stalemate due to a lack of new input, the 
agent will step in with a fresh perspective (Figure 1 d). 

We propose the following contributions 

• A novel approach to promoting classroom participation by 
designing virtual agents to exert peer influence. 

• An interaction design for the virtual agents that includes 
proactive engagement with both students and the instructor. 
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• A between-group comparative user study that evaluates the 
effectiveness of our interaction design. 

• A template for tuning the agent’s behavior through GPT, 
facilitating future educators to implement their customized 
agents. 

2 RELATED WORK 

2.1 Promoting Classroom Participation 
Through Peer Influence 

Legacy teaching methods often rely on lecture-style instruction, 
with students passively receiving information [73]. Current views 
on learning and instruction challenge this pedagogical practice 
by highlighting the need for active participation of learners in 
classrooms for knowledge construction [38, 41, 73]. Within this 
framework, students were encouraged to interact frequently with 
instructors and their peers [38]. Generally, instructors shoulder the 
responsibility of fostering active engagement in the classroom, by 
taking measures such as asking thought-provoking questions or 
facilitating discussions [65, 96]. 

However, the instructor’s limited attention may constrain their 
capacity to accommodate the engagement of a diverse classroom 
while simultaneously delivering lectures [35]. Recently, researchers 
have begun to explore how peer influence could complement in-
structors’ strategies to foster classroom participation, shedding light 
on how individual behaviors can contribute to collective classroom 
performance [102, 105]. For the scope of this paper, we focus on 
five behaviors as sources of peer influence — question-answering & 
asking, discussion-driving, note-taking, and discipline-reminding. 

2.1.1 Question-answering & asking. Answering and asking ques-
tions is a common form of student-instructor interaction that assists 
students in consolidating acquired knowledge and dispelling mis-
conceptions [2, 4, 32]. The frequent question-asking and –answering 
from active students would create a social norm in the classroom 
that these behaviors are acceptable [101, 105]. It relieves the social 
pressure from other students, eventually encouraging them to an-
swer and ask questions themselves. Meanwhile, thought-provoking 
questions asked by active students, along with questions that they 
have only partially answered, can stimulate further inquiry by open-
ing a trail for others to delve into the topic [28, 104, 108]. Finally, 
active students asking questions can sometimes uncover shared 
gaps in the class’s understanding, potentially due to key points 
being insufficiently addressed by the instructor [32]. 

2.1.2 Discussion-driving. Active students can propel classroom dis-
cussions by introducing new and intriguing perspectives, providing 
much-needed momentum when other students are uncertain of 
how to initiate or delve deeper into the topic [5, 69]. This behavior 
could complement the instructor’s role in guiding the discussion. 

2.1.3 Note-taking. As mentioned in section 2.1.1, the behaviors of 
individual students can help form social norms that influence the 
wider class. For example, when an active student promptly takes 
down notes at key moments during the instructor’s lecture, it can 
subtly inspire others to follow. 

2.1.4 Discipline-reminding. Disruptive behaviors, such as off-topic 
conversations, can have a negative impact on the overall learning 
environment within the classroom [19, 91]. Although it is gener-
ally considered the instructor’s responsibility to enforce discipline, 
research has shown that too much control from the instructor 
comes at the risk of losing students’ engagement [96]. On the other 
hand, students might respond more favorably to peer-issued re-
minders [97, 105]. Additionally, managing the discipline of an entire 
class could be demanding for instructors [35], which means they 
could benefit from peer intervention from active students. 

Despite their contribution to the classroom, the presence of an 
active student exhibiting one or more of the previously mentioned 
behaviors is not a given. Many factors such as the individual person-
alities of the current students, their confidence in the subject matter, 
along with the social environment of the current classroom can 
influence whether an active student emerges [105, 117]. Therefore, 
we are motivated to create a virtual agent with a vast knowledge 
base and realistic behaviors to play the role of these active students. 

2.2 Pedagogical Agent 
A pedagogical agent is an anthropomorphic virtual character used 
in a virtual learning environment to serve educational purposes. 
The use of pedagogical agents has been positively associated with 
learners’ knowledge acquisition, reasoning processes, and collabo-
ration with peers [25, 39, 47, 57]. Pedagogical agents are powered 
by Natural Language Processing (NLP) technologies to understand, 
generate human-like responses, and interact intelligently with users 
[76]. Given the transformative impact of Large Language Models 
(LLMs) [10, 112] on the NLP landscape, we analyze the applications 
of pedagogical agents both before and after the introduction of 
LLMs respectively. 

2.2.1 Before the Era of Large Language Models. Pedagogical agents 
assist in education through various forms of interaction with learn-
ers. As they facilitate learners’ enhancement of their language skills 
by engaging them in lifelike conversations, pedagogical agents have 
been extensively used for language learning [48, 87, 115]. These 
agents, trained with subject-related knowledge and capable of di-
rectly answering learners’ queries, hereby reduce instructors’ bur-
dens and enable the expansion of educational accessibility [82]. 
One of the most well-known examples of question-answer agents is 
the ”Jill Watson” [45], an automated teaching assistant designed to 
answer student questions in an online course. Similarly, RobotAR 
[107] integrated this question-answer capability into a telecon-
sulting robot. Besides passively responding to learners’ inquiries, 
pedagogical agents can also engage them in conversations. For in-
stance, AutoTutor facilitated [47] learning by engaging learners in 
interactive dialogues in natural language, dynamically tailoring its 
responses and tutorials based on the student’s actions. Similarly, 
Alaimi et al. [18] developed agents that can provide propositions 
and question starter prompts in dialogues with learners to foster 
their question-asking skills. Pedagogical agents also play a crucial 
role in supporting collaborative activities between learners. For 
example, MentorChat [100] prompted learners to elaborate on key 
domain concepts during their discussion as a way to trigger learn-
ers’ disclosure towards their collaborators. Along a similar line, 
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Wang et al. [111] designed text-based agents to promote social con-
nections among online learner groups. In the realm of addressing 
psychological aspects in education, certain pedagogical agents have 
been devised to alleviate learners’ stress [62] and combat depression 
[81]. 

2.2.2 During the Era of Large Language Models. Introduced in 2018, 
BERT [36] is the pioneering Large Language Model (LLM), yet its 
impact largely remained within academia. It wasn’t until the in-
troduction of ChatGPT [10] in 2022, noted for its user-friendly 
interface, that attracted widespread attention and adoption from 
the general public. In the education community, researchers are 
beginning to reassess the potential roles of pedagogical agents, tak-
ing into consideration the transformative advantages that Large 
Language Models (LLMs) offer compared to traditional natural lan-
guage processing methods [54]. The following sections elaborate 
on these advantages and how they have been capitalized. 
Wide Scalability: LLMs, pre-trained on extensive text corpora, 
have exhibited versatility in handling a wide range of tasks [88, 94]. 
The use of prompt, which is human language input providing in-
struction to LLMs, lowers the entry barrier by allowing end-users 
to get desirable results in an intuitive manner [10, 119]. In practice, 
ChatGPT has been widely used to answer learners’ questions on 
various subjects [64, 77, 79]. Notably, this is accomplished without 
the need for user training on ChatGPT or any subject-specific sys-
tem modifications. 
Extended Context Comprehension: Transformer-based LLMs, 
such as GPT and BERT, use mechanisms such as self-attention that 
can consider broader and non-sequential contexts [10, 36, 106]. This 
quality can be used to summarize lengthy and complicated docu-
ments for learners, such as textbooks and class notes [44]. 
Creativity: Unlike traditional rule-based models, LLMs exhibit cre-
ativity by providing fresh perspectives that might not be predicted 
by users [46, 99]. They can help learners with writing assignments 
by stimulating thought processes and refining ideas using sugges-
tive feedback. Additionally, they can be used to generate exercises 
and quizzes to aid in practice and assessments [44, 64]. 
Roleplay Capability: Large Language Models (LLMs) have demon-
strated the ability to simulate diverse characters and personas con-
vincingly due to their capacity to generate contextually coherent 
and diverse responses [80, 103, 109]. Specifically, they can be as-
signed to a role that provides context about their identity and 
background, thus allowing them to generate more natural and in-
character responses tailored to that role [109]. Duolingo [11], a 
language-learning app, capitalized on this quality by introducing 
the Roleplay feature, which enables users to practice real-world 
conversational skills with an agent playing various roles. For in-
stance, users can pretend to order coffee from baristas or discuss 
future vacation plans with a travel agent. 
In designing ClassMeta, we fully leverage the aforementioned ad-
vantages brought by LLMs. Firstly, we develop a prompt template 
for tuning GPT behaviors, paving the way for future educators to 
utilize ClassMeta across a variety of subjects. Secondly, we utilize 
LLM’s context comprehension prowess to capture the real-time 
classroom dynamics, enabling the agent’s note-taking, missing 
point reminder, and distraction correction capabilities. Thirdly, the 

LLM’s creativity enables the virtual agent to raise profound ques-
tions pertaining to the lecture and contribute to class discussions 
by sparking creative thought. Finally, we deliberately configure 
the agent’s role adjusted to that of a typical student with confined 
knowledge boundaries, rather than an all-knowing expert. This ap-
proach enables them to exhibit behaviors akin to a student, thereby 
enabling them to seamlessly blend into the classroom environment. 

2.3 Virtual Reality Classroom 
The design of a pedagogical agent also involves choosing its dig-
ital representation, whether it will be 2D or 3D and static or ani-
mated [68]. The choice of representation is dependent on the in-
tended interaction between the agent and the learners and the role 
the agent is designed to fulfill [33]. As previously mentioned, our 
intention is for the agent to subtly cultivate a favorable behav-
ioral norm within the classroom by engaging in both verbal and 
non-verbal interactions with the instructor and other students. 

Therefore, we adopt animated 3D avatars in the virtual reality 
environment to represent our agent, which enables more nuanced 
and expressive communication beyond spoken language [66, 75]. 
For instance, the asking question behavior would be accompanied 
by raising hand gestures while the note-taking reminder is imple-
mented entirely through the agent’s body gestures. Meanwhile, 
studies have shown that VR brings a higher amount of social pres-
ence among its participants [24, 98], which gives the agent more 
potential to influence others. 

VR has recently received increased attention as an educational 
tool [50] where its unique benefits have been widely investigated 
[21, 85, 116]. Specifically, virtual reality classrooms that emulate 
traditional learning environments have been demonstrated to fos-
ter genuine social interaction and engagement, which have been 
identified as critical in enhancing learners’ motivation, persistence, 
and interest [63]. Research has suggested that the collaborative 
social presence, derived from the nature of virtual reality, is the 
key to VR’s success in the classroom [51]. Hence, within a virtual 
reality classroom, all participants are intricately interconnected, 
and their actions exert mutual influence on each other [61]. For 
example, Gao et al. [42] studied how peer learners’ engagement 
expressed by hand-raising behavior may also affect the attention 
and visual behaviors of learners in VR classrooms. These works 
underscore the potential of VR classroom as a learning platform. 
Keeping in line with their trajectory, we have developed ClassMeta 
to support VR classroom learning experiences. 

Some works have developed virtual agents in the educational 
context. In the work done by Zhang et al. [118], a virtual agent was 
pre-programmed as a simulated language learner in VR while actual 
users assume the role of teacher. The purpose of using virtual agents 
was to establish a more controlled study environment, rather than 
to utilize agents’ potential for educational enhancement. Similar to 
our work, Liao et al. [61] developed a virtual agent presented in the 
VR classroom. However, the behavior of their agent is simulated by 
the routine playback of pre-recorded and time-anchored comments 
from past learners. Therefore, the primary aim of their agent is to 
increase social presence by creating the illusion of learning with 
others. In contrast, ClassMeta expands the capability of the agent by 
utilizing LLM to synthesize adaptive behaviors based on real-time 
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context. This approach endows our agent with a more extensive 
scope of interactive abilities, which will be discussed in the next 
section. 

3 INTERACTION DESIGN 

Figure 2: Interactions designed for ClassMeta: (a1) Question 
answering. (a2) Question raising. (b1) Discipline reminding. 
(b2) Discussion promoting. (c1) Note taking. (c2) Missing key 
point reminding. 

In terms of the recipient, we design the behavior of a ClassMeta 
agent into three categories: Interaction with instructor, Interaction 
with student, and Self behavior. The motivation behind these inter-
action designs is discussed in 2.1 

3.1 Interaction with instructor 
Encouraging students to ask (Figure 2 a1) and to answer questions 
(Figure 2 a2) is a common way for instructors to engage students 
in the classroom. However, speaking up in front of the whole class 
could be intimidating, which makes students reluctant to ask ques-
tions themselves or react to questions from the instructor. If it 
happens to every student, the whole class will fall into complete 
silence, which leaves the instructor’s engagement unresponded. 

In this circumstance, the ClassMeta agent plays the role of an ac-
tive student who can break the ice. When ClassMeta detects that the 
class has been silent for a certain amount of time, it will intervene 
by either raising a question or answering the question according 
to the context (Figure 2 a1 a2). The agent will only pose relevant 
questions based on its contextual knowledge of the lecture topic 
and the instructor’s current query. When answering the question, 
the agent will intentionally answer a partial of the question, thereby 
giving the students the opportunity to complete the answer and 
increasing their participation. 

3.2 Interaction with student 
As the class progresses, some students may inevitably become 
distracted and engage in off-topic discussions with their classmates. 
This is often seen as disruptive behavior that negatively affects the 
entire class. By comparing captured student conversations to the 
lecture topic, the ClassMeta agent can identify and intervene in the 
off-topic conversations. As a disciplined student would, the agent 
will turn to the distracted students and issue verbal and non-verbal 
reminders (figure 2 b1). 

The group discussion session in a classroom may experience 
a state of stagnation if students exhibit hesitancy in articulating 
their opinions or if they exhaust their new ideas. At this time, the 
ClassMeta agent will break the ice by bringing a fresh viewpoint to 
propel the discussion forward (figure 2 b2). 

3.3 Self behavior 
The self-behavior of an active student is also a key factor in in-
fluencing the quality of a class. The ClassMeta agent reproduces 
the self-behavior of an active student. When the instructor goes 
through the key points of the lecture, it will act like taking notes 
(Figure 2 c1). When the instructor fails to explain a concept clearly, 
the agent will raise a question about that concept which allows 
the instructor to explain the concept with more detail (Figure 2 
c2). As opposed to asking questions in response to the instructor’s 
intentional query (e.g., ”Do you have questions” Figure 2 a1), this 
question-asking behavior is initiated proactively by agents, which 
assists instructors in addressing any unintentional oversight (e.g., 
missing any key point). 

4 SYSTEM OVERVIEW 
ClassMeta is developed with the Unity3D platform (2022.3.2f1) [1] 
and runs on the Oculus Quest Pro headset[14]. 

4.1 VR classroom setup 
Our virtual classroom recreates the layout of a real classroom, with 
a podium and a projector screen at the front, which is a practice 
widely adopted in prior works [42, 43, 51, 83]. In our prototype 
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Conversational Context

GPT Response

Figure 3: Overview of the system structure of ClassMeta. 

system, there are a total of six seats designated for the students, 
with two of them taken by two ClassMeta agents. These agents 
are intentionally positioned in the front left and front right of the 
classroom, ensuring their visibility to the human students. The 
multiplayer feature is supported by Photon Unity Networking [15] 
and allows real-time voice communication between users. 

To collect the real-time conversational context of the class, we 
integrate Microsoft Azure SDK [7] to implement real-time speech-
to-text conversion. All the converted text-based dialog will be up-
loaded to the Google Cloud Firestore [9], which is a NoSQL docu-
ment database in Google Firebase that allows the system to store, 
sync, and query data (Figure 3). The Oculus Quest Pro headset has 
an open-view design, which allows the students to acquire a view 
of the desk. In this way, they can physically take notes throughout 
the lecture (Figure 4 a b). We implement a note-taking detection 
mechanism by using the hand gesture tracking capability of the 
Oculus headset. Once the student performs a pinch gesture on the 
desk (Figure 4 c), our system will automatically determine the stu-
dent is taking notes and activate the highly visible ’taking notes’ 
indicator above the head of the student’s avatar. (Figure 5 c). In 
this way, the physical movement of note-taking is visualized in the 
virtual world shared by the students. We integrate the lecture slides 
into the virtual classroom and the instructor can easily navigate 
through each slide by clicking the next/previous buttons on the 
podium. There is a slide preview window on the podium so that 
the instructor does not need to turn around to see the current slide. 
To track the students’ attention during the lecture for user study 
evaluation. We utilized the eye-tracking function from the Oculus 
Quest Pro headset. The attention-tracking mechanism will record 
the subject that the student focuses on, the time stamp when the 
student starts to focus on the subject, and the end time when the 
student moves his or her eyes away from the subject, along with 
the duration. 

4.2 ClassMeta Agent Implementation 
4.2.1 GPT Integration. The advantages offered by LLMs were well 
discussed in section 2.2.2. To fully leverage these advantages, we 
adopt GPT-4 — generally regarded as the state-of-the-art LLM — to 
empower ClassMeta. 

The real-time conversation dialog in the classroom will be tran-
scribed into text through Azure SDK [7] and then uploaded to 

a) b) c)

Figure 4: ClassMeta allows users to physically take notes 
when wearing the Oculus Quest Pro: a) The user is taking 
notes. b) First-person view of the user. c) ClassMeta detects 
note-taking activity by detecting a pinch gesture. 

Firestore [9]. When Firestore receives this text-based data from the 
VR environment, it will automatically relay it to the GPT-4 API. 
The responses generated by the GPT-4 API are then forwarded to 
the local ClassMeta agent, enabling it to exhibit dynamic behaviors. 
There are two types of responses we configure the GPT-4 to gener-
ate, corresponding to different types of interactions designed for 
ClassMeta described in section 3. 

The first type is action signal (Figure 6 a). When the agent re-
ceives this type of response from the GPT-4 agent, it will perform 
predefined actions. The three supported action signals are: Standby, 
Note-taking, and Discipline-reminding. By default, the GPT-4 gener-
ates standby signals when the instructor delivers the lecture, which 
lets the agent remain in the standby state. When the GPT-4 detects 
that the instructor is emphasizing an important point, it will send 
a note-taking signal to the agent, causing the agent to engage in 
note-taking behavior (Figure 2 c1). GPT-4 achieves this process 
by comparing the lecture captured in real-time with the lesson’s 
key points previously given to them as context. When the GPT-4 
detects that the conversations between the students are irrelevant 
to the lecture, it will send a discipline-reminding signal. This is ac-
complished by GPT-4 through its capability to compare the topic 
of the conversation with the topic of the lesson. Accordingly, the 
agent will exhibit discipline-reminder behavior (Figure 2 b1). In 
summary, the action signal is a predefined response to dynamic 
situations in the classroom. 

The other type of response is dialog response (Figure 6 b), which 
is a text-based response. When the agent receives this type of 
response from the GPT-4 API, it will use generative voice AI (i.e., 
11ElevenLabs [8]) to convert the text into speech that imitates 
a human voice. In this way, the agent can verbally answer the 
instructor’s questions (Figure 2 a1), raise questions Figure 2 a2) 
promote discussions (Figure 2 b2), and reminding missing point 
(Figure 2 c2), in the same manner as actual students. 

The aforementioned dynamic responses are enabled by meticu-
lously configuring the role of GPT-4 through our template, which 
will be elaborated in 4.3. 

4.2.2 Body movement. The body movements of the ClassMeta 
agent are prerecorded by a human actor to ensure their authenticity. 
There are five categories of movements corresponding to each of 
the agent’s behaviors. When standing by, the agent sits still and 
listens to the instructor with some random movements occasionally. 
When the agent responds to the instructor, it raises a hand and 
then starts talking (Figure 5 a). When the agent talks within the 
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Figure 5: Implementation of ClassMeta in Unity: (a) Reaction 
to the instructor. (b) Discussion within a group. (c) Note tak-
ing. (d) Discipline reminding. 

discussion, it relax and talk (Figure 5 b). When the agent receives 
a note-taking signal, it starts the note-taking movement and the 
note-taking indicator will be activated (Figure 5 c). When the agent 
attempts to correct the distracted student’s behavior, it turns to the 
student, performs a hush movement, and makes a ’shush’ sound 
(Figure 5 d). 

4.3 Template for GPT tuning 
In order to properly configure GPT-4 to imitate the behaviors of an 
actual student, we need to meticulously set its intended behavior 
through line-by-line prompts to cover the circumstances described 
in section 3. 

We first inform the GPT of its student role in the class. To differ-
entiate the messages between the instructor and the students, we 
defined the messages from the instructor starting with ”[teacher]”, 
and the messages from the students starting with ”[student + id]” 
(Figure 6). Then we defined the conditions of whether the GPT 
should send a signal or a dialog response. We want the GPT to keep 
quiet most of the time during the lecture, so we ask the GPT to 
respond with ”…”, which is the standby signal, by default (Figure 6 
a1). We input the entire lecture script to the GPT so that it has the 
capability to compare the live class’s conversational context with 
the original script. We then highlight the key points of the script to 
the GPT. Once the instructor mentions the key points, we ask the 
GPT to respond with ”+++”, which is the note-taking signal (Figure 
6 a3). If a student talks about lecture-irrelevant content, we ask the 
GPT to respond with ”- - -”, which is the discipline reminding signal 
(Figure 6 a2). After the instructor finishes the lecture, the GPT com-
pares the live lecture with the script. If the instructor fails to cover a 
concept clearly, we ask the GPT to send a dialog response to raise a 
question about that concept which allows the instructor to explain 
the concept in more detail (Figure 6 b1). During the phases that 

Figure 6: Different responses from GTP-4: (a) Action signal. 
(b) Dialog response. (a1) Standby signal. (a2) Discipline re-
minding signal. (a3) Note-taking signal. (b1) Missing key 
point reminding. (b2) Question raising. (b3) Question answer-
ing. (b4) Discussion participating 

involve student participation, we don’t want the GPT to respond 
immediately after a question or discussion topic is raised. Instead, 
we ask the GPT to send a dialog response only after the system 
sends a ”[talk]” command to the GPT. When the system detects 
there is silence in the class, it will send the ”[talk]” command to 
the GPT. We ask the GPT to keep the response in short sentences 
and insert modal words such as ”hmmm”, ”ah”, etc., which help the 
dialog responses sound more natural [27, 34] (Figure 6 b2 b3 b4). 

The process of configuring the role of the GPT-4 can be laborious 
and involve repetitive work. Thus we have summarized our experi-
ence and compiled a template for tuning the GPT. There are input 
fields in this template for users to enter their customized content 
(e.g., course materials, key points, behavior parameters). In this way, 
we endeavor to help future researchers and educators implement 
their own version of agents and deploy them in their own context. 
The full version of the template, along with usage instructions, is 
included as supplemental material. 

5 USER STUDY 
We perform an IRB-approved between-group comparative user 
study by splitting our users into two conditions: a) a baseline VR 
classroom that only involves a human instructor and human stu-
dents, and b) ClassMeta, which involves the GPT-empowered agents 
we designed. The same lecture was delivered to students in both 
conditions. For the baseline condition, ClassMeta agents merely 
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stand by with their default movement and do not interact with 
human students. For the ClassMeta session, the agents were acti-
vated with their full functionality. In both conditions, the virtual 
reality classroom reproduces the environment of a real-world class-
room, an approach consistently employed in previous research 
[42, 43, 51, 83]. 

Instructor

ClassMeta Agents

Participants

Figure 7: The overall setup of the VR classroom for the user 
study. 

5.1 Participants 
We recruited 24 participants from the college (16 male, 8 female), 
ranging from freshman to senior (M=21.3, SD=2.09), all of whom 
had experience with online classes. 75% of the participants are not 
majoring in engineering. 75% of the participants had no knowledge 
of engineering design methodology. 17% of the participants had 
some knowledge of engineering design methodology, and 8% of 
the participants had used the engineering design methodology 
on a project. The students with engineering design backgrounds 
were equally split between conditions. We conducted 3 user study 
sessions for each condition; each session involved 4 participants. 

5.2 Procedure 
5.2.1 Classroom Setup. At the beginning of the user study, each 
participant was physically assigned to an individual room and was 
told that their classmates were physically located in other rooms for 
the remote VR lecture experience. The purpose behind this setup 
was to maintain the authenticity of ClassMeta agents by making the 
discrepancy in quantity between the four human participants and 
the six virtual avatars unnoticeable. Each participant received the 
context of the lecture content and structure, and was requested to 
complete a pre-test on paper. The pre-test assessed the participant’s 
previous knowledge of the lecture content. Then participants wore 
the headset and joined the VR classroom. The participants were 
told to behave naturally as if they were in a real classroom, which is 
a standard practice in prior studies on VR classrooms [21, 85, 116]. 

The VR classroom was configured to contain six spots for the 
students, while four spots are for the human students and the other 
two spots are for the ClassMeta agents (Figure 7). To optimize the 
visibility of the ClassMeta agents for every participant, we have 

set up the classroom as a tiered classroom, where each row is in a 
W-shape. 

5.2.2 Lecture Content & Structure. Like prior work that evaluates 
learning [120], we measured the learning gain from the students in 
terms of both conceptual knowledge acquisition and logical thinking 
skills. Therefore, we selected a 15-minute introductory lecture on 
the basic engineering design methodology that meets the require-
ment. This lesson encompasses the eight phases of the engineering 
design process, which are Ask, Research, Specify, Imagine, Plan, Cre-
ate, Test, and Improve [3]. Through the lecture, students can both 
acquire conceptual knowledge and develop logical thinking skills. 
For example, when the lecture goes through the Test phase, it not 
only covers the basic concepts of testing an engineering product 
but also covers the logical thinking process of how to design a test 
for a product. We compiled the key points from the lecture and 
transformed them into six key competencies, which are: K1: The 
order of the engineering design process. K2: The overall summary of 
each design phase. K3: The details about each design phase. K4: Use of 
a decision matrix. K5: Convert problems to engineering requirements. 
K6: Design the test for products. K1-3 are concept-based, while K4-6 
are logical-based. We designed a pre-test and post-test for the par-
ticipants to assess their learning gains on these key competencies. 

To comprehensively evaluate the various interactions imple-
mented in ClassMeta (Figure 3) in a more structured manner, the 
lecture was organized to include four sequential phases. The de-
scriptions of the phases are as follows: 

Phase 1: Lecture content delivery 

• The instructor delivers the lecture content based on the lec-
ture script and the lecture slides. The lecture lasts 15 minutes. 

• The participants are provided with a notebook to take notes. 
• In the ClassMeta condition, the ClassMeta agents will take 

note when detecting pre-defined key points during the lec-
ture. 

• The note-taking indicator will be displayed on top of the 
virtual avatar who is taking notes. 

Phase 2: Question-raising 

• After the instructor finishes the lecture content delivery, the 
instructor asks if any students have any questions. 

• The questions raised by the participants are recorded. 
• The instructor can intervene to encourage student participa-

tion in both the baseline and the ClassMeta conditions. The 
interventions from the instructor are recorded. 

• In the ClassMeta condition, the ClassMeta agents will raise 
questions if no one else does. The interventions from the 
ClassMeta agents are recorded. 

Phase 3: Question-answering 

• The instructor asks five lecture-related questions to the par-
ticipants. The first four questions are concept-based, while 
the last question is open-ended and requires logical thinking. 

• The instructor can intervene to encourage student participa-
tion in both the baseline and the ClassMeta conditions. The 
interventions from the instructor are recorded. 
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• In the ClassMeta condition, if no participants respond, the 
ClassMeta agent will provide a partial response to the ques-
tion, allowing the participants to contribute. The interven-
tions from the ClassMeta agents are recorded. 

• The first four questions are recorded as solved, partially 
solved, or unsolved. Insights generated for the last open-
ended question are recorded. 

Phase 4: Discussion 

• The instructor asks the students to discuss a particular lecture-
related topic. 

• The instructor can not intervene in the discussion as it was 
meant to simulate the discussion within one of the break-out 
groups in a large classroom. 

• In the ClassMeta condition, if silence is detected, the Class-
Meta agent will join to facilitate the discussion. 

• Insights generated for the discussion topic are recorded. 

As a standard practice to ensure the consistency and the quality 
of the lecture [107, 120], one of our researchers affiliated with the 
Graduate School of Engineering assumed the role of instructor in 
both conditions. After the lecture, the students were asked to com-
plete a questionnaire evaluating their class participation preference 
after experiencing the lecture followed by a post-test for learning 
gain evaluation. At the end of the study, the identities of the Class-
Meta agents were disclosed to the students who participated in the 
ClassMeta session and an interview was conducted. 

5.2.3 Evaluation Metrics. Throughout the lecture, we utilized the 
eye-tracking function of the Oculus Quest Pro to determine where 
the students’ attention was directed. The notes taken from the 
students were collected after the lecture and graded based on their 
quality. During the question-raising and the question-answering, 
the interventions from the instructor and the ClassMeta agents 
were recorded. The outcomes of these stages were also recorded for 
evaluation. For the discussion, the results of the discussion were 
recorded. The participants took a pre-post test before and after the 
lecture for learning gain evaluation. The pre-test and post-test both 
contain six questions corresponding to the six key competencies 
and come up with version A and version B. Half of the students 
take version A at the pre and version B at the post. Vice versa, 
the other half started with version B and then took version A in 
the post. So the issue with test-retest fatigue was minimized. The 
two versions cover the same key competencies while the questions 
differ from each other. After the lecture, the students were asked 
to complete a questionnaire evaluating their class participation 
preference after experiencing the lecture. At the end of the study, 
the identities of the ClassMeta agents were disclosed to the students 
who participated in the ClassMeta session and an interview was 
conducted. 

6 RESULT EVALUATION 

6.1 Eye-tracking Results & Instructor 
Observation Record 

The eye movements of the students are recorded throughout the 
lecture session. As shown in figure 8, we recorded the average 

Student Focus
Baseline (seconds) ClassMeta (seconds)
M SD M SD Sig.

Instructor 367.738  155.191  391.808  150.467 
Z -0.481

p 0.315

Lecture Slides 977.577 267.365  956.916 299.601
Z 0.573

p 0.185

ClassMeta Agents 135.093  124.062  275.960  176.469  
Z -1.891

p 0.0293

Figure 8: Results from the students’ focus based on eye-
tracking data of ClassMeta vs. Baseline. 

a) b) c) d)

Figure 9: Samples of user’s note with different scores: (a) 4 
points. (b) 3 points. (c) 2 points. (d) 1 point. 

Note 
Quality

Averge 
Score

Standard 
Deviation

Sig.

Baseline 1.250 1.422 Z -3.3772

ClassMeta 3.583 0.793 p 0.0003662

Figure 10: Results from average scores on the note quality of 
ClassMeta vs. Baseline. 

total fixation duration that the students focused on the instructor, 
lecture slides, and ClassMeta agents. It is statistically significant 
that the students from the ClassMeta session pay more attention 
to the agents compared to the students from the baseline session. 
In addition, the timestamp when the student’s attention shifts to 
the agents mostly coincides with the timestamp when the agents 
initiate a move, which suggests that the behaviors of the ClassMeta 
agents were indeed attracting the students. 

This observation suggests that the lecture experience improve-
ment, which is reflected by the rest of the results (e.g., pre-post 
test), could be attributed to the agent’s behaviors. No statistically 
significant differences were found for the focus time on the instruc-
tor and the lecture slides, which means no evidence indicates that 
the agents were distracting students from the lecture experience. 

The notes that the students took were collected and graded. 
Figure 9 shows sample notes with different scores. From Figure 
10, we observe a significant difference in note quality between 
the baseline group and the ClassMeta group [Z=-3.377, p<0.01, 
p=0.0003], suggesting that the note-taking behavior from the agents 
were positively affecting students’ own note-taking. 

The record in Figure 11 shows the occurrence of the instructor’s 
and ClassMeta agents’ intervention during the lecture and the 
outcome of each phase. Instructor intervention is not applicable to 
phase one as it only consists of lecture content delivery. While the 
interventions from the instructor are in the form of ”Anyone can 
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Lecture Phase 
Session 1 Session 2 Session 3

Instructor ClassMeta Outcome Instructor ClassMeta Outcome Instructor ClassMeta Outcome

Baseline

Question-Raising 1 N/A 1 qeustion 2 N/A 0 question 1 N/A 1 question

Question-
Answering

Q1 2 N/A Solved 2 N/A Solved 2 N/A Solved

Q2 0 N/A Solved 1 N/A Partially Solved 1 N/A Partially Solved

Q3 0 N/A Solved 0 N/A Solved 0 N/A Solved

Q4 0 N/A Solved 0 N/A Solved 0 N/A Solved

Q5 1 N/A 2 insights 1 N/A 2 insights 2 N/A 2 insights

Discussion N/A N/A 2 insights N/A N/A 3 insights N/A N/A 2 insights

ClassMeta

Question-Raising 1 1 2 questions 0 1 2 questions 1 1 2 questions

Question-
Answering

Q1 0 1 Solved 1 1 Solved 1 1 Solved

Q2 0 0 Solved 0 1 Solved 0 1 Solved

Q3 0 0 Solved 0 0 Solved 0 0 Solved

Q4 0 0 Solved 0 0 Solved 0 0 Solved

Q5 0 0 2 insights 1 1 3 insights 0 0 3 insights

Discussion N/A 1 4 insights N/A 2 5 insights N/A 2 5 insights

Figure 11: Results from the instructor’s observation on the 
intervention and question/discussion outcomes in the lecture 
of ClassMeta vs. Baseline. 

answer?”, ”Any thoughts?” etc., the interventions from the ClassMeta 
agents are in the form of raising a question, answering a question, 
or initiating a discussion. It is noticeable that the occurrence of 
intervention from the instructor decreased with the presence of 
ClassMeta agents. 

The outcome differences between question 5 and the discussion 
session are worth noting. While both question 5 and the discussion 
were around an open-ended topic, the distinction lies in whether 
the instructor intervened. It can be observed that the outcome of 
question five, which benefited from instructor intervention, was 
comparable to that of the discussion, whereas the outcome of the 
discussion session without instructor intervention exhibited differ-
ences between the baseline and ClassMeta conditions. 

Based on the observations, we have identified instances in which 
the ClassMeta agent behaviors could potentially enhance partic-
ipant engagement. For example, once during a question-raising 
phase, when no participant tended to raise a question, the Class-
Meta agent raised a question: ”Ahh, um, how do we make sure, you 
know, the prototype works the same as the final product will?”. Based 
on this question from the agent, a participant (P2) came up with a 
follow-up question: ”Is there a case when the difference in materials 
between the prototype and final product results in an unexpected 
outcome?”. Once during a question-answering phase, the instructor 
raised the question: ”Can anyone tell me the three questions we are 
using during the Ask stage?” The agent provided an answer after 
correctly detecting the silence in the class: ”Err, during the Ask 
stage, we ask what’s the problem and who needs it solved… right?”, 
which deliberately missed one point out of three. One participant 
(P4) noticed that this answer was not complete and followed up 
to complete the answer: ”And also, we ask why it is important to 
solve the problem.”. Once during a discussion phase on how to re-
search on the customer side, after a participant finished speaking, 
the classroom fell into silence again. The agent then intervened 
and provided insight: ”Ah, we can check product reviews to gather 
information about consumer experiences and their satisfaction level, I 
suppose.”, which brought back the discussion with two more partic-
ipants who came up with ideas of ”Observe customer interact with 
the current solution”(P9), and ”Conduct in-person interviews”(P7) 

6.2 Post-Lecture Survey 
After the lecture, the students completed a 5-point Likert scale (1-
strongly disagree, 5-strongly agree) survey regarding their class 

participation preference based on the lecture experience. This sur-
vey aimed to evaluate the impact on students’ behavior from Class-
Meta vs. the baseline condition. Figure 12 shows the average scores 
reported by the students. 

Figure 12: Results from average scores on the post-lecture 
questionnaire of ClassMeta vs. Baseline. We used a 5-point 
Likert scale (1-strongly disagree, 5-strongly agree. (*) : 
p<0.05). 

The Shapiro-Wilk normality test suggested that the normal dis-
tribution assumption was not met. Thus, to analyze the significance 
of our results we used a Mann-Whitney U test. The results show no 
statistically significant difference in Q1[Z=-1.282, p>0.05, p=0.100], 
Q2[Z=-0.662, p>0.05, p=0.254], Q3[Z=-1.010, p>0.05, p=0.156], Q4[Z=-
0.682, p>0.05, p=0.248], Q5[Z=-0.457, p>0.05, p=0.324], Q8[Z=-0.641, 
p>0.05, p=0.261]. This result is expected as it indicates that the in-
structor’s intervention can maintain classroom participation, com-
pensating for the lack of inherently active students (e.g., ClassMeta). 
It is particularly worth noting that there exist statistically signif-
icant differences in Q6[Z=-1.929, p<0.05, p=0.027], Q7[Z=-1.7204, 
p<0.05, p=0.043], and Q9[Z=-1.714, p<0.05, p=0.043], where the 
instructor exert no influence to the class and thus agents play a 
larger role. 

6.3 Pre-Post Test Evaluation 
The pre-post test covers six key competencies, which are: K1: The 
order of the engineering design process. K2: The overall summary of 
each design phase. K3: The details about each design phase. K4: Use of 
a decision matrix. K5: Convert problems to engineering requirements. 
K6: Design the test for products. K1-3 are concept-based while K4-6 
are logical-based. Each answer in the test was scored with a 0 if 
incorrect, +0.5 if the answer had some substance, or a +1 point if the 
answer was correct. Since a question in the test covers one or several 
of these key competencies, we add the score to the overall sum of the 
corresponding competency. Then the total points were normalized 
into a 1-point scale for each key competency. This grading scheme 
is borrowed from past work [107, 120]. All tests were graded by 
one primary grader. Inter-rater reliability on both the pre-test and 
post-test was validated by having a second person score over 25% of 
the data. From our rubric, two researchers in charge of grading had 
a Cohen’s Kappa of 0.723. The results of the pre-test and post-tests 
are summarized in Figure 13. To compare the baseline condition 
and the ClassMeta condition, we evaluate the learning gains of each 
key competency from each condition. The Shapiro-Wilk normality 
test suggested that the normal distribution assumption was not 
met. Thus, we used a Mann-Whitney U test again to analyze the 
significance of the results. The results show statistically significant 
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differences in K2 [Z = -2.141, p<0.05, p=0.018], K4 [Z = -1.715, 
p<0.05, p=0.043], K5 [Z = -1.681, p<0.05, p=0.046], K6 [Z = -2.662, 
p<0.05, p=0.004]. In summary, the statistical significance in four 
out of six key competencies indicates that ClassMeta agents have 
the potential to improve the learning gains for the students. 

Baseline ClassMeta

Type Key Competency Term M SD M SD Sig.

Concept

K1

Pre-test 0.417 0.195 0.375 0.226

Post-test 0.917 0.195 1.000 0.000 Z -1.386 

Gain 0.857 0.195 1.000 0.000 p 0.083 

K2

Pre-test 0.333 0.156 0.333 0.245

Post-test 0.786 0.121 0.854 0.144 Z -2.141 

Gain 0.680 0.139 0.781 0.128 p 0.016 

K3

Pre-test 0.500 0.131 0.615 0.135

Post-test 0.698 0.135 0.823 0.099 Z -0.7297

Gain 0.396 0.362 0.541 0.254 p 0.233

Logical Thinking

K4

Pre-test 0.875 0.250 0.646 0.445

Post-test 0.854 0.249 0.917 0.195 Z -1.7147

Gain -0.167 0.289 0.765 0.444 p 0.043 

K5

Pre-test 0.375 0.272 0.396 0.249

Post-test 0.604 0.271 0.729 0.167 Z -1.681 

Gain 0.368 0.400 0.563 0.316 p 0.046 

K6

Pre-test 0.375 0.169 0.292 0.257

Post-test 0.625 0.131 0.750 0.213 Z -2.6619

Gain 0.400 0.255 0.647 0.255 p 0.004 

Figure 13: Pre-test, test, and post-test results of key compe-
tencies assessment. 

6.4 Post Study Interview 
For participants in the ClassMeta session, we eventually revealed 
the existence of the GPT-powered agent and briefly explained how 
the interactions from these agents were enabled. Then we acquire 
their perception of the agent as well as their general opinion on 
utilizing an agent to promote the learning experience through an 
open-ended interview. As expected general attitude towards the 
agent was positive, with one exception — ”It could sometimes cause 
peer pressure on me (P1)”. A possible solution to this issue is further 
discussed in Section 8.2. In particular, participants appreciated the 
fact that the agent can ”break the silence (P2)”. Silence in the class-
room when no one answers a question is extremely ”awkward (p6)” 
and ”bothering (P4)”, which could ”force me (them) to be that first 
one to talk (P6)” even if they do not want to. Participants further 
reported that ”even if I am not participating in the discussion, I can 
still learn more by paying attention between the agents and instructor 
(P7)”. Participants also highlighted the effect of the non-verbal be-
haviors of the agents — ”When I saw people around me taking notes, 
I would pay more attention to the current lecture content(P10)”. 

Regarding the agent’s authenticity, only three out of twelve par-
ticipants indicated that they suspected the agent’s identity prior to 
being informed. When asked what was suspicious about the agent, 
they all reflected that the tone of their voice sounded unnaturally 
mechanical (”it sounds like the AI-generated voice I heard on TikTok 
(P8)”). However, the agents’ body language and conversational co-
herence were not deemed unusual. This is a promising result as it 
indicates that ClassMeta’s interaction behavior demonstrated high 
authenticity. The only drawback, stemming from the limitations of 
our adopted voice synthesis technology, could be further minimized 
by incorporating more advanced AI technology for voice synthesis 
[110]. 

7 EVALUATION OF KEY BEHAVIORS 
To comprehensively evaluate agents’ key behaviors, we perform a 
technical evaluation where we simulate respective scenarios cov-
ered in our design space (Figure 2) — note taking, discipline re-
minding, missing key point reminding, question raising, question 
answering, and discussion promoting. By observing what responses 
were generated under what circumstances, we can have a better 
understanding of the agents’ performance. 

In the subsequent sections, we will analyze selected sample re-
sponses from the agents. A comprehensive set of responses from 
the agents gathered in this study can be found in the supplemental 
material. 

Note taking
Missing key point 

reminding
Discipline reminding

True Positive 100% 84% 100%

False Negative 0% 16% 0%

True Negative 98.55% 98% 88%

False Positive 1.44% 2% 12%

Accuracy 98.7% 91% 93%

Figure 14: Performance of the Note taking , Discipline remind-
ing , and Missing key point reminding functions. 

7.1 Quantitative Evaluation 
We simulated each scenario outlined in our design space to evaluate 
the performance of each behavior by manually inputting classroom 
conversations while observing the response from the agent. For the 
note taking testing, the lecture was presented 10 times and included 
100 key points in total (10 key points per lecture). To ensure the 
tests were realistic, each key point was delivered slightly differently 
from the script. For the missing key point reminding testing, the 
lecture was presented 100 times, while a random key point was 
skipped in half of the lectures. The reactions of the agents to missing 
the key points were recorded. The questions raised by the agents 
in response to the skipped key point were collected for qualitative 
evaluation. For the discipline reminding evaluation, 50 off-topic 
conversations were simulated, which covered food for lunch, game 
day schedule, movie night, computer gaming, social media, etc. 50 
topic-related conversations were also simulated, which covered 
interactions with the instructor and discussions. The reactions of 
the agents to the students’ conversations were recorded. Figure 14 
shows the performance of these behaviors. 

Note taking: When the instructor covers a predefined key point 
from the template, the agent is configured to take notes. The result 
showed that the agent successfully detected all the predefined key 
points and achieved an accuracy of 98.7%. 

Missing key point reminding: When the instructor misses 
covering a topic during the lecture, the ClassMeta agent is config-
ured to detect this incident by comparing the live lecture to the 
predefined lecture script, and then remind the instructor by rais-
ing a question associated with this topic. For missing key point 
reminding, the true positive rate was 84%, and the accuracy was 
91%. The relatively high false negative rate may be caused by the 
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long context length of the GPT-4. Given that there may be a portion 
of the missing key point covered by the rest of the lecture script, 
the GPT-4 might determine that the key point was well covered. 

Discipline reminding: When the student instantiates an off-
topic conversation, the ClassMeta agents can identify and intervene 
in the off-topic conversation. The system shows the outstanding 
capability of detecting off-topic conversations with a true positive 
rate of 100% and an accuracy of 93%. Several false positive cases 
happened when the statements from the student were brief or 
vague. For example, when the discussion was about how to conduct 
market research, the agent engaged the student when the student 
said: ”How about interviews?”. The GPT-4 might assume that the 
student was trying to start a topic related to personal job interviews, 
while the student was expressing that customer interviews can be 
a method to conduct market research. 

We did not conduct quantitative tests for question raising, ques-
tion raising, question answering, and discussion promoting, since 
the trigger mechanism was based on silence detection that could 
not fail. The responses of the agents were collected for a qualitative 
evaluation. 

7.2 Qualitative Evaluation 
Missing key point reminding: When the ClassMeta agent detects 
the instructor fails to cover a topic during content delivery by 
comparing the live lecture to the predefined lecture script, it will 
raise a question related to the topic after the instructor finishes the 
lecture (Figure 2 c2). For example, after the instructor skipped the 
part ”By looking at existing solutions, we can know what approach 
has been made to solve similar problems, what mistake has been made 
that we can avoid, and what direction has never been explored that can 
change the game.” from the script, the ClasMeta agent asked: ”Ahh, 
I think we missed something about how existing solutions influence 
our design. Could you elaborate on that, please?”, which is a proper 
question that allows the instructor to make up the missing key 
point. 

We also noticed there are cases where the agent generates ques-
tions beyond the capability of a normal student. For example, after 
the instructor skipped the part ”The second step is to present your 
solution to these users while the users are in the problem environment. 
The problem environment is the situation or atmosphere in which the 
problem you are trying to solve happens.”, the ClasMeta agent asked: 
”Ahh, did we miss the second step in user testing about presenting the 
solution in the problem environment?”. In this case, the question from 
the agent seems too specific since the instructor never mentioned 
the topic. 

Question raising: The ClassMeta agent is capable of raising 
questions related to the lecture topic (Figure 2 a1). For example, 
the lecture introduces a method called ”Decision Matrix” to help 
engineers choose the best product concept based on the scores 
from the decision matrix. The agent raised a question: ”Hmmm, 
you mentioned the decision matrix but didn’t cover what happens in 
case of a tie. How would we break it?”, which could bring further 
discussion on the use of a decision matrix. 

Question answering: When no one responds to the instruc-
tor’s question, the ClassMeta agent will intervene and provide an 

incomplete version of the correct answer (Figure 2 a2). This behav-
ior is intentionally designed to promote engagement and learning 
through correction by human students. For example, given the 
question: ”Can anyone tell me the three questions we are using during 
the Ask stage?”, the correct answer is: ”We ask what is the problem, 
who has the problem, why is the problem important to solve.”. The 
agent provided answers such as: ”Err, during the Ask stage, we ask 
what’s the problem and who needs it solved… right?”, which missed 
part of the correct answer; or: ”Ahh, I think we need to ask: Who 
has the need? What is it? And, umm, where do they need it?”, which 
contained a mistake; or: ”Ahh, so the questions are what, who and 
why, right?”, which required more details to complete the answer. 

Discussion promoting: The ClassMeta agent can engage in the 
discussion sessions by bringing a fresh viewpoint to propel the 
discussion forward (Figure 2 b2). For example, in the lecture, the 
discussion topic is related to ”How to conduct background research on 
the area of the customers?”. The agent provided several suggestions, 
such as: ”Hmm, we can conduct customer surveys or interviews to 
understand their specific needs and problems.”, ”Ahh, yes! We could 
look at reviews on comparable products or solutions to gain insights.”, 
”Ahh, we could also observe user behaviors in their natural settings 
for a more accurate understanding, hmmm… I guess.”, ”Ahhh, maybe 
we could observe them using similar products, see where they face 
problems, hmmm… that could help.”. These suggestions provided 
reasonable approaches to the discussion topic. 

8 DISCUSSION AND FUTURE WORK 

8.1 Bridging Education Inequality Gap 
ClassMeta was motivated to address the gap that active students, 
who contribute to a positive classroom environment, are not al-
ways present in all situations. This gap risks being amplified –– 
a phenomenon known as the ”Matthew Effect [56]” –– as active 
students often gravitate toward similar educational environments 
while less active students may find themselves naturally clustered 
in more homogeneous learning environments. Specifically, research 
has revealed a correlation between student activity and academic 
performance, suggesting that active students are more likely to 
excel academically [72]. However, these students’ parents typically 
prefer to enroll them in schools with other high-achieving students, 
as they do not want their children to be held back by others. As 
Stiglitz mentioned in his paper ”Education and Inequality” — ”if the 
parents of the better students could do so, they would form a school 
consisting only of like students and exclude the poorer students.” Al-
though such actions motivated by self-interest are understandable, 
they would inevitably exacerbate the gap by centralizing the dis-
tribution of top students. In addition, students’ personalities play 
an important role in how much they participate in class, and these 
personalities can often be shaped by their family’s socioeconomic 
background [20, 89]. Therefore, classrooms in a school district com-
prised primarily of students from less privileged families would 
face disadvantages when enjoying the benefit of active student par-
ticipation. Lastly, prior research has indicated that instructors form 
closer and more positive relationships with active students [113], 
inadvertently allocating more energy and resources to them, which 
would be unfair to those who remain relatively quiet in class. With 
ClassMeta, educators now have the opportunity to level the playing 
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field with simulated active students. Meanwhile, the instructors 
know the true identity of the virtual agent, so they would not spend 
a disproportional amount of effort to meet the agents’ needs (which 
theoretically do not exist) as they would for actual active students. 

8.2 Personalized Virtual Agent 
Although the overall sentiment toward the virtual agent was posi-
tive, we do receive feedback claiming that the agent could occasion-
ally induce anxiety by displaying its superior knowledge during 
interactions with the instructor. Previous studies observed similar 
findings from actual active students [26, 37, 74], suggesting that 
this issue is intrinsic to classroom dynamics that involve active 
learners. 

It is important to note that this effect does not apply to every stu-
dent equally, as different people may react differently to their peers 
displaying superior knowledge, as some find it anxiety-inducing 
and others find it motivating [17, 72, 84]. Meanwhile, some research 
[70, 71], focused on the perspectives of students with quiet per-
sonalities, has suggested that some quiet students believed that 
their silence was a sign of interest, commitment, and attentiveness. 
They also felt that their silence helped them learn better. Therefore, 
their quiet demeanor is a conscious choice rather than a sign of dis-
engagement. To accommodate this unique personality, the virtual 
agent would need to be customized to allow them to express their 
engagement in ways other than talking. 

With these factors considered, we foresee the customization 
of virtual agents based on each student’s unique personality as 
a promising future direction. Virtual Reality, as a flexible digital 
medium, could facilitate this process. In virtual reality, agents can 
be configured to expose different information to each student, as 
opposed to a traditional classroom setting where everyone has the 
same experience. In other words, the agent that student A sees 
is verbally and non-verbally distinct from what student B sees. 
Meanwhile, this endeavor poses the unique challenge of evaluating 
students’ personalities as the basis for customization. The tradi-
tional method of evaluating characteristics using a questionnaire 
could be a solution, but it might not be accurate [121]. Xiao et 
al. [114] recently designed a chatbot that can automatically infer 
the personality traits of students through their conversations. This 
research presents an opportunity to design an end-to-end system 
agent that first engages in conversations with each student to infer 
their personalities and then automatically adapts itself to accom-
modate them. 

8.3 Ethical Considerations of AI Agent as 
Classmate 

The adherence to ethical principles in the development and ap-
plication of AI technology remains a top priority within the re-
search community [52, 55]. Meanwhile, as AI technology evolves, 
it continues to spark new discussions around establishing updated 
standards concerning AI ethics. For instance, the recent advance-
ments in Large Language Models have allowed them to generate 
language-based content that is becoming increasingly indistinguish-
able from human-produced content. This development has ignited 
discussions about the necessity for regulatory measures to oversee 

AI-generated content on the Internet in order to preempt potential 
deception [58, 95]. 

In the field of AI-powered pedagogical agents, one particularly 
prominent ethical issue, which has yet to reach consensus, involves 
maintaining the transparency of these agents. The main concern is 
whether it is essential to ensure students know they are interacting 
with AI, not humans. Although some insist on the necessity of main-
taining transparency [12], it counters a common AI objective of 
passing the Turing test, which consists of producing conversation 
indistinguishable from that of a human [31, 78]. In previous work, 
the typical use of pedagogical agents involved creating a dyadic 
relationship between the agent and the students. In those scenarios, 
any negative influence from the agent (for example, providing an 
incorrect answer to a question) directly impacts students, making 
the effect more significant. This is different from our approach in 
ClassMeta, where the interaction between ClassMeta and the stu-
dents is more indirect, where the presence of an instructor acting 
as a mediator ensures a minimal impact from the agent. There-
fore, arguments could be made that some ethical concerns around 
traditional pedagogical agents may not apply in our context. 

At the end of our user study, we revealed the existence of the 
AI agent to the users. Notably, no students expressed objections 
to the presence of the AI agent. Some, in fact, advocated for late 
disclosure to ensure a more ”authentic experience (U1)” with the 
agent. However, our study’s relatively short duration limits our 
ability to identify potential long-term issues, such as students form-
ing an emotional bond with the agent over a longer period, only 
to discover later that it is not a real human. Looking forward, we 
anticipate that disclosure of the AI agent’s existence to student 
participants will be necessary. However, deciding when and how to 
make this disclosure poses a delicate balance between maximizing 
the effectiveness of the agent and avoiding potential ethical issues. 
As the research on the ethics of pedagogical agents, especially those 
who no longer have a dyadic relationship with students [90], is still 
in its early stages, we propose this as a promising direction for 
future research. 

8.4 Limitations and Future Works 
While certain agent behaviors like answering and asking questions 
are solely feasible through the language generation capability of 
Large Language Models (LLMs), other behaviors might also be im-
plemented using traditional rule-based models. Our decision was 
to apply LLMs consistently to all behaviors due to the fact that they 
all rely on the same real-time context input. This approach offers 
greater cost-effectiveness in comparison to employing rule-based 
models for specific behaviors individually. Meanwhile, the effec-
tiveness of rule-based models versus LLMs in these scenarios is 
still an open area of research. Initial studies indicate that LLMs, be-
ing pre-trained on extensive knowledge databases, show improved 
performance in contextual comprehension, dealing better with nu-
ances and ambiguities in conversations [22, 23, 30]. However, the 
applicability of these findings to our specific situation remains un-
explored. In the future, we aim to conduct a comparative user study 
between LLMs and rule-based models to quantify the advantages 
of using LLMs in identifying pre-defined behaviors. 
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Currently, we’ve used a heuristic method to determine the ratio 
of agents to students in our study, where four students are able 
to observe the behaviors of two agents. Upon further analysis, we 
hypothesize there would be an optimal ratio of agents to students. 
If the ratio is too low, some students might not be able to observe 
the agents, missing out on their influence. Conversely, if the ratio 
is excessively high, the impact of the agents could arrive at a stage 
where the law of diminishing returns applies [93]. This could lead 
to unnecessarily large class sizes, which brings its own set of issues 
[40, 49]. In the future, we plan to explore the optimal agent-student 
ratio by conducting studies to compare outcomes from various 
ratios. 

For ClassMeta, we selected virtual reality as the digital platform 
to host the virtual agent as it enables the agent to display both verbal 
and non-verbal behaviors in a more immersive and realistic manner 
[66, 75]. Studies have shown that VR brings a higher amount of 
social presence among its participants [24, 98], which maximizes 
the agent’s ability to effectively influence others. Alternatively, 
agents can be presented on less immersive platforms like Zoom or 
Teams as 2D avatars within their standard interfaces [13]. However, 
we hypothesize that the diminished social presence would limit 
agents’ influence on other students. For example, when students 
observe agents taking notes from a small window on Zoom, it 
doesn’t have the same impact as witnessing these agents taking 
notes alongside them in VR. This hypothesis is also drawn from 
earlier research underscoring the crucial role of social presence 
in developing peer relationships. [53, 105]. To test this hypothesis, 
we plan to conduct a comparative study between agents hosted 
on immersive and non-immersive platforms respectively, while 
examining the agent’s influence. 

Currently, our quantitative and qualitative assessments are con-
ducted within a simulated environment. While this approach has 
been beneficial in capturing a range of responses from the agent, it 
may not be adequate for thoroughly identifying instances of poor 
or unexpected performance that may occur in real-world scenarios, 
such as the known issue of hallucinations [59, 67] in large language 
models (LLMs). Additionally, the modest sample size restricts our 
ability to fully eliminate the impact of variations in student active-
ness across the groups. Moving forward, we aim to implement and 
execute more extensive user studies, involving a larger number of 
participants in each group and increasing the number of groups, to 
address these limitations. Moving forward, we aim to implement 
and execute more extensive user studies, involving a larger number 
of participants in each group and increasing the number of groups, 
to address these limitations. 

Students with different backgrounds may particularly benefit 
from different aspects of the agent’s behaviors. For example, stu-
dents with less background may benefit more from agents remind-
ing them of missing key points, as they are more susceptible to 
it. Conversely, students with more background knowledge may 
benefit more from the agent’s thought-provoking questions or dis-
cussion promotion as they further their current understanding of 
the lecture content. In our current study, most students have the 
same knowledge background – being unfamiliar with the engineer-
ing design process taught in the lecture. The limited number of 
samples used for comparison limits our capacity to conclusively 
determine if a student’s knowledge background impacts the extent 

of an agent’s influence on them. In the future, we plan to conduct a 
larger-scale comparative study to explore how the agent’s influence 
varies among students with varying backgrounds. 

9 APPLICATION SCENARIO 
By integrating ClassMeta into a VR classroom, we open up a world 
of opportunities that can revolutionize the educational experience 
in multiple application scenarios. 

a) b) c)

Figure 15: Possible application scenarios: a) Instructor train-
ing. b) Student self-learning. c) Design Assistant. 

9.1 Instructor Training 
Instructors can utilize the VR classroom with simulated student 
interactions as a playground to improve their teaching techniques. 
The ClassMeta agents can generate various student personas, of-
fering a dynamic teaching environment for instructors to practice 
and improve their teaching skills (Figure 15 a). 

9.2 Student Self-Learning 
The introduction of ClassMeta can be utilized for student self-
learning, encouraging students to explore and learn autonomously. 
Students can engage in immersive and interactive lectures where 
the different ClassMeta agents play the roles of both the instructor 
and the classmates. (Figure 15 b) 

9.3 Design Assistant 
Leveraging the power of the ClassMeta agent as a design assistant 
in a VR classroom offers a multitude of possibilities. The agent can 
facilitate collaborative projects by generating ideas and solutions 
in real-time, fostering innovation and creativity among students. 
In virtual workshops and labs, the agent can also assist students in 
conceptualizing and designing complex projects, providing guid-
ance and expertise to help students develop their skills. (Figure 15 
c) 

10 CONCLUSION 
In this work, we present ClassMeta, a GPT-4 powered virtual agent 
for promoting classroom participation in virtual reality classrooms. 
ClassMeta is designed to exert conducive peer influence by dis-
playing a variety of behaviors that are commonly observed among 
active students. Based on existing literature, we summarize a de-
sign space for ClassMeta agents’ interactions with instructors, their 
peer students, and themselves. ClassMeta agents can digest les-
son materials as background context while capturing classroom 
conversations as real-time context, which allows them to generate 
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on-topic and contextually coherent responses. To help future edu-
cators implement their customized agent, we compile a template 
for tuning GPT. Through a comparative user study, we validate 
the effectiveness of the ClassMeta agent in terms of engagement 
level and learning gain. We hope this work will help to advance 
the rethinking of the pedagogical agent’s role in the era of large 
language models (LLMs). 
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