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Figure 1: An overview of ScalAR. (a) A VR authoring environment that consists of various virtual scenes synthesized from
the collected real-world sample scenes. A designer is immersed in the virtual environment and authors the semantic-level
associations of the AR contents in each scene, then adjusts and validates the design by traversing across all the given scenes.
(b-1 to b-3) ScalAR adaptively renders the AR contents in different target environments using the semantic adaptation model
fit from the designer’s demonstrations.

ABSTRACT
Augmented Reality (AR) experiences tightly associate virtual con-
tents with environmental entities. However, the dissimilarity of
different environments limits the adaptive AR content behaviors
under large-scale deployment. We propose ScalAR, an integrated
workflow enabling designers to author semantically adaptive AR ex-
periences in Virtual Reality (VR). First, potential AR consumers col-
lect local scenes with a semantic understanding technique. ScalAR
then synthesizes numerous similar scenes. In VR, a designer au-
thors the AR contents’ semantic associations and validates the
design while being immersed in the provided scenes. We adopt a
decision-tree-based algorithm to fit the designer’s demonstrations
as a semantic adaptation model to deploy the authored AR expe-
rience in a physical scene. We further showcase two application
scenarios authored by ScalAR and conduct a two-session user study
where the quantitative results prove the accuracy of the AR content
rendering and the qualitative results show the usability of ScalAR.

This work is licensed under a Creative Commons Attribution International
4.0 License.

CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9157-3/22/04.
https://doi.org/10.1145/3491102.3517665

CCS CONCEPTS
•Human-centered computing→Mixed / augmented reality;
Virtual reality; Interactive systems and tools.

KEYWORDS
Augmented Reality, Virtual Reality, Semantic Understanding, Im-
mersive Authoring, Adaptation

ACM Reference Format:
XunQian, FengmingHe, XiyunHu, TianyiWang, Ananya Ipsita, and Karthik
Ramani. 2022. ScalAR: Authoring Semantically Adaptive Augmented Reality
Experiences in Virtual Reality. In CHI Conference on Human Factors in
Computing Systems (CHI ’22), April 29-May 5, 2022, New Orleans, LA, USA.
ACM,NewYork, NY, USA, 18 pages. https://doi.org/10.1145/3491102.3517665

1 INTRODUCTION
Augmented Reality (AR) technology has been broadly applied to
education [90, 98], medical [74], entertainment [63, 69] and en-
gineering [10, 62] areas. One substantial advantage of these AR
experiences is the tight associations between the functionalities
of the digital assets and the affordance of the physical environ-
ments that are established by the precise placements and bindings
defined during designing processes. Although existing authoring
tools support designers to create AR contents that are tracking-
based (i.e., can be fixed in mid-air using the tracking capability of
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AR capable devices [75]), marker-based (i.e., can be attached to �du-
cial markers [27, 73]), or geometry-based (i.e., can be aligned with
edges/planes/meshes [18, 65]), few authoring systems enable creat-
ing semantically adaptiveAR experiences which possess semantic
understanding [12, 32] of the surrounding environments and ap-
propriately adjust the spatial relationships between the involving
digital contents and the relevant physical objects.

Unlike tracking-based, marker-based, andgeometry-basedAR
experiences, which can be easily deployed in di�erent scenes as
long as the same tracking features exist, it is challenging to au-
thor semantically adaptiveAR experiences due to the complexity
of granting consistent spatial and semantic associations under di-
versi�ed deployment scenarios. For instance, a designer may want
to place an AR painting that is hung on the wall behind the sofa
while holding the similar size of the table in front of the sofa. Mean-
while, the same AR experience is expected to be consumed both
in a living room with a sofa and two tables, and another living
room with two chairs but no table. To this end, we are motivated
to explore an authoring work�ow that supports designers to de�ne
the semantic relationships of the AR contents, validate and test the
design in abundant scenarios, and produce AR experiences that AR
consumers can broadly share with each other.

The metaphor of immersive authoring provides designers with
an in-situ and ad-hoc authoring experience [36, 88, 95]. While being
situated in an environment, designers can exploit the surroundings
as spatial and contextual references to endow semantic awareness
to the AR contents. However, immersive authoring only allows
designers to customize AR experiences for one speci�c scene. The
AR contents do not hold explicit relationships with the physical
entities, which implies that any slight variation in a di�erent en-
vironment may easily invalidate the design. In addition, it is time
and e�ort consuming for designers to be physically present in one
or more target scenes. On the other hand, Virtual Reality (VR) has
been broadly adopted owing to the immersive authoring capability
[59, 97]. Typically, designers can create AR experiences in VR as
well by referring to the virtual replica of the physical environments
[17, 70, 89]. Meanwhile, the �exibility of VR enables designers to
travel across di�erent scenarios free from temporal and spatial lim-
itations [38, 92]. We envision that designers can e�ciently tailor
and validate their designs in numerous virtual environments to
grant AR experiences with semantic-level adaptation capability.

We present ScalAR, an integrated authoring work�ow that al-
lows designers to create AR experiences that can be generalized to
various environments while using existing and synthesized scenes
as semantic references. ScalAR is composed of three interconnected
parts: (1) An AR scanning application that supports collecting sam-
ple physical scenes from local environments, (2) a VR authoring
studio for creating AR experiences, and (3) an AR client that deploys
the AR experiences in the environments. Once an AR designer has
a basic idea of where the AR experience should be deployed (e.g.,
o�ce, kitchen, living room, etc.), the designer can invite potential
AR consumers to capture their local scenes as samples. The AR
scanning application records the spatial layouts of the scenes lever-
aging a scene understanding algorithm. To provide the designer
with diverse validation scenarios, we synthetically generate more
samples using a genetic algorithm. Then, these samples are im-
ported into the VR authoring studio and are represented as realistic

virtual scenes (Figure 1a). While being immersed in a virtual scene,
the designer can exploit environmental a�ordance as references
and de�ne the semantic behaviors of the AR contents with the help
of the VR authoring interface. The VR authoring studio also allows
for rapid navigation across multiple virtual scenes to enable the
designer to modify and validate the design. Upon the completion
of the authoring, ScalAR follows a decision-tree-based algorithm
to �t the designer's demonstrations in all the provided scenes as a
semantic adaptation model. Finally, in the AR client, the model is
utilized to deploy the authored AR experience based on the AR con-
sumers' local layouts (Figure 1b-1 to b-3). In summary, we highlight
our contributions as follows:

� An integrated system work�ow for collecting physical scenes,
de�ning and validatingsemantically adaptiveAR experiences
in synthetically generated VR environments, and deploying the
experiences in di�erent physical scenes.

� An AR interface for scanning the physical environment, an im-
mersive VR authoring studio for manipulating AR contents and
traversing across multiple scenes, and an AR interface for deploy-
ing the AR experiences.

� A decision-tree-based algorithm that �ts an AR designer's demon-
strations as asemantic adaptation modelfor adaptively rendering
the AR contents in di�erent deploying environments.

2 RELATED WORKS
2.1 Semantically Adaptive AR Experiences
Many AR experiences have been proposed in various application
areas for improving working e�ciency, industrial productivity, and
quality of life [4]. An AR experience precisely superimposes virtual
contents on the real world to intuitively deliver digital augmenta-
tion with respect to the a�ordance and functionalities of the attach-
ing physical entities. More importantly, the AR experience is ex-
pected to adaptively maintain the same associations in diverse and
dissimilar deploying environments. Considering the techniques that
are utilized to achieve this capability, we classify AR experiences
into four major types:tracking-based, marker-based, geometry-
based, andsemantic-basedAR experiences (Figure 2).

Tracking-basedAR experiences utilize the tracking capability
of AR to �x 3D digital contents in the real world. Spatial [75] ren-
ders virtual avatars next to AR consumers to improve the social
presence during remote collaborations. Mobi3DSketch [43] allows
for creating 3D sketches �oating in mid-air. These AR experiences
can be deployed anywhere using an AR-capable device since they
usually focus on realistic 3D visualization and standalone function-
alities. Yet, the digital augmentation has limited spatial or semantic
associations with the deploying environments.

Marker-basedAR experiences use intermediate tangible carriers
to connect digital assets with the physical world. AR contents can
be attached onto spatially placed �ducial markers [19, 68, 71, 85, 86].
Meanwhile, ARIoT [39] and Scenariot [35] leverage smart objects
as the spatial and functional references to render AR icons and
interfaces in-situ. Consumers can visualize the digital contents as
long as the reference markers exist in the target scene. Yet, the addi-
tional settings and indirect spatial associations hinder the spatiality
and �exibility of these experiences.
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Figure 2: The four types of AR experiences. Tracking-based:
Fix AR contents in mid-air through the tracking capability
of AR. Marker-based: Attach AR contents to �ducial mark-
ers or smart objects. Geometry-based: Place AR contents
by referring to the geometric features in the environment.
Semantic-based: Render AR contents considering the seman-
tic information of the physical entities. ScalAR aims at the
authoring of semantic-basedAR experiences.

Geometry-basedAR experiences bind AR contents with the geo-
metric features of the physical entities that are extracted by various
computational algorithms. Typically, AR contents can be aligned
with edges [65], surfaces [1, 2, 33], depth maps [16], and 3D meshes
[18, 24, 60], which largely enriches application scenarios and re-
duces deployment di�culties. However, impreciseness and ambi-
guity of the AR content placements may be introduced due to the
duplicated and unexpected features detected in the environments
(e.g., an AR potted plant could be unreasonably rendered on a sofa
plane, or on a mistakenly detected plane on a �oor lamp).

Semantic-basedAR experiences rely on both the semantic mean-
ings and spatial properties of physical entities to render AR contents
by leveraging semantic understanding techniques [12, 32]. Han et
al. [28] achieves realistic trajectory simulation of the AR contents
by assigning di�erent material properties to the engaging physical
objects. Retargetable AR [77] adjusts AR avatars' behaviors accord-
ing to the functionalities of the nearby objects. Researchers further
implement optimization algorithms to ful�ll the adaptation. Liang
et al. [50] develops an algorithm to synthesize AR pets' behaviors
based on the indoor layouts. Lang et al. [44] and SemanticAdapt
[9] optimally place MR assets and interfaces around users consid-
ering the semantic and functional associations with respect to the
physical objects, while Lindlbauer et al. [52] utilizes the semantic
implications behind human activities to adjust the level-of-detail
of MR interfaces. Tailor Reality [15] further embraces human's vi-
sual perception of di�erent entities as the semantic references to
restructure physical layouts in MR. Compared withgeometry-based
approaches, the additional identity information partially resolves
the ambiguity of rendering AR contents in complicated scenes.
More importantly, these AR experiences associate the functional-
ities of the AR contents with the a�ordance of the surrounding
objects so that they can be accurately deployed to di�erent environ-
ments. Considering the semantic-level perception and adaptation
capability, we identify this type of AR experiences assemantically
adaptive AR experiences.

In mostsemantic-basedsystems, the adaptation is limited to the
object-level semantic associations that can be explicitly interpreted
by the pre-designed computational algorithms. Yet, spatial variation

and duplication/absence of the physical objects in di�erent scenes
may generate unexpected corner cases that reduce the performance
of the algorithms. For instance, an AR cat that is designed to jump
from a sofa to the co�ee table may not behave reasonably in a room
where there is no co�ee table in front of the sofa or there is only a
dining table but a real cat usually does not tend to jump onto it. In
contrast, we aim to adopt an ad-hoc authoring process to eliminate
the implicit semantic nuances and expand the semantic-level AR
content associations to the entire environment. However, although
multiple authoring tools have been proposed for creatingtracking-
based(e.g., Unity3D [80] supports designers to create 3D holograms
for AR-capable devices),marker-based(e.g., Vuforia [85] allows for
creating AR contents attached on image targets), andgeometry-
basedAR experiences (e.g., ARKit [2] assists rendering virtual assets
on the 3D mesh of the environments), few works support authoring
semantically adaptiveAR experiences owing to the complexity of
accurately de�ning the semantic-level associations while maintain-
ing the adaptation capability in diverse deploying scenes. To this
end, we strive to design an authoring system enabling designers to
createsemantically adaptiveAR experiences that extensively utilize
the semantic information of the physical environments and actively
adjust the AR content behaviors in di�erent scenarios.

2.2 AR Authoring Tools
Authoring AR experiences requires designers to explicitly assign
spatial behaviors of the virtual contents with respect to the physi-
cal environments. Desktop-based AR authoring tools [25, 46, 55]
have shown compelling capabilities (e.g., Unity3D [80] and Unreal
[81] support designers to build cross-platform AR applications and
design complicated AR animations and interactions). Yet, since de-
signers are isolated from the target environments, the spatial and
semantic associations relevant to the physical entities, which are
one of the critical characteristics of AR experiences, may not be
accurately and smoothly de�ned. On the other hand, borrowing
the metaphor of the immersive authoring [47], prior arts bring
designers to the target environments during authoring. By leverag-
ing physical objects as spatial references, designers can create AR
contents that are precisely aligned with the surroundings [36, 45].
SemanticPaint [82] and SceneCtrl [95] immerse users into the se-
mantic scans of the environments to facilitate labeling and modify-
ing physical scenes in AR, while Pronto [49] enables designers to
add AR contents into videos by immersive enactions. In addition,
spatially sensitive AR animations and interactions can be created
through in-situ demonstrations by referring to the physical entities
[5, 6, 48, 93]. However, these works cannot grant the adaptation
capability addressed in the previous section since the AR content
behaviors are de�ned through in-situ manipulation without di-
rect virtual-to-physical bindings. Therefore, while acknowledging
the advantages of the immersive authoring metaphor, we aim to
develop a system that allows designers to provide immersive manip-
ulations of the AR contents in diversi�ed scenarios and distills the
demonstrations as a mathematical model for adaptively rendering
the AR contents in di�erent environments.
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