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ABSTRACT

Augmented Reality (AR) has become a valuable tool for education and training processes. Meanwhile, cloud-based technologies can foster collaboration and other interaction modalities to enhance learning. We combine the cloud capabilities with AR technologies to present Meta-AR-App, an authoring platform for collaborative AR, which enables authoring between instructors and students. Additionally, we introduce a new application of an established collaboration process, the pull-based development model, to enable sharing and retrieving of AR learning content. We customize this model and create two modalities of interaction for the classroom: local (student to student) and global (instructor to class) pull. Based on observations from our user studies, we organize a four-category classroom model which implements our system: Work, Design, Collaboration, and Technology. Further, our system enables an iterative improvement workflow of the class content and enables synergistic collaboration that empowers students to be active agents in the learning process.
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INTRODUCTION

Augmented reality (AR), which overlays virtual content into the physical world, offers an entirely new medium for the development and delivery of educational and training content [2]. AR provides students with a unique opportunity of learning-while-making, and enables the acquisition of knowledge through a "hands-on, minds-on" approach [14, 68]. In terms of educational material, AR has been empirically implemented in classrooms for five main applications [70]: (1) collaborative and situated learning by students exploring new interaction modalities in the same environment [10, 12, 15, 34] (e.g., students simultaneously exploring 3D objects in school grounds); (2) selecting and manipulating 3D objects [69] (e.g., look inside the inner-workings of a system); (3) providing students with a social fabric to discuss the learning material...
and change attitudes towards real-world issues [9, 54, 63] (e.g., students exploring an AR environment of melting glaciers); (4) visualizing abstract or invisible concepts [3, 35, 57] (e.g., pressure, temperature, current flow in a circuit); (5) creating a transition between formal and informal learning [61] (e.g., lecture vs. laboratory experiment). Most of these classroom activities have been programmed/animated using tools such as Unity [65], Unreal Engine [31] or libraries available for programmers such as Google ARCore [40] and Apple ARKit [30]. This process means that considerable coding and animation experience may be necessary to create a customized AR learning experience. Furthermore, these solutions lack the support for ease of creating an educational curriculum, which can usually be a creative and iterative process, and a workflow to foment synergistic collaboration between instructors and students.

Interest-driven classes that merge rigorous concepts from science, technology, engineering, and mathematics (STEM) learning can benefit from a project-based curriculum that emphasizes collaborative inquiry and learning [7, 16]. Prior research shows that shyness, fear of appearing unintelligent in front of other students, and lack of academic engagement have been largely at fault for inhibiting in-class participation causing students to drop introductory STEM courses [1, 20, 56, 64]. A collaborative classroom facilitates instructors and students to work together towards solving project-oriented lessons and engaging in different types of interactions. These interactions allow them to answer each other’s questions and empower sharing and clarifying the learning content. Thus, it follows that any software targeted to an educational experience has to be tailored towards enabling and moderating these interactions in the classroom. We propose combining AR with the capabilities of cloud technology to introduce the pull-based collaborative model [21], a collaboration workflow to upload, share, and download information (i.e., AR content). Students can improve the learning content by adding contributions to the original project created by the instructor. Then, we further customized this workflow to fit the needs of a classroom by creating two types of interaction to moderate the flow of AR content contributions: local (i.e., one-to-one student content share) and global pull (i.e., instructor approves a student’s contribution to the original project given to the class). We envision local pull to be used during class, so that a student’s request can be answered by a fellow student, thus relieving some of the burden from the instructor; while global pull can be used after class, when the instructor has had a chance to look through all the contributions made by the students, and determine which ones are the most appropriate to add to the class material. The presence of a moderator (i.e., the instructor) is important to pick the most valuable information to share with the entire class.

We design, develop and assess Meta-AR-App (Figure 1), and present the following contributions from our work:

(1) An AR-based teaching and learning tool that supports a STEM educational curriculum by enabling easy-authoring and iterative improvement of class material.

(2) A collaborative workflow which leverages cloud technology and supports synergistic interaction modalities between instructors and students inspired by the pull-based development model.

(3) Based on our user studies, we organize a four category classroom model for teaching and learning in a classroom with our technology.

RELATED WORK
Our paper is inspired by previous work focused on AR authoring tools and the implementation of the pull-based collaborative development model.

Authoring Tools for AR
Existing platforms such as Unity or Unreal are comprehensive game engines that come with a visual editor and allow assets such as 3D/2D models to be imported and managed [31, 65]. While these platforms are preferred by developers and engineers, educators would require an entire new set of skills, such as coding, modeling, or animation, to author AR content. Thus, creating interactive behavior of the AR assets remains difficult [51]. The vast majority of AR authoring solutions have concentrated on assembly research, ranging from context-aware systems using engineering ontologies [74, 75], automated instructions using computer vision [4–6, 11, 17, 36, 46, 47], linking systems using existing multimedia platforms [24, 58, 66], interaction methods or plugins on top of other platforms [13, 28, 29, 39, 42, 71], and hybrid systems pursuing a combination of the aforementioned [19, 37, 38, 48, 52, 53, 60, 72]. These platforms were constructed to solve specific issues, and to allow different methods of human input in the authoring process. However, given their focalized scope, they allow for limited interaction and scale. Also, they do not support real-time modification of displayed content. Some commercial solutions for general applications, such as Layar, Vuforia Studio or Blippar [25, 26, 55], have opted for visual interfaces to make the interaction process easy and intuitive, but the capability is limited and isolated, because they are not meant to be deployed for classroom activities. They lack real-time authoring for instructors and students. Furthermore, they do not support an architecture that enables collaboration and interaction among peers. These features are the baseline for an accessible AR-enabled learning environment. For effective learning, an AR platform also needs to subscribe to the rules of multimedia learning, such as supporting the segmentation of information in bite-size pieces, the division of instructions in auditory or visual channels, or the elimination of extraneous material [44]. Meta-AR-App simplifies much of the authoring process by automatically generating animation pathways, segmenting the task information into bite-size pieces, and allowing real-time modification of AR content. Additionally, our platform explores the landscape of project-based STEM classrooms, which means that the AR authoring technology needs to cater to a learning-while-making approach, such as facilitating trial and error authoring efforts and efficient debugging made possible by iterative authoring of learning content.

Collaboration Tools in the Classroom
Collaborative AR technology must be built to integrate the physical environment, while providing the opportunity to share
virtual objects as information, such as annotations, text, videos, and images as supplementary elements between stakeholders (i.e., students, teachers) to investigate their classroom surroundings. However, if we have multiple stakeholders working together collectively and simultaneously on an original project, we need to effectively manage these external contributions to enable conflict resolution by leaving decision-making to a moderator [41].

Other popular non-AR workflows for information sharing in the classrooms have enabled asynchronous [50, 67] or parallel collaboration [62], which has similarly allowed students to read, edit, update content structure between users. However, asynchronous or parallel editing would not work well for an AR classroom [27, 33, 49] because the information would not be time-sensitive and multiple people could simultaneously modify one step of the project, which would create conflict and cause confusion among students (e.g., use of Google Docs).

In open source software (OSS), pull-based development model implements collaboration schemes to streamline the integration of contributions to projects [21]. The pull-based development model became popular within the open source community with platforms such as GitHub, the largest coding repository site for programmers [32]. The typical pull-based model includes: integrators (project creators) who receive contributions from other members (individual software developers) upon pull request and determine whether to merge content based on technical merit or trust [22, 23]. An adaptation of this particular collaboration model would work well in a classroom setup because it is based on version control, which was specifically designed to resolve conflict among multiple changes and multiple stakeholders.

Three Main Types of Microtasks in AR Authoring
The instructors identified three types of microtasks to be included inside the steps from the student manuals: (1) visually-oriented microtasks, which can be accomplished by singling out an object (e.g., highlighter) and focusing the student’s attention in a particular direction (e.g., arrow), (2) knowledge-oriented microtasks, where the students encode information to understand the instruction, which has to be delivered in a longer format (e.g., textbox, annotation), and (3) spatially-oriented microtasks, which request motor performance and require expert demonstration (e.g., animation, tutorial). These insights were consistent with the human processor model [8], which encodes human processes as perceptual (i.e., visual), cognitive (i.e., knowledge), and motor (i.e., spatial), and inspired the features of our authoring toolbar: each animation step can include a microtask, which can be authored using a suggested set of tools, while the objects can be placed and moved in the scene through our drag-and-drop interface.

An Efficient Collaboration Process
Observations from the class made obvious that students can contribute with new or improved content, especially since not all students work at the same pace, and some students may notice unclear or missing instructions ahead of the rest of the class. We noticed that ahead-of-the-curve students tried to demonstrate their realizations to those around them, but were often impeded due to the information being lost as other students were steps behind and failed to register the aid. A classroom environment is unique in that the students are colocated and that instructors should be capable of moderating the quality of information, so as to filter mistaken additions or changes. We were inspired by the pull-based development process typically used in software development and successfully implemented in software engineering courses [41]. We adapted the process to work in our AR-creation context by providing the instructors with moderation capacity (i.e., decide which content to change or merge), and the students with the option to create and pull content that does not overlap with their already completed work.

High Adaptation for a Variable Environment
Unlike other multimedia tools, AR is heavily dependent on the environment available for exploration. In the class, we
observed how students increased and worked with a wide variety of components, tools, and materials; however, the concepts, knowledge, and rules for working with them, were similar across the board. Thus, in order to save resources and cost, we can recommend instructors working with simple, cheap, and generic components that can be used by students (e.g., a microcontroller), while the augmentation can provide for more complex variations of these components and different phenomena.

THE META-AR-APP FRAMEWORK

Early in the decision process, we realized that the only way to make Meta-AR-App an appealing tool for a classroom environment was to simplify the implementation process, so as to avoid placing an extra burden on the content creator, taking away time from the actual class preparation. Our back-end algorithm allows the user to navigate all the features of the system widgets, which eliminate extraneous steps to create, share, and interact with the learning content. For example, our drag-and-drop interface enables creating an animation by selecting two points from an object to another. This type of animation eliminates the necessity for any lines of code, thus significantly reducing time and workload. Similarly, we borrowed inspiration from existing collaboration processes to achieve a coherent workflow to share and retrieve content.

Collaborative AR Using Pull-Based Development Model

The pull-based model has been widely used for software development and has enabled developers to submit their contributions, typically as source code patches. After contributions have been submitted, they have to be evaluated prior to getting accepted and merged to the existing project. This review process, along with the support for multi-user collaboration, facilitates an attractive model for a classroom environment due to the beneficial presence of a moderator to filter wrong information. The idea is to make the student an active member in the learning process, including becoming a participant in the optimization of the learning content. All students can volunteer—and be rewarded for—their contributions to the class. As such, an active learner becomes a contributor to a network of fellow students and instructors, who are invested in working together towards a similar goal. There are four integral stages in our pull-based development process:

- **File Management**
  Unlike common open source projects, which typically include source code files, an AR project includes data files of different formats, such as mp4, jpg, obj, txt and etc. Thus, an effective file management strategy is needed to support the pull-based collaboration process. Drawing inspiration from the file management system in an operating system, we created a structured xml file to store the metadata of every file in the project. These metadata such as file index numbers, file types, creator ID, and many other file attributes, serve as the file handler which can help users keep track of files and perform further operations.

- **Online Repository Setup**
  In the context of software development, the online repository contains all the project files created by the moderator (i.e., instructor) and is accessible to the designated group (i.e., members of the class). The instructor pushes/uploads the AR project which was initially created, to the online repository on the cloud and then lets students clone/download it to their local machines for use in the class. The students’ local version of the project can be subjected to future changes without affecting the instructor’s initial project which is stored online.

- **Pull Requests**
  In a typical version control system, pull means downloading and merging the new data to the original project while pull request describes the process where a contributor requests a moderator to pull a contribution. After completing the AR project provided by the instructors, a student can make contributions to it by adding to the parts where he/she thinks more detailed explanations or information are needed. These modifications, which are in the form of text, image, video, or 3D drawing lines, are pushed/uploaded to the cloud for teacher’s review. Meanwhile the student sends the pull request which essentially is requesting the teacher to accept his/her contributions.

- **Contribution Evaluation**
  Instructors need to verify that the contribution is correct and valuable. Only after the contribution is approved, it can be merged into the original project.

- **Interaction Modalities**
  While the traditional pull-based development model lowers the entry barrier for potential contributors (since a pull request can
We designed our Meta-AR-App application with specific design goals in consideration: **efficiency**, **accessibility**, and **reusability**. To accomplish these design goals, we needed extensive storyboarding and planning, to ensure that the users could be given all the tools necessary for the creation and access of AR learning content, as well as a coherent process to share and reuse content from contributors. **Efficiency** ensures that every process delivers the user’s expectations while investing the least amount of time and effort. For example, if a user wants to create an animation of object A moving towards object B, rather than make the user trace the path, the system automatically generates the path, upon the selection of each object. **Accessibility** ensures that every feature of the system is cohesively and readily available. If the user requires to post a question or wants to create a specific type of content, then the Panel should easily guide them towards the request. **Reusability** ensures that the AR project created by the instructor is reusable for future iterations of the class and to other instructors.

The main interface of the Meta-AR-App consists of six components (Figure 4). The Toolbar on top presents all the basic tools to manipulate the 3D models. The Animation Palette presents diverse options to provide object behavior, annotations, and tutorials to introduce into the scene. Only one animation option should be active per each step. The Canvas provides space to place the 2D/3D objects, create animations, and add annotations. The Controls allow the users to rewind, or forward the instructions. Edit Mode allows the users to enter the drag-and-drop animation interface to animate the scene. The Collaboration Panel enables the users to participate in the collaboration schemes previously mentioned.

**AR Environment Setup**

Setup is a prerequisite for interaction with the virtual content within the physical world. This process is necessary to obtain the fiducial markers that are placed in the scene, bind them to a virtual object, or associate data to a position within the environment. The initial setup is enabled by the *Marker Tool* in the Toolbar, which provides access to QR codes. The Toolbar also allows to upload any objects using the *Object Tool* from the local device and to automatically assign each to a marker. Both tools enable distribution across the scene by pressing select + tap on the object or marker. To transform an object, users have to select + drag (Drag Tool) the object to a desired location. Then, to rotate, users have to select + rotate (Rotate Tool) the object to a desired angle. For precise angle adjustment, users can access the Angle Adjustment tools (Figure 5). Objects can be duplicated (select + Copy Tool and...
tap + Paste Tool), and also deleted (Delete Tool). Actions within the virtual environment can be changed by using the Undo Tool and Redo Tool.

**AR Spatial coordinates**

Our system enables two different inputs to set the spatial coordinates upon which to overlay the augmentations: (a) QR code tracking, which overlays content directly on tracked object; (b) ground detection, which provides no tracking of objects but sets reference coordinates for AR overlay, and reduces the burden of using multiple QR codes.

**Creating Animations**

Meta-AR-App allows users to create object animations one at a time in the Canvas. Users can select the Edit Mode to start the animation (Figure 6). To create a new path from one object moving towards a target object, select + Set As Moving Object. Once the target is identified, select + Set As Target Object. A path is automatically generated from the object to the target. The animation features include two types of manipulations: (1) transform an object, which allows the users to change the coordinates of the object in the scene, (2) pivot point selection, which allows the path to be generated from a specific point or line from the object towards a specific point or line from the target. The trajectory of the path can be visualized or hidden in the scene, and finally stored.

**Authoring Visually-Oriented Microtasks**

Visually-oriented microtasks are time sensitive short hints within an animation step that are designed to attract the attention of the user, and deliver visual information. For example, in an animation in which the part of the information is: If breadboarding situation is to <create a voltage divider>, then <memorize that a voltage divider turns a large voltage into a smaller one by using two series resistors and an input voltage>. The tools provided by the Animation Palette are: (1) Annotation Tool, which creates a textbox to deliver a message, (2) Voice Tool, which allows to record a voice message, (3) Diagram Tool, which allows the user to introduce a diagram or an image into the scene.

**Authoring Spatially-Oriented Microtasks**

Spatially-oriented microtasks provide just-in-time brief information to properly conduct an operation. For example, in an instruction in which the user needs to perform an action: If breadboarding situation is to <place a voltage regulator LM7805 to an available pin of the microcontroller>, then <connect the output of the LM7805 to an available pin of the microcontroller>. The suggested tools by the Animation Palette are: (1) Take Picture Tool, which enables the users to demonstrate an action by an image, (2) Video Upload Tool, which allows the users to upload a video with brief instructions, (3) Take Video Tool, which gives users the capability to record a mini-tutorial or an example in real time. Since an animation has already been created for each step, these suggested tools may be redundant, and typically recommended for more complex spatial tasks.

**Instructor Mode**

The functionality of the Animation Palette is similar for our system in Instructor Mode (2D editor) and Student Mode (3D editor in the physical world) as seen in Figure 7. However, Instructor Mode provides instructors with more features to moderate the flow, and quality of the information. Initially, the instructors are in charge of creating the Original Project, which is made publicly available to encourage students to make their own contributions. As such, only instructors are given the capability to accept or reject these contributions.

**Student Mode**

Student Mode allows students to start on the application as the recipients of the content generated by the instructors (Figure 8). Upon cloning the original content, students are given the capability to make modifications, but these contributions can only be accepted upon revision by the instructors. Unlike the
Animation Palette

We recruited 12 participants (8 male, 4 female), and split them into two groups (instructors and students), based on background and experience. The 6 participants selected as instructors (M=24.4 years, SD=1.63) were current or former teaching assistants with at least one year of teaching experience in STEM classes. We choose instructors from STEM classes for the following reasons: (a) accessibility, (b) electrical circuitry conveniently aligns to the spatial nature of augmented reality, and (c) we wanted to test the application by recreating the curriculum from undergraduate class we shadowed. The 6 participants selected as students (M=21.83 years, SD=2.41) who had completed a minimum of one semester of STEM education courses.

Procedure

We gave each participant a Samsung tablet to complete the tutorial and tasks. The instructors (N=6) were given 'scripts' (exact procedural paper instructions) of the tasks they were supposed to follow, which were created directly from the first lesson (basic exercises) of the project-based electrical circuitry class we shadowed to inform our design specs. The students (N=6) had to complete the exercises following these instructions, randomly assigned, since all scripts were entirely similar. Each instructor and student received a tutorial lasting approximately 35 minutes on the features of our Meta-AR-App. The participants learned about the main features of our application by following two brief animations between available primitives, which included modifying, customizing, and sharing content. The tutorial included a short walk-through about the capabilities of authoring and collaboration. Then, instructors were in charge of creating an application which included two tasks: (1) Introducing Basic Electronics and Concepts, and (2) Creating a Voltage Divider. The workflow of each task (i.e., an image-based script of the steps), was presented to the instructors, then they were requested to re-create them in AR using our platform. We carefully designed the content to ensure that all the features and functionality of AR authoring were tested. The students received the applications created for them by the instructors, and similarly had to perform a series of predefined modifications, that included all the features of the platform. We provided the context for each task as well as the files (.obj, .png) for the steps that required upload of local sources. Upon completion of the task, participants completed a questionnaire about their experience with Meta-AR-App and sat down with a researcher for a semi-structured interview.

Results

Our 12 participants successfully completed Tasks 1 and 2 with minimal guidance. We presented the instructors and the students with a 5-point Likert scale (1-strongly agree, 5-strongly disagree) to rate their experience using Meta-AR-App. The results we collected are the following: I consider the tutorial session was sufficient to understand the system, M=1.58, SD=0.86; I think the authoring session was enjoyable, M=2, SD=0.71; I think the collaboration process was easy, M=1.9, SD=0.7; I think my overall experience was enjoyable, M=2, SD=0.91. The participants were impressed by the ease and the flexibility of our platform: “[Meta-AR-App] is very easy to use because everything can be created in a matter of drag-and-drop. Even for a non-technical person like me, [Meta-AR-App] allowed me to create timelines for my class.” (P2). P3 reported a small learning curve, but proceeded to dismiss it: “[Meta-AR-App] does require basic training, but after becoming familiar with the buttons, gestures, which way things go, I think it was easier. Especially towards the end, when I definitely got the hang of it.” From our controlled usability studies, our main takeaways were as follows: (a) avoid unnecessary features, which led to the simplified Student Mode we described in the framework section; (b) local-pull contributions should not
require instructor’s approval but direct student-to-student retrieval, otherwise the burden of selecting correct responses would remain on instructor’s shoulders; (c) ground recognition is preferred to multiple QR codes unless individual object tracking is essential, because it provides the AR template with spatial coordinates and saves time for instructors from assigning QR codes to each physical object on the scene. We implemented these takeaways into our system.

Open-Ended User Studies

Setting and Participants
We wanted to investigate open-ended user studies to observe how our system would perform in a real classroom environment (Figure 9). To that end, we recruited 40 undergraduate students (M=23.08 years, SD=2.44), 21 female and 19 male, without a STEM background to participate in a class taught by one instructor from a design-and-tinkering class and an assistant instructor with 2 years of experience on electrical circuitry workshops for underserved youth. After a 30-minute tutorial on the features of the system, the instructors had freedom to design the virtual material for their class using our software. The principal instructor commended the system as “easy-to-use” and “full of potential”. For this class on IoT development, both choose to teach students how to construct a mini smart-city made out of cardboard material, conductive ink on plywood for the circuit connections, and electrical circuitry components (e.g., LEDs, battery, microcontroller). The objective of the class was to teach students about concepts such as polarity, connections in series and parallel, and current flow. The entire project was comprised of about 25 different steps/actions the users were expected to complete. However, regardless of the condition, they received instructions to 17 of them and were expected to explore and figure out the rest. The instructors designed all the material for the class, including the cardboard pieces for the smart-city, circuitry logic, and the step-by-step AR, explaining the assembly of major components of the task.

Procedure
Each class session lasted approximately two hours and the instructors taught in all sessions. We recorded all classes, and took notes and asked open-ended questions during the sessions to draw our observations. We divided the participants into four classes of ten students per session, each with a different condition: (1) No-AR: a typical class with two instructors; (2) AR-only: a class with AR content created with our software made up of the step-by-step assembly of major components of the smart-city; (3) AR-local: a class with AR content created by the instructors and contributions (e.g., help, hints, answers, suggestions) from student to student (i.e., local pull) using the AR software; (4) AR-local-global: improved AR content based on instructors’ selected contributions from students (i.e., global pull) and the option of continuing contributions from student to student (i.e., local pull). For the No-AR condition, the main instructor taught in front of the class, while showing the instructions on assembling the smart-city by using a projector-view of his hands, along with his handling of the components, pausing for the class to catch up, and answering questions. This was the closest way to mimic a classroom and allow students a 3D perspective (e.g., different angles) of the components. After giving the basic instructions, both instructors approached students and helped with debugging.

Results
Table 1 shows the quantitative overall performance of the class per each condition. In order to understand whether an improvement in the AR content warranted less suggestions to the material, we broke down the average contributions of the students in the AR-local (M=2.2, SD=1.66) and the AR-local-global (M=1.7, SD=1.61) and performed a t-test between conditions. The number of contributions for AR-local were statistically significantly higher than for AR-local-global, t(9)=2.24, p=0.02. We also performed a one-way ANOVA to compare the four conditions, in terms of help requests. There was no statistically significant difference between the four conditions as determined by one-way ANOVA (F(3, 36) = 1.12, p = 0.36). As students worked on the smart-city, we evaluated errors by counting how many components or pieces were misplaced or wrongly oriented, each resulting in an “error”. Thus, we analyzed the average number of errors for the four conditions. There was a statistically significant difference between groups as determined by one-way ANOVA (F(3,36)=12.37, p=0.00). A Tukey post hoc test revealed that the number of errors was statistically significantly higher for the no-AR condition (5.4±2.46, p=.001) compared to AR-only (1.9±0.94), AR-local (2.3 ± 1.1), and AR-local-global (1.6±0.91). We can observe that introducing AR into the classroom brings a sharp decline in overall error per class during problem-solving. Also, there was a large number of contributions for the AR-local and the AR-local-global conditions from students to their peers were requested and answered or volunteered.

DISCUSSION OF META-AR-APP CLASSROOM MODEL
We consider our platform to be a support tool to teach and learn aspects of STEM subjects—while interacting with 3D virtual and physical objects—different from the traditional pen-and-pencil methods. Following this new context, we organized
We began the project by clarifying that all students were working towards a goal: every student had to successfully complete the city. Thus, students had to follow some instructions and also, figure out some steps on their own or with help from peers.

**Work: Manipulating tangibles**

Along the way, students realized some concepts underlying the task while assembling different pieces. For example, we observed how students would place the battery in the cardboard-based circuit board, then realize that it would not light up the circuit until they flipped the component. Thus, exploration led to the interpretation of the concept of polarity (i.e., how current flows in one direction for some components). Research has shown that physical manipulatives (tangibles) can support STEM learning [43, 59]. In electrical circuitry, much of the phenomena taking place remains invisible, which can make the learning process difficult. In the no-AR condition this exploration was entirely a trial-and-error process, in which these concepts were not always obvious, because other debugging issues in the circuit could be the cause of the circuit not lighting up (e.g., an error in the connections with the conductive ink). Similarly, in the AR-only condition, the instructors did not include AR effects to exemplify current flow; however, the assembly of major components was more straightforward due to the step-by-step instructions. Upon implementation of the pull-based model using the local and AR-local-global conditions, some of the contributions included modifications that emphasized the importance of the direction of current flow (e.g., arrows, drawings) as suggested by the students, which simplified the acquisition of the concept of polarity. While these concepts could also be explained using other media, there is some evidence to suggest that AR provides better results in terms of learning as compared to other media [3, 35].

**Design: Creating Learning Content**

We observed that our AR system had multiple influences on how instructors created content. We also provided instructors with open mobility to choose how to structure their class and which tasks to choose; although we initially explained that AR technology was particularly salient in tasks that were sequential in nature (e.g., procedures) with phenomena superimposed.

**Creating AR in AR**

When designing a task for an AR environment, instructors typically need to consider that they are creating the learning content in a 2D environment but that it will be deployed in a 3D environment. The implementation of the pull-based model gave instructors and students a great advantage by enabling the creation of AR content (i.e., 3D models superimposed, 2D images, annotations, shapes, video, and any other technology embedded in a scene or an object) into an AR environment in real-time, pending approval from a moderator. This process of creating AR content in an AR environment enabled new interactions that provided instructors and students with not only spatial information (e.g., navigational cues in the form of annotations, letters to signal the correct orientation/position of an object), but also useful time-based information which related to the amount of time utilized to complete a step/action. For example, the instructors strategically left incomplete steps for the students to figure out. Using the pull-based model, students started contributing AR content on-the-fly and solving inconsistencies or gaps within the original project. This unique interaction made students highly participative as active agents in the learning process.

<table>
<thead>
<tr>
<th>Condition</th>
<th>No-AR</th>
<th>AR-only</th>
<th>AR-local</th>
<th>AR-local-global</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contributions</td>
<td>NA</td>
<td>NA</td>
<td>22</td>
<td>17</td>
</tr>
<tr>
<td>Help requests</td>
<td>8</td>
<td>5</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Errors</td>
<td>54</td>
<td>19</td>
<td>23</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 1. Quantitative overall performance of the class per condition.

our class model into four categories based on the observations we drew from our user studies, in which each student explored a learning-while-making approach: Work (i.e., building the smart-city), Design (i.e., creating the content), Collaboration (i.e., classroom dynamics), and Technology (i.e., using the platform). We evaluated how Meta-AR-App is implemented in a classroom, more specifically how the pull-based model influences all four categories.

**Collaboration: Between Students and the Class**

**Students answering questions made by peers**

In the No-AR and the AR-only conditions, the burden of debugging each circuit fell almost entirely on the instructors. For example, several students would raise their hands with different concerns, and the instructors would try to assist them one by one, although sometimes this waiting period fomented collaboration between the students and their classmates sitting next to them. This type of collaboration was not based on selection, but based on proximity. A common aspect across sessions was that students’ first instinct was to refer to the instructors to solve their questions and if the instructor was unavailable, then they asked for help from fellow students, even after the collaborative technology was implemented.

**Scalable Help**

Once the collaborative model was implemented for the AR-local and AR-local-global conditions, we observed that students providing contributions (e.g., help, hints) were typically the most advanced in the assignment (∼30% of the class). This is different from collaboration conditions based solely on proximity, in that the software allowed for the best students to actively engage in helping the struggling students that were not sitting close to them. For example, contributors often recorded themselves troubleshooting a section of their circuits, took a picture of the orientation of a traffic light, sent an annotation with a recommendation on how to properly connect a component to the circuit board made of plywood. This type of selective collaboration made possible by our collaborative model aided the instructors: by relieving them of the pressure to help students one at a time and by directly providing help to the struggling students that was accurate and timely. The assistant instructor said that she had answered "more interesting, more challenging questions in session 4 than session 3".
referring to AR-local-global as the session with more challenging questions. Presumably, this means that as the global pull was implemented for this condition, the learning content was better navigated, thus giving more room for exploration and discovery of the many underlying concepts of the project. Another benefit is that a contribution from one student can be shared with several students as they move forward in the project. This means that help no longer needs to be one-on-one but can be distributed to different students as they access it as needed. One concern with scalability would be how to effectively answer help requests in larger classrooms, in which these requests can be duplicated. We foresee implementing a voting system in which students can upvote the questions they find the most relevant and in need of a prompt response.

Voluntary contributions
An observation from Table 1 is that the number of contributions was higher for both AR local and AR local-global conditions as compared to the number of help requests from students. We found this aspect particularly interesting because students were actively engaged and providing more help than was needed. In both sessions, we observed that students were exploring and stumbling into valuable discoveries, after which they proceeded to share new information with the class. Obviously, not everyone found it relevant at the time, but as students advanced in their projects and caught up, they made use of it.

Technology: Effective Learning and Problem Solving
Efficient debugging by tracing steps
In this category, we include our software and the electrical circuitry components, although the circuitry components are task-dependent and we will emphasize on how the AR technology influences the learning. In the No-AR condition, the only available technologies were the electrical circuits, which empowered students to manipulate components to test ideas or hypotheses (e.g., circuitry concepts). Efficient debugging can lead to learning about working circuits, but it was a slow, painstaking process. Also, exploration beyond this point was limited and dependent on discussion with the class, which was impeded due to instructors being busy helping struggling students. Once the local and local-global conditions were implemented, the debugging process became a collective experience, in which students were contributing with possible ideas on how to solve the circuit.

Iterations can improve the content
The AR-only condition was dependent on the material created by the instructors, which could not be altered since it was in read-only mode, thus exploration was limited to the information that the project provided (e.g., the orientation of small components was not evident, so the concept of current flow was not exemplified by the AR animations). In the AR-local pull, exploration of concepts was facilitated by students helping each other with the debugging process and suggestions to improve the AR content (e.g., added animations or annotations to improve a step, recordings showing how to assemble smaller pieces, arrows to emphasize direction and orientation of a component). The AR-local-global condition was the most student-friendly condition (i.e., the second iteration of the original AR project created by the instructor) mainly because the AR content considerably improved based on contributions made by the students from the AR-local session. Then, as students moved forward with the session, they continued using the technology to follow instructions and also to help each other debugging their circuits.

LIMITATIONS
We included 12 participants for our controlled user studies and 40 students (along with two instructors) for our open-ended user studies, but additional testing is necessary to validate the use of Meta-AR-App across different subjects, classroom dynamics, and accommodations. A semester-long evaluation to analyze the effects and interactions (virtual and in-person) would also provide deeper insights into the role and features of the system, and how it adapts to diverse classrooms. Moreover, it will be interesting to evaluate how multiple iterations of an original project improve the quality of the learning content. We emphasize that Meta-AR-App is a first generation prototype, which means that other features may be added/needed given the large range of classrooms and STEM subjects.

In terms of user scalability, we refer to the potential of a system to handle the growing number of users [18]. Currently, our system is designed to support up to hundreds of concurrent accesses which already exceeds the maximum size of a common class. In the future, if the need for accommodating of a larger class arises, the system can be scaled up by adding more computing resources [45].

CONCLUSION
We presented Meta-AR-App, an authoring platform for collaborative AR. We demonstrated how we can leverage the medium of AR combined with cloud technologies to support selective (i.e., high quality) and timely collaboration, which enables a decrease in error during problem-solving. Apart from these novel interaction modalities, we observed how iterative improvement of the AR learning content (global pull) based on previous contributions made by students (local pull) can improve the original AR project and spark curiosity and creativity among students’ learning process.

The next step will be to explore scaling the system to support a community of contributors with reusable templates of project-based AR learning content. The unique aspect of our technology for STEM learning is that it encourages discoveries of complex concepts through a trial-and-error exploration and facilitates effective debugging individually and collectively.
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