MultiSoft: Soft Sensor Enabling Real-Time Multimodal Sensing with Contact Localization and Deformation Classification

SANG HO YOON, Purdue University, USA
LUIS PAREDES, Purdue University, USA
KE HUO, Purdue University, USA
KARTHIK RAMANI, Purdue University, USA

We introduce MultiSoft, a multilayer soft sensor capable of sensing real-time contact localization, classification of deformation types, and estimation of deformation magnitudes. We propose a multimodal sensing pipeline that carries out both inverse problem solving and machine learning tasks. Specifically, we employ an electrical impedance tomography (EIT) for contact localization and a support vector machine (SVM) for classifying deformations and regressing their magnitudes. We propose a deformation-aware system which enables maintaining a persistent single-point contact localization throughout the deformation. By updating a time-varying distribution of conductivity change caused by deformations, a single-point contact localization can be maintained and restored to support interaction using both contact localization and deformations. We devise a multilayer structure to fabricate a highly stretchable and flexible soft sensor with a short sensor settlement after excitations. Through a series of experiments and evaluations, we validate both raw sensor and multimodal sensing performance with the proposed method. We further demonstrate applicability and feasibility of MultiSoft with example applications.
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1 INTRODUCTION

Recent advancements in electronic hardware and signal processing techniques have enabled new types of sensing capabilities. Recent works have shown unique capabilities using acoustic, capacitive, piezoelectric, and bioimpedance sensing [19, 28, 31, 32]. With these versatile sensing capabilities, a wide range of interactions, from touch sensing [50] to deformation sensing [41], has been investigated. However, providing multimodal sensing is difficult in two aspects: 1) software is generally tuned for supporting single sensing modality and 2) hardware is typically limited to inherent physical sensing capability (e.g. either pressure or strain sensing). To improve both software and hardware aspects, we propose a multimodal sensing pipeline using an enhanced soft sensor structure.
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To interpret users’ inputs from sensor signals, two general approaches have been studied: 1) solving specific inverse problem or 2) utilizing machine learning. A sensing system that solves inverse problems exhibits a high accuracy where no training process is required. But in cases of the system containing large number of sensing nodes along with non-linear sensing characteristics, the pattern of sensor values becomes too complex to be formulated as an inverse problem. To this end, recent works started to adopt machine learning algorithms to model complex patterns of sensor values [10, 41, 50]. On the other hand, an ad-hoc training infused learning-based approach has shown strong potential for interpreting users’ inputs from multi-dimensional sensor readings. A recent work [25] has incorporated machine learning algorithms with heuristics to explain both surface and deformation gestures. To this end, we leverage both approaches and propose a multimodal sensing pipeline for a soft sensor. The proposed pipeline adopts an inverse problem solver (EIT) for localizing contact and a machine learning algorithm (SVM) for classifying a deformation type as well as a magnitude.

With the development of soft materials, recent works have transformed the form factor of the sensor from a rigid body to a soft [45], flexible [33], stretchable [47], and conformable [46] body. With this freedom from a rigidity, these works have introduced various types of input sensing including touch, pressure, bend, and squeeze to both soft and rigid substrates. However, a specific sensor design is required for each different sensing modality and a pre-defined sensor design is needed to provide a contact localization. In this work, we propose a soft sensor that does not require a pre-defined sensor design for locating a contact point while supporting learning on deformation types and intensities.

We employ a non-toxic piezoresistive carbon-filled elastomer [44] which has been widely used for providing various sensing methods. A slow recovery and a small baseline shift of sensing signals after excitations make it hard to support real-time localization as well as training deformation behaviors. We previously explored the soft sensor with two sensing modalities including a real-time contact localization (locating a contact point) and stretching sensing separately [49]. Furthermore, another work focused on providing a robust contact localization on a stretchable sensor [3]. However, to fully support a natural interaction cycle (i.e. contact-hold-stretch-recover-release), we need to accurately detect the deformations caused by different interactions. Moreover, recognizing different types and magnitudes of the deformation are also limited by the previous sensor structure and sensing algorithm [49]. To support various deformations, we made breakthroughs in our deformation-aware sensing pipeline, sensor structure, fabrication process, and system flow.

To this end, we introduce a multilayer sensor structure to enhance physical properties as well as fabrication conditions. We further apply dynamic manipulation to encourage fast sensor settlement to enable a robust training for deformation behaviors. Moreover, we employ a deformation state machine to form a sensing pipeline to maintain a persistent single-point contact localization during and after the presence of deformations. This allows us to provide meaningful interaction such as combining contact localization with various deformations.

In this work, we introduce MultiSoft, which enables a real-time multimodal sensing with a multilayer soft sensor. We employ a multimodal sensing pipeline where localization is computed with an EIT image reconstruction while different types and magnitudes of deformations are classified with a trained SVM classifier and regression models. Using a low-cost soft sensor, we empower users to perform interactions that support natural motions and behaviors which cannot be accommodated with a single sensing modality. Our contributions are as follows:

- Contact localization while recognizing different types and magnitudes of deformations
- A multimodal sensing pipeline to maintain a single-point contact localization through deformations
- A multilayer sensor structure that enhances physical properties as well as the sensor settling time
- Example applications demonstrating the use of the multimodal sensing capability of MultiSoft

2 RELATED WORK

2.1 Sensing Modality

Different types of mechanical strains have been utilized for various input sensing modalities including pressure [6, 9, 27], shear [21, 30], bending [8, 24, 37], and stretching [39, 43]. The expanded sensing modalities enable the use of natural motions such as stretching textiles and bending flexible objects as an input metaphor. To this extent, a variety of applications have been suggested in HCI contexts such as a jamming/squeezable/pinching interface [11], a wearable gesture recognition [10], gaming [35], and smart textiles [7, 22, 26]. Furthermore, recent works [25, 48] have incorporated distinct sensing modalities as a single form of sensor to enrich the capability of the input sensing. In [25], a hybrid gesture detection pipeline containing machine learning along with heuristics enables surface and deformation gesture detection. In our work, we suggest a method to enable multimodal sensing that includes localization, deformation classification, and deformation level estimation.

2.2 Soft Sensors in HCI

Recent applications of advanced materials have enabled sensing with soft [37, 45], stretchable [39, 47], and flexible materials [8, 28]. Utilizing these sensing methods, HCI researchers have supported diverse form factors including a tattoo skin [16], flexible objects [33], and soft-matters [49]. This wide applicability in embedding sensing capability into various surfaces requires a quick understanding of complex sensor values. Still, the soft sensor needs to be designed beforehand to support designated applications and it requires time and cost to change the whole design. For these reasons, researchers have worked on approaches that can bring down the cost of making soft sensors [45, 47] along with high customization capabilities [49]. Our approach is aligned with these directions: We propose a sensing pipeline that can instantly support contact localization and deformation sensing without the need for major design changes. We also ease the fabrication condition with reduced curing temperature and duration. And we improve the sensor settlement after excitations through a multilayer sensor structure based on highly stretchable silicone.

2.3 Electrical Impedance Tomography for Input Sensing

Electrical impedance tomography (EIT) has been implemented widely in robotics and HCI fields to provide various input sensing. In particular, the EIT approach has enabled tactile sensing [2] and hand gesture recognition [51] without distributed sensory elements in the sensing area. This frees the sensors from complex wirings and allows sensing with a single-volume material. To further expand the interaction capability, EIT has shown promise for sensing the modality of touch [36], multi-directional strain [21], and touch sensing on arbitrary surfaces [50]. A recent work has showcased real-time continuous contact localization with a soft material [49]. However, the ability to support and restore contact localization upon and after deformation is still challenging. By utilizing the benefits from a deformation-aware system, we preserve the EIT based contact localization performance upon/after deformation.

2.4 Sensing Technique Method

A system that follows general theories or known behaviors supports a high accuracy and robustness by solving a specific problem. For instance, EIT solver algorithms are built from efficient and reliable mathematical models which directly reflect a physical relationship between variables (voltage readings) and the output (resistance distribution) [2]. However, such mathematical models are usually constrained by certain assumptions. For the EIT solver, the sensors’ planar surface is assumed not to be deformed. For other use cases, however, there are no concise mathematical models that especially consider practical uncertainties such as complex behaviors, user-dependencies, and non-linearities. To this end, machine learning algorithms provide definite solutions as they rely on a training dataset without using any explicit model. Recent works have also shown the robustness of
the machine learned model for understanding/recognizing user inputs with wearables [10], deformations [41], a configuration of hands [31], arbitrary surface [50], and multiple sensors [20]. In our work, we aim to combine the benefits of EIT for contact localization (user independent) and SVM for understanding deformation (more user-dependent).

Our current work directly extends from iSoft [49] which utilizes a soft piezoresistive material along with a capacitive sensing to provide a real-time contact localization as well as a stretch sensing. In this work, we expand the interaction potentials of previous work in a new domain by classifying different sensing modalities and detecting their intensities. We propose a multilayer sensor structure and a new fabrication process which supports sensing various deformations. We also develop a multimodal sensing pipeline which enables a new kind of interaction cycle such as the combination of contact localization along with deformation (i.e. touch-stretch-release interaction). In this work, we introduce a low-cost approach so that the researchers and practitioners can explore the soft sensor with multiple sensing modalities.

3 DESIGN CHALLENGES AND GOALS

Contact Localization with Deformation: We aim to support multimodal sensing that accommodates natural human motions and behavior. To achieve this, our proposed multimodal sensing pipeline should maintain contact localization (local deformation) upon and after global deformation. Here, global deformation refers to any deformation that causes high strain changes in overall sensing regions (i.e., stretching & bending). Throughout the chapter, we refer to global deformation as deformation. It is not common for humans to continuously move their fingertips during deformation. Thus, we utilize the contact localization information before the deformation for maintaining and restoring the localization during and after the deformation.

Interactions with Soft Sensors: With the stretchable and flexible nature of soft sensors, the sensing technique should support expanded input vocabulary utilizing its physical properties. Understanding deformations can contribute to this goal in which various deformation types (stretching, bending, squeezing, pressing, etc.) are potential candidates for interactions with the soft sensor. Furthermore, the rich information regarding deformation (e.g., level of intensity) would enable additional dimensions to the existing input metaphor.

Fabrication & Form Factor: Low cost and less setup are desirable for sensor fabrication. Specifically, low temperature and short curing duration conditions can reduce the equipment cost as well as the applicability of embedding sensors into various materials and objects. In terms of performance, highly flexible and stretchable sensors that are free from sensor settlement after excitation would be ideal. In this chapter, we emphasize making soft sensors that can easily be attached to objects or used as a wearable device.

4 MULTILAYER SENSOR FABRICATION

Design Rationale & Fabrication Process: Our fabrication employs a multilayer approach where we used platinum cure liquid silicone as our base substrate. Using a multilayer structure has several advantages: 1) providing repeatable signal patterns and magnitudes to help classifying deformation types and intensities, 2) enhancing the user comfort by providing a highly stretchable form factor, 3) more deployable by reducing the curing temperature/duration while supporting conformable attachment to various substrates in room temperature, and 4) improving strain sensitivity.

As shown in Figure 1 (A)–(C), we started with making the base substrate by pouring platinum cure liquid silicone compounds onto a laser-cut plastic mold. In this study, we fabricated different mold sizes: width between 5–15 cm, length between 5–20 cm, and thickness between 0.8–2.5 mm. The liquid silicon was cured at 25°C for either 30 or 75 minutes according to the selected Dragon Skin® [38] product specifications. We used a product with a short pot life (4 minutes) for smaller mold (<100 cm²) and longer pot life (8 minutes) for larger mold. Then, we applied carbon-filled rubber on top of the cured base substrate using a painting knife as recommended...
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![MultiSoft Fabrication Process](image)

Fig. 1. MultiSoft fabrication process: (A) Preparing highly stretchable silicone base with mold and paint carbon-filled elastomer over cured base and (B) curing the substance with a toaster oven at 65°C for 10 minutes. This produces (C) highly flexible and stretchable soft sensors for multimodal sensing and (D) MultiSoft layer structure.

in [40]. By applying a carbon-filled rubber as a thin substrate (<0.5 mm), curing requirements for temperature and duration came down to 65°C for 10 minutes comparing to 165°C for 15 minutes to cure a single-volume sensor [49]. We confirmed that our fabrication process is also scalable by fabricating with existing preprocessed silicone elastomer film (Elastosil® Film [44] with thickness of 0.2~0.4 mm). Figure 1 (D) represents the layer structure of the proposed soft sensor.

**Material & Equipment:** Our core material is carbon-filled silicone rubber from Wacker Ltd. [44], which has a volume resistivity (11 Ω·cm) similar to that of carbon nanotube based polymer sensors (1~200 Ω·cm), but lower cost. We also used very soft, highly stretchable platinum cure liquid silicone compounds (Dragon Skin®) which can be stretched up to more than 500% without rupture. The curing of carbon-filled silicone rubber can be done using a toaster oven (< $50) in which the curing condition is 10 minutes at 65°C. Heat stabilized film ($1.7/letter-size sheet) can be used to produce smooth sensor surfaces. Without the film, we observed that it was hard to control the surface roughness of the cured elastomer because of its high viscosity. The current cost of making a letter-sized sensor is about $6~10 for a thickness of between 0.8 and 2.5 mm.

5 SENSING APPROACH

Figure 2 illustrates our sensing boards. The dimensions of the sensing boards are 5(W)×5(L) cm (16-Channel). For the electrodes, we used ribbon crimp end since it provided a firm contact with quick installation. Wires were soldered on the crimp end to provide a connection between the board and the sensor.

5.1 Hardware & Data Acquisition

As shown in Figure 2, our customized 16-channel shield was equipped with Teensy board (MK20DX256VLH7) [15]. The general components included an adjustable current source (LM334, Texas Instruments) and an instrumentation amplifier (AD623, Analog Devices). A total of four 16-to-1 (CD74HC4067, Texas Instrument) multiplexers were used to implement the switching matrix according to the required number of channels. The total cost of the board was $30 (16-channel). The current size and cost are an upper limit which can be further reduced with commercial production.
Figure 2 presents a schematic view of our prototype. We adopted a neighboring method which has been used as a robust pooling method in previous works [49, 51]. The system underwent a two-step process including voltage measurement and capacitive sensing. First, a small current (0.5 mA) was injected and voltages were measured after the current propagation (100 µs delay). After the voltage measurement cycle, a capacitive reading was performed with a designated Touch Pin from Teensy, which utilized a microcontroller’s internal capacitance (<100 µs). The maximum sampling rate for pooling 16 channels was 60 Hz.

5.2 Resistance Measurement Method

The core sensor values are based on real-time resistance distribution along the material, which changes upon external mechanical strains caused by contact pressure, stretching, and bending. As shown in Figure 3, we employed a four-terminal sensing, which reduced the inaccuracy from the variance in contact resistance. The electrodes were placed surrounding the objects, and we adopted the Neighboring Method which injected DC current into two adjacent electrodes. Also, a number of voltage measurements were done on successive adjacent
MultiSoft: Soft Sensor Enabling Real-Time Multimodal Sensing with Contact Localization and...

With 16 electrodes, this resulted in a total number of 208 voltage measurements. We fed the same raw sensor values into EIT and SVM channels in the multimodal sensing pipeline.

5.3 Contact Localization & Deformation Sensing

The implemented contact localization followed the method in [49] as shown in Figure 3. We used EIDORS EIT Toolkit [42] where a regularized maximum a posteriori [1] using one step Gauss Newton solver was applied to the four-step image reconstruction: 1) a pre-computation (< 3s), 2) a single matrix computation with resistance changes (2.5 ms), 3) an image reconstruction (25 ms), and 4) a color filter for computing the effective region’s centroid (0.5 ms). The frame rate of the EIT image reconstruction was 35 Hz with a 16-electrode configuration.

For the deformation sensing, we used a Support Vector Machine (SVM), and for the input features, we only used raw voltage measurements with no additional data modifications. Thus, the length of our feature set was 208 voltage readings (16-channel). We used a Weka toolkit [13] to perform SVM (SMO, Polykernel with E=1.0) for deformation classification and SVM regression (SMOreg, Polykernel with E=1.0) to estimate the magnitude of the deformation. Multiple independent regression models were needed to support the magnitude estimation for multiple deformations (e.g., stretching in X and Y directions). For processing time, we observed less than 15 ms (> 65 Hz) to run one SVM model along with five SVM regression models. A linear classifier did not work well with the deformation classification due to the non-linear characteristics of the sensor response. Thus, we used a non-linear classifier. Overall, the current system computes the localization and deformation sensing in sequence, which yields a frame rate of 23 Hz using Macbook Pro (2.7 GHz).

6 MULTIMODAL SENSING PRINCIPLES

Our multimodal sensing is carried out both for the inverse problem solving (EIT) and machine learning (SVM) tasks. The changes in resistance distribution of the piezoresistive material provide sufficient information for understanding the deformation. With a deformation-aware system, we can correctly update the contact localization information in the presence of the deformation. The proposed approach allows us to maintain/restore contact localization during/after the deformation.

![Fig. 4. Average change in all sensor values (A) without and (B) with dynamic manipulation upon applied strains.](image_url)
Dynamic Manipulation: The carbon elastomer is known for non-linearity and long settlement after excitation. We captured several trials of uniform large stretching with existing carbon filled silicone as shown in Figure 4 (A), which shows a small baseline shift for each trial as well as a long settlement duration. Although we can learn the pattern behavior from the raw sensor values, this phenomenon can easily confuse the classifier. During our preliminary evaluation, the SVM classifier worked robustly if we kept the same zero level when there was no excitation. To maintain the zero level during the No Deformation state, we employed a calibration method for handling the temporal drift [14]. Here, we simply apply differential dynamic manipulation by setting the baseline of the sensor values to zero level when the sensor settlement enters into a quasi-steady state (Figure 4 (B)). The quasi-steady state is determined by looking at an average of discrete-time derivative of the changes in all the channels’ sensor readings $dV_{avg}$ (a running average of 10 frames) when an average change in all sensor values ($V_{avg}$) is within a low strain range. Thus, the dynamic manipulation removes the temporal drift to enable the robust deformation training.

Deformation Switch: The EIT image reconstruction is processed with a difference in the resistance measurement ($\delta V$), which is the difference between an instant measurement reading ($V_i$) and the homogeneous baseline ($V_H$). Previous work showed discrete contact sensing by taking a no-load condition as a constant baseline for computing the $\delta V$ [2]. A real-time continuous contact localization was also introduced by updating the homogeneous baseline upon touch and movement [49]. Still, the EIT image reconstruction can easily deteriorate from the deformations due to resistance changes in the overall sensor region as shown in Figure 5(A).

We adopted a deformation switch to maintain and restore the contact localization upon deformation status. When deformation occurred, we kept the most recent $\delta V$ before the deformation occurred. Then, this $\delta V$ was maintained during the deformation. Upon release from the deformation, we restored the homogeneous baseline.
using $\delta V$, where $V_H = V_i - \delta V$. With the proposed method, the contact localization can be maintained during the deformation and restored after the deformation as shown in Figure 5(B).

With the aforementioned approaches, we achieved a multimodal sensing with contact localization and classification of the deformation (i.e., stretching & bending) type with magnitude. Figure 6 illustrates the detailed workflow of the system.

(1) Raw sensor readings $(V_i, cap_i)$ are fed into the EIT and SVM channels.
(2) Before feeding the sensor values to the SVM classifier, we apply differential dynamic manipulation when the sensor settlement enters the quasi-steady state, i.e., $dV_{avg} < dV_{avg, threshold}$ when $V_{avg} < V_{avg, threshold}$.
(3) We classify the deformation type using SVM with polynomial kernel.
(4) If the state becomes No Deformation, we confirm the presence of deformation in the previous frame.
(5) If a deformation event exists in the previous frame, we set $V_H = V_i - \delta V$ to restore the homogeneous baseline. Otherwise, we process EIT localization using [49], update $\delta V$ with current $V_i$ and localize a contact coordinate.
(6) If any deformation is detected, multiple channels are activated: 1) we use $\delta V$ from the most recent localization during No Deformation state and output a contact coordinate and 2) we determine the level of the corresponding deformation using SVM regression with polynomial kernel.

7 TECHNICAL FINDINGS
To understand the sensing capability of the proposed sensor, we investigated the attributes that affected the sensor performance. To be more specific, we evaluated the contact localization accuracy and the activation required...
Fig. 7. (A) The overall test setup for localization accuracy and contact force requirement. (B) A flat steel head was selected to apply the pressure. (C) A 10 by 10 grid was used to test 100 different locations. (D) A 15×15 cm sensor was tested.

force. Then, we checked the pattern of the sensor values with different deformations and compared the sensor settlement after a large strain (> 40%).

7.1 Localization Accuracy & Contact Force Requirement

In this test, we evaluated the absolute distance error for the contact localization and force required to activate the sensor. Our main purpose was to compare these performances with [49] to confirm the feasibility of the proposed sensor for the contact localization as shown in Figure 7. The setup included a 15×15 cm multilayer sensor with 16-electrode configuration. We used a digital force gauge (HF-200) with a flat steel head for both evaluations.

Fig. 8. Average change in voltage readings on a multilayer sensor upon > 40% strain with (A) fast and (B) slow excitations.
A 10×10 grid was used to dissect the sensor region for the evaluation. For the contact force measurement, the digital gauge logged the force when the contact sensing was activated.

The average targeting error came out to be 5.21 mm (SD=3.02) for MultiSoft. This error is similar to that of [49] in which the equivalent contact localization performance with the proposed multilayer fabrication was verified. On the other hand, the average contact force requirement was 1.55N (SD=0.46) with a range of 0.92∼2.8N. The multilayer structure helped maintain a similar force requirement to that in prior work even with a thinner layer of the carbon-filled elastomer. The results confirmed that contact localization is feasible with the suggested prototype.

7.2 Sensor Settlement

We investigated the sensor settlement performance with the prototype. Previously, a single-volume carbon elastomer required a long sensor settling time (>10s) after excitation [23, 49]. We wanted to check how the settlement of the sensor changes with a multilayer structure that has a highly stretchable base. For the evaluation, we applied a stretch greater than 40% and released the sensor with both fast (Figure 8(A)) and slow (Figure 8(B)) excitations. We aimed to examine all possible behaviors of the proposed prototype since carbon-filled elastomer generally exhibits different characteristics under different excitation speeds of the applied strains. The required settling times were around 5s for fast excitations (<1s) and 2~3s for slow excitations (>3s). Thus, our fabrication process greatly improves the sensor settlement compared to in the previous sensor (>10s). Along with the proposed calibration using a dynamic manipulation, the proposed multilayer sensor can provide high repeatability. This would benefit the use of machine learning where the same pattern of sensor values is expected for the same deformation.

![Voltage measurements from all electrode pairs under different gestures for (A) Stretching and (B) Bending.](image)
7.3 Signal Patterns with Deformations

For our machine learning model, we use the feature set that consists of a single frame of 208 raw voltage readings with a frame rate of greater than 30 Hz. We utilize these values to perform SVM and SVM regression to find out the type of deformation along with the level of deformation. Therefore, it is essential to check whether the sensor readings exhibit unique patterns upon distinct deformations and magnitudes. We especially explore this with stretching and bending since they cover deformations caused by both small (bending) and large (stretching) strains. Bending in mid-air will not produce any strain with the prototype. Also, we found out with a preliminary experiment that the sensor’s base substrate should be greater than 0.8 mm in thickness due to insignificant sensor value changes upon bending. Therefore, we attach a 1 mm-thick fabricated sensor to a binder made with polypropylene for testing bending deformation.

We visualize a set of sensor readings for a single frame during different stretching (Figure 9(A)) and bending (Figure 9(B)) deformations. We can easily confirm from the visualization that each different deformation triggers a unique set of channels, but it is hard to find the overlapped sensor value pattern for different deformations. As expected, bending generally causes smaller changes in sensor values compared with stretching due to small strain changes. We also checked the sensor values in different magnitudes for the same deformation. As shown in Figure 10, we confirmed that the deformations with different magnitudes produce similar sensor value patterns except for their intensities. No difference was observed in terms of sensor value pattern for the same type of deformation. This confirms that the regression method can be employed for the magnitude estimation of deformations.

8 TASK EVALUATION

To verify the sensor performance with real users under controlled conditions, we divided the sensing workflow into three tasks: 1) contact localization accuracy during and after deformation, 2) accuracy of deformation classification, and 3) error rate of estimation on deformation magnitude. In all the evaluations, we used a 16-electrode configuration with a sensor size of 15×15 cm. For bending deformation, we used a prototype that is attached to a polypropylene binder similar to the one implemented in the Technical Findings. We recruited 15 participants (3 females) with a mean age of 29.
8.1 Task 1: Localization Accuracy Under Deformation

We tested the robustness of our system in maintaining the contact localization in the presence of deformations. Our goal was to verify whether the persistent single-point contact localization worked correctly upon and after deformation using our approach.

**Setup:** We chose stretching as a representative deformation since stretching usually causes a large strain change in overall sensor regions compared to in other types of deformation. First, we trained a single baseline stretch for each participant where we recorded a single stretch instance on five different painted locations (Figure 11) to form a deformation switch. We evenly spaced painted locations along the sensor and placed them as close as possible to the center of the sensor while preventing sensors from being folded during grasping. If the deformation was not correctly classified during the contact accuracy evaluation, we excluded those trials since our aim was to check the robustness of the localization. The robustness of the deformation switch is verified in 8.2. We asked users to grasp, stretch, and release on five different painted locations on the sensor. We averaged a total of at least 60 frames (20 frames for Before, During, and After deformations) for each trial. Here, we used Before deformation data as the ground truth for reporting the relative localization performance with During and After deformations. We divided the evaluation criteria into targeting accuracy (15×15 mm grid around the ground truth) and distance error. A total of 9000 data points was captured for the comparison (20 readings×3 instances×10 Trials×15 users).

![Fig. 11. The step-by-step process for testing localization accuracy upon deformation. (A) Users grasp painted target locations, (B) Users stretch the prototype while grasping the same target location for at least 2 s and (C) release the prototype.](image)

![Fig. 12. Targeting accuracy (Left) and distance error (Right) of contact localization under and after stretching.](image)
Result: As shown in Figure 12, participants maintained target accuracies of 96.4% and 92.7% and distance errors of 4.59 mm (SD=1.86) and 7.59 mm (SD=3.22) for During and After Stretching, respectively. The paired T-test showed no significant difference in targeting accuracy, but there was a significant difference (p<0.05) in distance errors. The small distance error in Under Stretching represents the robustness of the deformation switch for maintaining the contact localization. For After Stretching, we observed that the initial few frames (<10 frames) contributed heavily to the increased distance error. This suggests that we need to hold a few frames before re-initiating localization after releasing deformation. The results demonstrate that MultiSoft supports localization during deformation.

8.2 Task 2: Classification Accuracy

We evaluated the classification accuracy of various deformations with the SVM classifier. In our gesture sets, we included the reference gesture, which refers to holding the sensor with no stretching/bending. In this way, we could examine the robustness of the deformation switch while testing among the various gesture sets. We looked at the real-time classification accuracy of our prototype to see whether our deformation sensing is user-dependent or universal across users.

Setup: We divided our evaluation into two deformations (Stretching and Bending) with three different numbers of gesture set. We selected gestures that create the deformation in all directions as shown in Figure 13(C). The researcher recorded the raw sensor values when users performed the deformation. Participants held onto a visually instructed deformation for 1 s so the data could be captured. Also, the reference frame with no deformation was captured to check the robustness of deformation switch with various deformations. Here, we did not specify the detailed posture or the deformation intensity, which were solely the user’s decision. We recorded the raw sensor values of 50 frames from each gesture for training purposes. Then we processed an N-class classifier for different numbers of gesture sets. Subsequently, we held a test session where we evaluated the classification accuracy live. Participants were asked to perform at least five trials of each gesture in a random order without repetitive gestures in a row. During the evaluation, we only used a per-user classifier to test the accuracy of the instant training, but we did keep records of the sensor values. For the post-hoc analysis, we processed a leave-one-user-out crossfold validation experiment to simulate the “Walk Up” (universal classifier) accuracy.

Fig. 13. The overall study setup for classification & regression accuracy for (A) bend, and (B) stretch gestures along with (C) corresponding gestures. Stretch gestures include stretching horizontally, vertically, and diagonally. Bend gestures include bending 1) upward, 2) right, 3) downward, 4) left, 5) top-right, 6) bottom-right, 7) bottom-left, and 8) top-left. Reference gesture (gesture ‘0’ in the table) is also recorded when users just hold onto the sensor without any stretching or bending.
Fig. 14. Classification & regression accuracy: (A) Per-user (Real-time) and “Walk Up” (Post-hoc) classification accuracy for different numbers of stretch and bend gesture sets and (B) Per-user (Real-time) and “Walk Up” (Post-hoc) regression error rate for stretch and bend magnitude estimation.

In each fold, we only trained on 14 users’ data and tested with the 15th user data which was never seen by the system.

**Result:** As shown in Figure 14(A), the per-user classification in real-time showed high accuracy overall. Even with the largest gesture set, the accuracy turned out to be 92.78% (SD=5.69) and 91.85% (SD=5.92) for stretch and bend, respectively. Unlike our expectation, we observed that the performance with “Stretch” increased to 99.19% (SD=2.58) for “Walk Up” accuracy. We presume that users exhibited a similar grasp, posture, and stretching magnitude during training. These physical similarities contributed to accumulating a similar set of sensor data for a robust classifier. “Walk Up” accuracy decreased an average of 7.13% for the bending deformation classification. We observed that bending had more flexibility for performing deformation, where points of inflection and supporting hand positions were different for each user. Still, the “Walk Up” classifier accuracy for nine bending gestures exceeded 87.45% (SD=4.60). This verifies that our system can easily be trained for individual users. Also, the “Walk Up” accuracy suggests that small amounts of data can be trained for use with a large number of users. When we only looked at reference gesture classifications, the average accuracy came out to be greater than 98% for both per-user and “Walk Up” classifications. The signal changes due to contacts (local deformation) yielded an order of magnitude less than that of stretch/bend (global deformation). Thus, it is hard to misclassify with non-reference gestures and this shows the robustness of employing deformation switch for various deformations.

8.3 Task 3: Regression Accuracy

We evaluated the regression accuracy in estimating the magnitude of the deformation. Similar to in 8.2, we looked at the estimation error in 1) real-time per-user regression model, and 2) post-hoc analysis with the “Walk Up” regression model.

**Setup:** We followed the setup as in 8.2. The only difference is that we trained for the magnitudes of the deformation using SVM regression. We devised the deformation into stretching and bending and recorded 0 to 5 levels of stretching and bending. Initially, we planned to train for the smallest and largest levels of deformations only to avoid the overfitting issue. During our preliminary experiment, however, we found that training with various magnitudes produced a more robust regression model. For “Stretch,” we asked users to stretch up to 50% (Level 5) and each level was set at every 10%. For “Bend,” we asked users to bend up to 150° (Level 5) for every
30°. We provided a physical stand with marked labels for participants to properly perform different levels of deformation (Figure 13(A) & (B)). Other than that, we did not give any specific guidance to participants. We asked users to hold the deformation at each different level for 1 s, and we captured the dataset which again consisted of 50 frames of raw sensor values. Then we proceeded with a regression classifier for estimating deformation levels. As in Task 2, we held a test session to evaluate the error rate of the regression model live with at least five trials for each level of deformation. We used a per-user classifier during the study and kept records of the sensor values to carry out a post-hoc analysis for the “Walk Up” error rate.

**Result:** We used an estimation error to evaluate the accuracy of the regression model. Upon the user’s input, the SVM regression classifier put out float values ranging from 0~5. Then, we computed the error by comparing it to the ground truth (i.e., 0, 1, 2, 3, 4, and 5). Figure 14(B) shows the error rates for estimating the level of deformation. For the per-user regression model, the error rates were 9.09% (SD=3.53) and 6.93% (SD=3.31) for “Stretch” and “Bend,” respectively. The error rates for “Walk Up” estimation were 10.45% (SD=3.41) for “Stretch” and 12.63% (SD=7.5) for “Bend”. These results aligned with the findings from 8.2 where the freedom in performing gestures in “Bend” was more suitable for formulating an individual regression model with better accuracy. Still, all regression models achieved estimation errors of less than 12.63%, which can be interpreted as an average error at the 1.26 level for the range of 0~10 levels. This shows that the prototype is suitable for detecting the intensity of the deformation with instant training. Also, small amounts of trained data can be utilized for a large number of users.

8.4 User Feedback

In a post-survey, we elicited qualitative feedback about the participants’ experience with the prototype. They reported enjoying the softness and rich sensing capability of the prototype, and they mentioned that the deformation was easy to perform since they often encountered this type of deformations in their everyday life. For improvements, participants recommended developing soft wires and electrodes to make all the components with soft materials. For potential applications, participants reported that the prototype would be a good fit for controlling digital devices with multimodal sensing features. The suggested form factors included gamepad, wristband, soft toys, phone case, etc. We demonstrate a few applications from these suggestions.

9 EXAMPLE APPLICATIONS

We demonstrate three applications that showcase the capabilities and interactions enabled by the real-time multimodal sensing. The following examples highlight the applicability in various environments with numerous form factors.

**Stretchable Gamepad:** Previously, a deformable gamepad was introduced utilizing discrete touch with bending deformation [17, 24, 35]. In this example, we implemented a stretchable gamepad where users can utilize

![Fig. 15. Contact localization and stretching are embedded for utilizing natural human motions as input metaphors.](image-url)
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Fig. 16. The flip cover is embedded with bending gestures to provide discrete and continuous interactions.

stretching magnitude as an extra input in addition to discrete buttons. As shown in Figure 15, we inserted a single multilayer sensor with 20×5cm between 3D printed parts. We demonstrate how natural human motions can be exploited by introducing multimodal sensing.

**Flexible Flip Cover:** FlexCase [29] introduces an interactive flip cover utilizing grip and bend gestures. We made a flexible flip cover embedded with sensing bending in different locations and on different levels. The cover was made with semi-flexible material (TPU 95A) with the prototype was attached to the backside as shown in Figure 16. Users can simply bend in different locations to execute mapped applications. The level of bending can be used to control the intensity of the continuous control. We demonstrate the applicability of the prototype which can easily be attached to provide multimodal sensing capability to existing objects.

**Wearable Input:** We fabricated a wristband which is embedded with contact localization and different levels of the stretch as inputs. StretchEBand [43] demonstrated various applications utilizing the continuous stretch input. We further extended the interaction by merging two distinct sensing modalities. As shown in Figure 17, we showcase a wearable band that can be used with a smartwatch. Functions requiring secure interaction can be mapped with stretching input, which will produce fewer false triggers than contact sensing. A multi-level interaction is also possible with the multimodal sensing prototype, where users can 1) stretch the band to trigger the “Message Reply” function, 2) stretch the band using different levels to choose automated messages from the list, and 3) lift a contact finger on top to send a message. In this example, we demonstrate how rich inputs can be accomplished by utilizing multimodal sensing.

Fig. 17. A multi-level interaction is enabled with multimodal sensing with a wearable form factor.
10 DISCUSSION AND LIMITATIONS

In the course of developing and testing MultiSoft, we identified several challenges and potential findings for improvements. We discuss these along with future works.

**Alternative Fabrication Method:** We introduce a multilayer sensor structure in this chapter. Although not fully developed, we tested and saw potential in mixing PDMS with a carbon elastomer. With a ratio greater than 5:1 (PDMS:carbon elastomer), the sensor can be cured under 70° for 10 minutes. With further investigation, we can make a soft interactive agent that can be painted on any 3D object as shown in Figure 18.

**Electrode Connection & Placement:** The high flexibility and stretchability of the prototype produce signal noises due to the physical fluctuation on the attached hard wires and electrodes. In the future, we plan to employ a stretchable conductive wire [5] which can possibly replace the existing rigid components. In our work, electrodes were evenly placed around the sensing region. However, this electrode configuration reduces the flexibility in design since physical electrodes need to be placed all around the region. As demonstrated in a previous work [2], it is in our interest to test distinct electrode configuration setups.

**Scalability & Form Factor:** In the current lab environment, the scalable size and fabrication uniformity of the sensor is limited due to the size of the molds and the surface roughness during manual painting, etc. In this study, we have made over >10 different samples and used 1~2 samples for each the test. In our future work, this limitation can be overcome with advanced manufacturing setups such as multi-stage extrusion [12, 18]. The current form factor is also limited in terms of 2D sheets. Recent developments in carbon nanotube related fabrication [34] show potential for the 3D printing of soft sensors. Thus, it is within our interest to explore further the feasibility of making a 3D printable soft sensor.

We currently support the ad-hoc training approach for recognizing deformations. The change in the electrode placement and the sensor size would require retraining of SVM. In the future, we will emphasize the training with deep learning models corresponding to various types of geometry. We can perform the learning process with synthesized sensor values obtained from solving the forward problem in EIT.

**Improving Sensing Performance:** The employed capacitive sensing or dynamic manipulation calibration do not indicate the material’s viscoelastic response. As long as sufficient deformations happen, however, both the contact localization and deformation sensing work robustly for periodic interactions. We confirmed that there is no performance degradation unless users repeatedly contact or bend/stretch the same location at a high frequency (> 5 Hz), which usually is not the case for common interactions.

From the result in 8.1, we suggested that holding a few frames before re-initiating the localization and after releasing the deformation would improve the accuracy. We tested with three users by applying a fixed duration of hold (1.5s) on the recorded sensor data. On average, we observed about 20% improvement in accuracy. It is possible to further improve an accuracy with optimized delay according to different types and magnitudes of deformations.
As shown in our evaluation results, a deformation involving more freedom in execution often leads to a worse performance. To provide robust interactions, we recommend offering a set of general guidelines for the HCI designer on how to perform the deformation. In this way, the accuracy of the classification and the estimation of the deformation can be improved.

11 CONCLUSION

We propose a multilayer soft sensor capable of sensing localization and deformation. With the proposed multimodal sensing pipeline, we enable a real-time contact localization, deformation classification, and estimation of deformation levels. By introducing a dynamic manipulation and a deformation switch, contact localization can be maintained in the presence of deformation. We also introduce a multilayer sensor structure with high flexibility and stretchability to reduce the sensor settlement duration. We confirmed the system accuracy and performance with real users through per-user and “Walk Up” classifications. Our work will bring about expanded interactions through multimodal sensing capability for future input metaphors.
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