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ABSTRACT

Freehand sketching is an integral part of early design psscedRecent years have seen an increased interest in
supporting sketching in computer-based design systentkisipaper, we present FEAskifite ElementAnalysis
made eay), a naturalistic environment for static finite element aysad. This tool allows users to transform, simu-
late and analyze their finite element models quickly ande#wough freehand sketching. A major challenge here
is to beautify freehand sketches and to this extent, we presgomain- independent, multi-stroke, multi-primitive
method which automatically detects and uses the spatiatiogiships implied in the sketches for beautification.
Further, we have also developed a domain-specific rulegdbatgorithm for recognizing commonly used symbols
in FEA and a method for identifying different contexts intérélement modeling through combined interpretation
of text and geometry. The results of the user study suggasbtin proposed algorithms are efficient and robust.

Pilot users found the interface to be effective and easydo us

*Associate Professor of Mechanical Engineering
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Fig. 1. The FEASY interface showing (a) a hand-drawn sketch of an example 2d bracket, and (b) the deformation results in ANSYS.

1 Introduction

Freehand sketching is an activity that can take place throughe engineering design process and is a natural, efficie
and convenient way to capture, represent and communicatgrdigleas [1, 2]. Sketches are particularly useful in early
stages of design where their fluidity and ease of constnu@itable creativity and the rapid exploration of ideas [3, 4]
Over the past few years, there has been increased interagpjporting freehand sketching in user interfaces and fools
various applications in diverse domains such as CompudedaDesign (CAD), simulation and computer animation. As
freehand sketch-based interfaces mimic the pen-papedigaraf interaction, they may provide a host of advantages ov
the traditional windows, icons, menus and pointers (WIMilesGraphical User Interfaces (GUI). Designers can sesshje
and directly interact with the computer with only limiteditning, whereas in menu based interfaces, users are faréearn
the system rather than the system having to learn usersitiates.

In this paper, we describe FEAsKifite ElemenAnalysis made esy), a sketch-based interface for static finite element
analysis. FEAsy allows users to transform, simulate andyaeaheir finite element models quickly and easily through
freehand sketching (Fig. 1). A major challenge here is thadrfer techniques to transform ambiguous freehand strokes
of a sketch into usable parametric geometric entities ngaigma formal diagram. Such a transformation is referred to as
‘Beautification’ [5—7]. Most current beautification mettsodo not consider important information implied in sketcbesh
as the spatial relationships between different primitines stroke and between strokes [8]. These spatial reldtipagire
usually represented as geometric constraints (like gdisath and tangency). Cognitive studies show that userepaefially
attend towards certain geometric features while drawirdyr@cognizing shapes [9]. To this extent, we present a multi-
stroke, multi-primitive beautification method that iddiets these spatial relationships and uses them to driveifieation.

We also posit that, it is more intuitive to specify loadingldsoundary conditions through symbols as shown in Fig. I tha
through traditional menu-based input. Hence, we have dped a domain-specific algorithm for recognizing commonly
used symbolsin FEA. In addition, we have also developedgori#hm for combined interpretation of geometry and syrsbol
in the sketch to identify different contexts like loadingddmundary conditions observed in finite element analysis.

We foresee this tool to be used in engineering education arig @esign. It will allow analyses to be conducted even
earlier in the design process because it reduces the relam@reparing formal computer models beforehand. Formal,
computational models such as CAD models may require a gesdtal preparation and a clear understanding of design
details. However, at the preliminary stages of design, lygambrated sketches are often more appropriate to exploidea w
range of potential ideas. Our tool would permit formal as@\of ideas that exist as only a hand drawn sketch. It can be
used as a learning tool for undergraduate students edgeniatechanical and civil engineering. The students canthise
tool to quickly verify answers to hand-worked problems alsh @ preliminary stages of design projects to evaluaté the
ideas.

1.1 Contributions

This paper extends our prior work [10], and makes a numbeonpfributions to research in sketching, interfaces, and
analysis in engineering design:

1. A multi-stroke, multi-primitive beautification methohlat incorporates automatic constraint detection and sg)\to
transform the ambiguous freehand input into more strudtfoemal drawings.
. A symbol and text recognition algorithm for the finite elEmhdomain.
3. An algorithm for combined text and geometry interpretatbased on different contexts.
4. A novel interface that integrates freehand sketchingnuary constraint solving and symbol recognition in a udifie
framework for structural and thermal finite element analysi

N



2 Related Work
This section provides an overview of the past work in beanatifon and sketch-based interfaces for varied application

2.1 Beautification - Segmentation and Recognition

Two of the main challenges that have hindered the developofea robust beautification system arf@egmentation
- identification of critical points on the strokes arRicognition classifying the segment between adjacent critical points
as low level-geometric primitives (like lines, circles amats). Much earlier work [5, 11-13] assumed that each pehestr
represented a single primitive such as a line segment ona aqusketches. In spite of their simplicity, the strateggdxhon
single primitive or stroke usually results in a less natintdraction because of the constraints imposed on the’usarging
freedom. Other works [14, 15] have also utilized pre-defitegdplates of higher order splines to neaten sketch inputs an
smoothly combine the segments. By taking advantage of theaictive nature of sketching, several works [16—18] haeslu
the pen-speed and curvature properties of the stroke towlietethe critical points. They found that it was naturalltmsthe
pen when making intentional discontinuities in the shapleka user is sketching at a constant speed, many segmentatio
points will be missed due to this biased assumption. Kim aimd 9] proposed new metrics based on curvature - local
convexity and local monoticity for segmentation. Hammonhdle[20] introduced an effective method to find corners in
polylines. Their method is founded on a simple concept basethe length between two points. They showed higher
accuracy over Sezgin et al. [16] and Kim et al. [19]. Otherrapphes to segmentation utilized artificial intelligensach
as the template-based approach [21], conic section fitBhgahd domain-specific knowledge [22]. Despite their re¢at
success in sketch segmentation, these are dependent onssagstrictive conditions. For example, a large numbeketich
examples are required for the purpose of training the coerpuithe methods proposed in [3], otherwise, the segmentati
performance will be affected. For recognizing the segmesttpitalni et al. [3] and Zhang et al. [23] used a least-segiar
based method. Sezgin et al [16] and Wolin et al. [20] compénedEuclidean distance between adjacent critical points
and accumulated arc length of the segment. The ratio of agtheto Euclidean distance is close to 1 for a linear region
and significantly higher for curved region. Xiong et al. [24jproved the algorithm described in [20] to include curves i
addition to just lines. However, the algorithm does not ggipe corners at a place where a line smoothly (tangenyially
transitions into an arc and also those between two arcs.

More recently, with the advent of commodity level depth seage.g. MS KinedtV) there has been some research
devoted towards segmentation and recognition of free-f@ibnstrokes drawn in mid-air using finger based gestures. For
example, Taele et al. [25] investigates techniques for ldpugg intelligent interfaces and optimal interactionhaimues
for surfaceless sketching. Similarly, Babu et al. [26] pdeva system from recognizing free-hand 3D input strokes and
matching them to specific pre-defined 3D symbols. Howevesl&iching methods are limited as they cannot provide &actil
feedback required for controlled sketch creation and asgoire advanced display media for co-location of the irttiva
and modeling spaces. As a result, their use is restricteinjples symbolic inputs and are therefore unsuitable fortimga
shapes for structural analysis. Wang et al. [27] utilizeesiscopic display with bimanual interactions throughtdignotion
trackers to enhance sketching in 3D. But, their systemgeliededicated hardware that are not commonly available.

2.2 Sketch-based Interfaces

The emergence of pen-input devices like Tablet PCs, laggrenhic Whiteboards and PDAs have led to demand for
sketch based interfaces in diverse applications [6]. Heeelist a few examples of such existing experimental systems
In CAD based applications like QuickSketch [28] and SKET@4][ the user has to draw objects in pieces i.e., only one
primitive at a time, thereby reducing the sense of naturgictkng. Arisoy et al. [30] utilize a predictive modelingpapach
to automatically complete preliminary rough sketchesteéy users. Our interface also facilitates automatic detigm
of sketches, but in addition provides a suggestive interfa@llow users to explore different possibilities resigtfrom their
input.

Sketch based interfaces have also been used in early dé&diparid in user-interface design [32]. Shadowdraw [33]
provides dynamically adaptive suggestions in the backgptdo guide users create aesthetically pleasing sketcimagafy,
in Juxtapose [34], sketch inputs are used to drive searciDdfrfages with the intent of making serendipitous discoerie
during clipart composition. In contrast, our system pregidynamically updating suggestions to guide parameteitcbing
for engineering applications. Gesture-based systemshese explored in 2D pen-based applications [35, 36] wheretin
strokes are converted or replaced with predefined prinsitiv®@ther works have also explored creation of 3D wireframe
models based on multi-view planar sketch inputs [37] orfetthbased perspective drawings [38]. In contrast, our werk
mainly related to creation of 2D geometry for structurallgsia. ParSketch [39] is a sketch-based interface forregl&D
parametric geometry. MathPad [40] is a tool for solving reathtical problems. Kara et al. [41] developed a sketchébase
system for vibratory mechanical systems. Krichoff's peR]|[4 a pen-based tutoring system that teaches studentply ap
Kirchhoff’s voltage law and current law. Hutchinson et &3] developed a unified framework for structural analysiseyr
used an existing freehand sketch recognition interfacelnisinot robust in handling freehand strokes representutjpte
primitives combined together. In addition open circularsaor curves are not handled, constraining the variety aftitipat



[ Geometry Constraints Solving ]

[ Sketch Interpretation ]

Final Sketch

Symbol Mode
e s 3

|

|

I |

[ Beautified Geometry '— |
|

|

|

|

|

|

Fig. 2. The System Pipeline with two modes of input - ‘Geometry’ and ‘Symbol’.

can be specified and also designer’s drawing freedom. Mergthe system does not address the problems related to the
ambiguous nature of freehand input.

For symbol recognition, Fonseca et al.. [44] developed dmerscribble recognizer called CALI. The recognition
algorithm uses Fuzzy Logic and geometric features, conabivith an extensible set of heuristics to classify scribb&iace
their classification relies on aggregated features of thregbekes, it might be difficult to differentiate between #am
shapes. Kara et al.. [45] described a hand-drawn symbobnéoer based on a multi-layer image recognition scheme.
Similarly, Johnson et al. [46] enable users to apply stashdaafting symbols to define constraints such as equality and
perpendicularity, and edit 2D shapes by latching or eraskegch segments. However, these methods require traismaly,
in the case of [45] is also sensitive to non-uniform scaligselova et al. [9] used results from perceptual studiesiiid b
system capable of learning descriptions of hand-drawn sygsnishich are invariant to rotation and scaling.

3 Overview of the Approach

Freehand sketches are usually composed of a series of stralgtroke is a set of temporally ordered sampling points
captured in a single sequence of pen-down, pen-move andperents [47]. Sketches can be created in our system using
any of a variety of devices that closely mimic the pen-papeagigm. We use a Wacom Cintig 21UX digitizer with stylus,
tablet-PCs and a traditional mouse. Both Wacom and tabletdP€ particularly suited to natural interaction, enabtimgy
user to sketch directly on a computer display. Figure 2 shiwipeline through which the input strokes are processed
in our system. In FEAsy, the strokes are input in either treofgetry’ mode or in the ‘symbol’ mode. Accordingly, the
raw input strokes representing geometry are colored irkldad those representing symbols are colored in red. Eaakestr
input in geometry mode is beautified, i.e. decomposed inteléwel geometric primitives with minimal error. The syste
then identifies the spatial relationships between the pixies. These relationships are represented as geometistramts
which are then solved by a geometry constraint solver. Thpubdrom the solver is the beautified version of the input
which is updated on the screen automatically. The strokastiim symbol mode are processed unlike in geometry mode.
The red colored strokes are first clustered into strokequgoilihen, the stroke-groups are classified as either teynobal
and recognized. Finally, the symbols, text and geometryrdegpreted together for understanding the various castiex
the sketch. The sketch is now ready for finite element prolsierdy. Sections 4-6 describe each of these steps in detail.

3.1 An Example

Figure 3 shows a step-by-step process of analyzing a bréahmatits freehand sketch. The user starts the geometry
creation process by sketching a freehand stroke in the ‘geggirmode as shown in Fig. 3 (a). The green circle is the
starting point of the stroke and the red circle depicts thet mwint. The blue arrows show the direction of the stroke. At
the completion of the stroke, the system automatically tiéesithe input. The beautified output is shown in Fig. 3 (b).
Next, the user adds a freehand stroke to the sketch. In thés @&s a hole in the bracket (see Fig. 3 (c)). The final result
after beautification is shown in Fig. 3 (d). The geometry tiogeprocess for the bracket is now complete. The user then
switches modes to insert symbols. Figure 3 (e) shows a biealgketch with input symbols. In the next step, the symbols
are recognized and the sketch is interpreted. The outpyidatad on the screen as shown in Fig. 3 (f)). Once the sketch is
complete and processed, the user specifies the materianties element description and meshing parameters foité-i
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Fig. 3. Step-by-step process of analyzing a bracket. (a) User drawn freehand stroke in geometry mode, (b) beautified output, (c) a freehand
stroke representing a circle is added to the sketch, (d) result after beautification, (e) symbols (red colored strokes) input in symbol mode, (f)
final sketch after sketch interpretation, (g) finite element integration dialog, (h) generated ANSYS specific commands, (i) deformation results
in ANSYS

Element integration’ (Fig. 3 (g)) and all the informationeisported as a set of commands suitable for import in ANSYS
(Fig. 3 (h)). These commands are then run and solved in AN&¥bire 3 (i) shows the deformation results of the bracket.

4 Bealdtification

Beautification aims at simplifying the representation & itput where the various points of the strokes are integdret
and represented in a more meaningful manner. Our approatfafsforming the input to formalized representatiorss. (i.
beautification) is based on the architecture shown in Fig.THhere are five steps in the pipeline, namely - resampling,
segmentation, recognition, merging and geometry comstsalving. Figure 4 shows the various steps along with tieshc
outputs generated in the system. However, it is to be notadathly the final beautified sketch is visible to the users and
other intermediate outputs are generated for illustratimnposes. Figure 4(a) shows a user drawn freehand strokeisTn
example of a single stroke representing multiple primgigennected together. Figure 4(b) shows the raw data pdiluts (
circles) as sampled by the hardware and Fig. 4(c) illustréite uniformly spaced points after resampling (greenesiciThe
segmentation step explained in section 4.2 identifies titieadrpoints (red circles) shown in Fig. 4(d). Then, thersegts
between the adjacent critical points are recognized andithit primitives (Fig. 4(e)). The status of the freehand sketc
after merging is shown in Fig. 4(f). Finally the sketch is bifged considering the geometric constraints (Fig. 4(dh)e
aforementioned steps are explained in detail in the follgwgections. For simplicity, we limit the discussions to rag&e
stroke in a sketch. All the other strokes are processedagiil
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Fig. 4. Beautification of a freehand stroke

4.1 Stroke Resampling

The sampling frequency of the mechanical hardware coupitrdtive drawing speed of the user result in non-uniform
samples of the raw freehand input. Evenly spaced pointaxgueritant for the segmentation algorithm to work efficiently
To achieve uniform sampling, we resample the points of thetistroke such that they are evenly spaced. We used a fixed
interspacing distance, Id of 200 HIMETRIC units (1 HIMETR#30.01mm = 0.0378 pixels). The resampling algorithm
discards any sample within thg of earlier samples and interpolates between samples thaeparated by more thégn
The start and end points of the stroke are by default addduetoetsampled set of points. Figure 4(c) shows the result of
resampling for the stroke.

4.2 Segmentation

In our system, a single freehand stroke can represent anpewaof primitives connected together. The task of the
segmentation routine is to find those critical points thaiddi the stroke into its constituent primitives. Theseicait
points are ‘corners’ of the piecewise linear strokes and #ig places where curve and line (curve) segments connect.
Our segmentation algorithm builds upon the approach desatiin [20], which works well for strokes composed of only
line segments. One of the drawbacks of this method is thatltjeithm often misses identification of corners at heavily
obtuse angles. We address this drawback and also improireaterithm to accommodate curves in addition to line
segments. We are interested in improving this algorithneeisly for its simplicity (easy to program) in implemeritat,
high efficiency and at the same time not being computatigrialensive. They described a measure called straw (chord
length) which in essence is a naive representation of theatune of the stroke. Thstrawat each poinp; is computed as
straw = | pi—w, Pi+w|, Wherew is a constant window anighi_w, pi+w/| is the euclidean distance between the popats, and
pi-w. As the stroke turns around a corner, Htmw length starts to decrease and a local minimum value cornelspto a
likely critical point. However, when there is smooth coniiy between a line and an arc or between two arcs sthaav
length does not vary much and it fails to identify the trapsiin such regions. Hence, we use another such meashoe]
anglewhich is effective in identifying these gradual changesddition to finding the corners.

After resampling the stroke, we computeord anglefor the resampled pointsy to pr—w. Where ‘n’ is the total number
of resampled points and is a constant window. Thehord angleat each poinp; is computed as follows

Api =arcco§ ————— 1
P S{lloi Pi—wl| PiPiwl @

The likely critical points of the stroke are those indicesanthe ‘chord angle’ is a local minimum, which is lesser than
athreshold‘f’ ). Figure. 5 shows the computation of the chord angle. The tiheles represent the resampled points &d *



Fig. 5. ‘Chord Angle’ computation. The blue circles represent the resampled points. O represents the ‘chord angle computed for the
resampled point (red) using a window size of 3 (green points)

i

Fig. 6. Recognition. (a) shows the freehand stroke with critical points. (b) shows the results of least squares fitting. There are discontinuities
between adjacent segments. (c) shows the results of our algorithm

represents the ‘chord angle’ computed using the equatidio Avoid the problem posed by choosing a fixed threshold, we
set the threshold to be equal to the median of all the chortbaradues. For the stroke in Fig. 4(a), the initial set oficat
points obtained is shown in Fig. 4(d). By default, the stad and points of a stroke are considered as critical points. A
window of uniformly spaced points is used to compute the atume (chord angle), which smoothens out the noise, if any
in the input stroke. The larger the window, the larger the athiog effect resulting in missed critical points. Like [1We
found that setting the window size, w = 3 to be effective ipexgive of the user or the input device used.

4.3 Recognition

The next task after segmentation is to classify and fit theneeys between adjacent critical points as low-level gedmet
primitives. The current implementation of our system retpes lines, circular arcs and circles. Our recognitionhrogt
is based on least squares analysis [48], but the computatiparameters of best fit line and circular arc differ from the
traditional approach. Usually, the least square fit of liaed arcs result in the end points of the primitives to be madwed
new locations as shown in Fig. 6. These new positions do riaticke with the original critical points of the stroke and
hence cause discontinuities between adjacent primitif/éeecstroke. To prevent such discontinuities, we fix the enals
of the primitives to coincide with original critical poinend then perform the analysis. Figure 6 shows the actudk i&su
our recognition algorithm which has no discontinuities.

4.3.1 Fitting a straight line

LetSy={pi = (%,Yi)[i =1,2,.....,N} be the given points of the segment andRefx;,y1) andPy(xn,yn) be the end
points ofSy. TheseN points are fitted by a straight-ling,= mx+ ¢, wherem andc represent the slope and the intercept,
respectively. As the end points of the line segments are fikedslope and the intercept can be estimated as follows,

m— YN—Y1

— @
6= 310 — M%) + (2~ mx)] ©

The average distance from the poifits y;) to the fitted straight linef;, can be calculated using the following formula:

EI _ z|N:1|(m)§+C)_YI|
N

4

4.3.2 Fitting a circular arc
Sy can also be fitted as a circular afg— a)? + (y— b)? = R?, whereC(a, b) is the center of the arc and R is the radius.



Fig. 7. Least Squares Arc Fitting

As the start and end points of the arc are fixed, the centereo&tb should lie on the perpendicular line that passes
through the mid-point of the line connecting the end poiritde arc (Figure 7). LePi(x1,y1) andPy(xn,yn) be the end
points of the arcC'(a', b’) be the mid point of line joining? andPy, andA = (ny, ny), the normal to the line joining; and
Pn. Therefore,

1
C' = (PP ®)
C=C+th teO (6)

The centerC(a,b) is the solution to the problem

N-1
Find C minimizing 22 IR —C|? 7)
i=
using Eqn. 6, the solution to Eqn. 7 is
t—iNil( i —a )+ (yi —b')n (8)
“N_2 iZQ Xi x 1 (Vi y

and hence the radiuR= ||Py — C||. The average distance from the poiftsyi), i = 1 toN, E,, can be calculated using
the following equation,

g, - 2V —°+ (v —b?-R

y (©)

After finding the errors, the segment is typically classifigtthe primitive that matches with the least error. However,
line segments can always be fit with high accuracy as an alcamery large radius. In such cases, if the arc length is less
than 15 degrees, we classify it as a line. Similarly, an actaissified as a circle if its arc length is close2io

4.4 Merging

The initial critical points set obtained through segmeatatoutine may contain some false positives. The merging
procedure repeatedly merges adjacent segments, if the fitdfanerged segment is lower than a certain threshold. Foyev
it segment, we try merging it with— 15t andi + 1 segment. Let these new segmentssbg andseg. The fit errors for
seg andseg are calculated according to section 4.3. For the segmehti@ast error amongeg andseg, merging occurs
if and only if the error is less than the sum of the correspogéirors of the original segments. For example, in figurg 4(e
the two lines and an arc on the right were merged into oneesiugl (see Fig. 4f).

4.5 Geometry Constraint Solving
Geometric constraints are usually classified as either Xfilat constraints, which refer to the constraints that ar
explicitly specified by the user such as dimensions - digtdetween a point and a line or angle between two lines, (2)
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Fig. 8. Implicit geometric constraints inferred in our system for beautification.

implicit constraints, which refer to the constraints tha&t imherently present in the sketch such as concentricdyamgency.

It is natural for users to express geometric constraintgiaitlp when they are sketching. Our system infers and fa8is
the constraints automatically without much interventiooni user using the method described in [49]. Figure 8 lists th
the different kind of constraints inferred in our systemwestn points, lines, circular arcs and circles. We have rmateg
the LGS2D [50] geometry constraint solver with our systemdonstraint solving purposes. The set of primitives along
with the constraints are input to the solver and after satigfthe constraints, the solver returns the modified piegwith
their new locations. Figure 4 (f) and (g) show the primitieéthe sketch before and after constraint solving respelgtiv
The core technology of LGS2D is a combination of symbolic ancherical methods for solving systems of geometrical
constraints.The main symbolic method used in LGS2D is atian of constraint graph analysis, based on abstract degre
of-freedom approach [51].

4.6 Resolving ambiguities with Interaction

Any recognition system is not devoid of ambiguities. Ourteys provides the interface to correct the errors through
simple interactions. Errors in segmentation include ndss®l unnecessary critical points. In our system, when tbetaps
on or near a critical point with the stylus, the system firstoges that critical point and the corresponding two privesi
that share this point. This results in an unrecognized sagmkich is then classified and refit. The user can also add a
segmentation point in a similar manner. The nearest poitti@stroke to the clicked location is used as the input polrene
the existing primitive is broken into two primitives. Ersan segment recognition correspond to primitive miscfasgion.
An input stroke drawn by holding down a button on the stylug@ognized as a pulling gesture. The primitive that is dbse
to the starting point of this gesture is the one to be pulletlaotordingly its classification is altered i.e. if the ptire was
aline, itis refit as a circular arc and vice versa. Additityydhe user can erase a primitive, a stroke or a part of stogkey
the eraser end of the stylus, just as using a pencil eraser.

5 Symbol Recognition and Sketch Interpretation

The symbols drawn in finite element domain, both in academilresearch have well- defined and standardized forms.
The list of symbols commonly used in finite element domam (ior loading and boundary conditions) is shown along with
other symbols recognized in our system in Fig. 9. Fig. 10{ayws an example of beautified 2D bracket drawn in ‘geometry’
mode. The sketch consists of 7 line segments (L1 - L7), twautar arcs (Al and A2) and a circle (C1). For visual clarity,
once the geometry is beautified, the recognized lines arendirablack and the arcs (circles) in green. Fig. 10 (b) shows
the various red colored strokes input in ‘symbol’ mode tlegiresent dimensions, loading and boundary conditions. The
following section describes the various steps in procgstiase strokes for symbol recognition and sketch inteaiost
(Fig. 10).

5.1 Clustering

The first step in processing this collection of symbol steoketo cluster them into smaller groups. We use both a
temporal and a spatial proximity strategy to group strolkéss stems from the observation that a group of strokes cisimpr
a symbol are generally drawn close to each other and contshyioln addition, the system should not constrain the user
to complete a symbol before moving on to the next one. For gi@nf the user specifies ‘P=100" as a loading condition
initially and later wishes to change it to ‘P=1000’, the ogt@ns required must be as simple as adding a zero to the input
rather than have to erase and rewrite the whole text againcej¢he criteria for clustering requires the strokes to lieimv
a spatial threshold distance of 100 HIMETRIC units and (be time gap between continuous strokes is less than 500
milliseconds. Figure 10 (c) shows the results of the cliusgiemwhere a dashed bounding box is drawn around each group.
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Fig. 9. The list of Finite Element symbols recognized in our system

5.2 Text and Symbol Recognition

The next step is recognition of each stroke-group, wheré sttoke- group is comprised of either text or symbols.
We use the height{1.2centimeter) and width of bounding boxZ.2centimeter) as the criteria to distinguish between text
and symbols. The stroke-groups that are classified as textext recognized using the built-in handwriting recognize
(Microsoft Tablet PC SDK). The texts in the sketch are pritgarf two types: 1) loading conditions (force, temperatore
pressure) with alphabets - F, T or P on the left hand side okgunal to’ symbol and numbers on the right hand side, and
2) dimensions, which are made up of only numbers. This obsiervhelps in robust recognition of text and also helps in
correcting misclassification of texts and symbols. Afteridtentification of texts, the next step is to recognize tineaieing
stroke-groups. On quick observation, one can see that abtiasg the symbols are comprised of either lines and (oles
and only the ‘Moment’ symbol consists of an arc. Also, sommalsgls like ‘Roller’ have different variations, where there
is a difference in the number of circles drawn. Though thgsebsls seem different, there are certain distinct properti
for each symbol or group of symbols that are different frotreotsymbols (or groups). For example, the ‘fully constreine
symbol is different from ‘roller’ symbol, as it can be digguished with the presence or absence of circles. In this dase
number of circles does not matter for the differentiatiore Neve created similar heuristic based rules to recogniferetit
symbols. The reason behind using such an approach is thatithber of symbols in this set is finite and each symbol has
some distinct properties that can be used to differentrat@ the other symbols in spite of the possible variationssoAl
there is no training required. For the recognition of vasisymbols, we have built custom recognizers by extendindgeRIG
(Simple gesture recognition library) [52] using vectoirsis and regular expressions.

5.3 Sketch Interpretation

The sketch needs to be interpreted after beautificationyméial recognition. Generally, users draw related objetts i
such a way that they are closer to each other. We use thisvaltieerto associate and group objects to provide context. Fo
example, in Fig. 10 (d), the ‘load’ symbols, ‘P=100" and lin&, combine together to imply the meaning that a pressure
load of 100 units is applied on the line in negative y-directi The various contexts observed in finite element analysis
can be classified into three categories, nanhedyling conditionsboundary conditionanddimensions Accordingly, the
various symbols (Fig. 9) fall into these categories. We hgedlassification information and spatial proximity reaisg of
the bounding boxes to understand the different contextsdrsketch. Applied loads in the system are either pointd@ad
uniform loads which can be forces, pressure or temperatismeefiding on the problem). The magnitude and direction of
the loads are determined from the text and direction of ar\dluen there is only one load symbol detected, it refers to a
point-load and the detected load is applied to the nearast ffmde) in the geometry. If a pattern of load symbols igirdéd
next to hand written text, then the closest starting and eittpof the arrows are found and the system searches foragtea
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Fig. 10. Symbol Recognition and Sketch Interpretation. (a) A beautified sketch at the end of ‘geometry’ mode. (b) Red-colored strokes
represent the dimensions, loading and boundary conditions drawn in ‘symbol’ mode. (c) Clustering of strokes into stroke-groups represented
by dashed bounding boxes. (d) Classification of stroke-groups into text (black) and symbols (blue). (e) Final sketch after sketch-interpretation

primitive on the geometry and applies to it. The types of larg conditions are either fully constrained or constrdiime
only one direction (specified with a roller symbol). The sfiedirection i.e., x- or y- direction is determined from the
orientation of the symbol, for example, like the patterniotles in the roller symbol. Like loads, boundary condisaan

be applied either to a single point or a primitive. Finallye tinterpreted dimensional constraints are satisfied bgdhesr
and the sketch gets updated accordingly. Figure 10 (e) stimn#nal sketch after interpretation of different contertthe
sketch. The freehand input symbols are replaced with rezednext and symbols. Line L1 is ‘fully constrained’ which i
indicated by a bounding box and a triangle, and line L2 is gaireed along the x- direction, indicated by a bounding box
and a circle. The dimensions of lines L4 and L6 have been egdathich is reflected in the tree.

The text, geometry and symbols in a sketch have an inhereictiste and they all combine only in some specific ways.
For example, a dimensional value can never be associath@wttraight single headed arrow; a loading condition caemev
be associated with a ‘fully constrained’ symbol; any arr@mrgot exist on its own without an associated text group. This
kind of reasoning helps to correct errors automaticallgvaithg for robust sketch interpretation.

6 Finite Element Integration

The final step is to setup the problem for finite element aiglydur system provides the interface to (see Fig. 3(g))
input the material information, element type and desaiptiand mesh size (if necessary). Our current implememntatio
of the system supports three types of elements which are coynased in structural, thermal and static finite element
analysis. Similarly, the users can also specify what reghky wish to view after the analysis. Currently, the system
allows users to choose from von Misses stress, reactioespdeflections and temperature. Figure 3(g)-(i) shows tite fi
element integration for the bracket in Fig. 10. Here, theahtimensional bracket is modeled as a two-dimensionalgrob
with uniform thickness = 0.5inches. The finite element sfiegarameters (ANSYS) include material: steek- 30e6,

v = 0.3; element type: PLANE42; element size: 0.5. After spenifyihe necessary input, the system exports the model
geometry, boundary conditions, loads, material, elemadtraeshing information to a unified file specific for ANSYS
(APDL commands). Figure 3(h) shows the generated ANSY Sifspeode and figure 3(i) shows the ‘displacement vector
sum results’ plotted results in ANSYS.
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Fig. 11. Problems used in user study.

7 User Study

We conducted a preliminary user study to test the systemouliir this study we aimed to find out if the users were
able to finish the task given and whether they were able toraplish it with fewer interactions and strokes than a system
that supports only single-primitive strokes . Also, we vehto receive feedback from participants about the tooldture
improvements.

System:Our prototype was ported on to a PC with Wacom Cintiq 21UX LGgpthy. This display offers the users a
way to work naturally and intuitively by using a digital pefirectly on the surface of an LCD display.

Subjects:Six graduate students in mechanical engineering partaipia this study and all of them were familiar with
sketching aspects of CAD programs (like AutoCAD and Prol&egr) and hence were well aware of use of geometric
constraints in making diagrams. They were also familiahwising ANSYS for finite element analysis. In addition, they
had used digitizing media like Tablet PCs and (or) PDAs kebut not the Wacom line of products.

MeasurementThe measures in this study included critical points segat&mt accuracy, primitives recognition accu-
racy, symbol recognition accuracy and context interpi@iaccuracy.

Training ProcessThe participants were trained for ten minutes with the cépigls of the system, i.e., the two modes
of input - ‘geometry’ and ‘symbol’; beautification of the &kand strokes in geometry mode; symbol recognition analsket
interpretation; and finally, finite element integration aldition to illustrating the work flow, we also demonstratedimi-
tations, i.e. the system recognizes only lines, arcs amtesiand does not handle over-tracing (making several awgirig
strokes, such that the strokes are perceived as a singlet abjéectively); interaction techniques (like clicking @ critical
point) for correcting errors during beautification and syfecognition; and finally, symbol recognition might faihen
two different symbols overlap each other. In addition, tletipipants were given 15 minutes to get acquainted with the
system.

Task:On the completion of the training process, the participaei® asked to sketch and solve the four problems shown
in Fig 11. The total amount of time given was one hour. The |@mis were carefully chosen in such a way that they tested
all the different capabilities of our system. In additioesle examples illustrate a good range of problems that caml\exs
using our system. Each problem had a verbal descriptioneobttundary conditions, loads and dimensions (collectively
termed as non-geometric information) accompanied by ahitapat represented just the geometry, devoid of dimemssion
and symbols. The reason behind such a formulation was tgzanhbw the users input the non-geometric information in
the symbol mode and also to remove any bias on how the infawmahould be input. The four problems were chosen in
such a way that they were diverse and at the same time be atelst tall the capabilities of the system. The problem types
were: (1) a static plane stress structural problem (Fig.),1(Pa a static two-dimensional truss problem (Fig. 11b),43
three-dimensional structural problem modeled as a stat@zdimensional problem with constant thickness (Fig.)14od
(4) a steady-state heat conduction problem (Fig. 11d). Tbklem descriptions are as follows

Problem 1Plot the von Mises Stress for the shape in Fig. 11(a) and tleviog loading conditions. A flat rectangular
plate is made of steek(= 210000 MPa and = 0.3) with two holes and a constant thickness of 0.75cm. Titkhwof
rectangular plate = 20cm and height = 10cm. The two holes breisbmpletely inside the plate and on the same imaginary
horizontal line, but should not touch the edges of the platach other. The left end of the rectangular plate is welfidly (
constrained) and a uniform pressure of 0.1MPa acts alongghtend of the plate. Use PLANE 42 element in plane stress
with thickness and a mesh size of 0.25.

Problem 2Plot the displacement vector sum for the shape in Fig. 1X{th)@ading conditions. The material properties
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Fig. 12. Sample sketches from participants for the four problems. From left to right, each sub image inset in figures (a) - (d) shows the
freehand sketch drawn in geometry mode, the beautified sketch, sketch with input symbols and text drawn in symbol mode, sketch after text
& symbol recognition and context interpretation, in that order.

are: € = 210000 MPa an# = 0.3. The radius of inner arc = 10 cm and outer arc = 15cm. Te®ae concentric and the
length of a horizontal line segment = 20cm. The top left eddally constrained and a point load = 750N acts downward at
the bottom left point. Use PLANE 42 element in plane stressaamesh size of 0.5.

Problem 3:Plot the displacement vector sum for the truss in Fig. 11dosisting of 6 joints and 9 links. Here, links
L1, L2, L4 and L5 are horizontal (parallel to X-axis). Simlig (L6, L8 and L3) and (L7 and L9) are parallel. Node N1 is
fully constrained, while Node N2 is constrained only in thdigection and free in the x-direction. A load of 100N acizray
negative y-direction on N5 and a load of 200N acts along theitige x-direction on N4. The material properties are same
as previous examples. Use LINK element with cross sectiarg of 0.5 square units.

Problem 4:Plot the temperature contour plot for the shape in Fig. 1a(d) boundary conditions: A square plate
(width = 10 and thickness = 1) with a circular hole (diametét)=at the center. The top end of the plate is constrained at a
temperature = 500 degrees Celsius and the bottom edge aet)@fed Celsius. The left and right edges are maintained at
zero degrees Celsius (fully constrained). The thermal gotidty (k) of the material is 10 W/mC. Use PLANE 55 element
in plane stress and a uniform mesh size of 0.25.



Beautification Total

Total number of strokes 88
Total number of interactions 15

Number of critical points segmented correctly 236

Total number of critical points 238
Critical points segmentation accuracy (%) 99.16
Number of segments recognized correctly 173
Total number of primitives 174
Primitives recognition accuracy (%) 99.43

Fig. 13. Results of User study - Beautification.

8 Results and Discussion

The six participants all solved the four problems within tllecated time, providing a total of 24 sketches. Some of
the sample sketches drawn by the participants are showrginl. Each row represents the work flow snapshots taken
by the system for each of the problems. Figure 13 summatieesssults obtained after beautification in geometry mode.
A total of 88 geometry strokes and 13 interactions were g for the geometry part of the problems. The input strokes
comprised of both single-primitive and multi-primitiveptys. A single-primitive stroke means a stroke can represagt
one kind of primitive i.e. a line, an arc or a circle. On theasthand, a multi-primitive stroke can represent any numbdr a
any kind of primitives connected together. In all, 101 opieres were required for successfully completing the geoynet
for all students and all problems. In contrast, if the systdlowed only single-primitive strokes to be input to cretite
geometry, then the minimum number of total strokes requivedld be equal to 168, approximately 40% more number of
strokes for geometry creation. In addition this number dugtsreflect the number of operations that would be required
to specify geometry constraints. Our system correctly sggad 236 critical points out of 238 with 99.2% accuracy and
correctly recognized 173 out of 174 primitives, achievi®g496 primitive recognition accuracy. These results ingichat
we have a robust beautification algorithm and the parti¢gipaere able to draw the given shapes successfully and at the
same time with minimal interactions and lesser time.

Figure 14 shows the results of text and symbol recognitigorithm implemented in the system. Our system correctly
clustered and recognized 223 out of 228 stroke-groups withcauracy of 97.8%. The various symbols recognized and
their individual accuracies across both problems and tagpeshown in Figure 14. Problem 4 had 5 dimensions, 2 boundary
conditions and 2 loading (temperature constraints) cardit which when specified in a single iteration can lead to a
crowded sketch and a high chance for overlapping symbolsnénsuch instance, the fully constrained condition on tfie le
end of the symbol overlapped with the temperature consteairthe bottom edge. The participant had to manually delete
the overlapping stroke(s) and process it again. To avoid aevdedness, 3 of the 6 participants resorted to two itarat
of context interpretation, where they specified all the disienal constraints in the first iteration and all the logdamd
boundary conditions in the second iteration. This processmilar to traditional finite element systems where usstslly
finish the problem geometry before specifying other coirsisa

Figure 15 shows the results of various contexts interpretéide user study. Our system correctly interpreted 129 out
of 132 contexts in the sketch with an accuracy of 98.5%. Thentarpreted contexts were due to the overlapped symbols
as explained in the previous section. The results suggasbtin recognition and interpretation algorithms work rethufor
the domain of static finite element analysis.

A two-factor analysis of variance test was performed to §¢leeire were any variations in results by problem or by
user for the four response variables namely, critical ps@gmentation accuracy, primitive recognition accuragmsl
recognition accuracy and context interpretation accuréhg test showed no significant main effect for the problertoia
F(3,15) = 3.29, p > 0.05 and no significant main effect for the user fack5, 15) = 2.90, p > 0.05 for each of the response
variables.

At the end of the user study, each participant was asked jf #)diked the interface and b) had any suggestions
for improvement. All of the participants reported that tlggtem was easy to use and expressed a positive attituded®war
drawing using freehand sketching. The participants werngagpreciative that the system could infer the implicit siaints
automatically and satisfy them simultaneously withoutribed for manually specifying them. Of the six participafasy
of them suggested that the system infer symmetry and exgenddometric constraints set that can be either detected
automatically or specified manually like equal radii coastts and equal lengths. For example, in even a relativelplsi



Recognition Accuracy

Symbols
CR T %

Fully constrained 29 30 96.67
Roller 6 6 100
Load 35 36 97.22
Dimension 58 60 96.67
Text 95 96 98.96
Total 223 228 97.81

Fig. 14. Results of User Study - Symbol and Text Recognition. (Legend: CR - total number of correctly recognized symbols and T - total
number of symbols)

Recognition accuracy

Contexts

Cl T %
Dimensions 60 60 100
Loading conditions 35 36 97.22

Boundary conditions 35 36 97.22
Total Accuracy (%) 130 132 98.48

Fig. 15. Results of User Study - Context Interpretation. (Legend: CI - total number of correctly interpreted contexts and T - total number of
contexts)

geometry like in Problem-4, five dimensional constraintsemequired to construct the square and place a circle at the
center. A possible solution is to modify some of the dimensidirectly in the left tree. This particular system is cathg

best suited for exploratory studies in early design wheeesittual dimensions are not that important in comparisoheo t
shape; for in-classroom demonstrations, where the latafistress concentration or the deflection of a truss menstibei
focal point of discussion rather than the actual values.

9 Conclusions

In this paper, we describdtEAsy a sketch-based interface that integrated freehand skgtelith finite element anal-
ysis. We presented a beautification method that transfomfisgaious freehand input to more formal structured represen
tations considering the spatial relationships impliechi@ freehand sketches. We also described algorithms for clyamniol
text recognition, and interpretation of various contertnite element domain. The results from the pilot studyéatk that
our algorithms are efficient and robust. However, more ektiecstudies with a large sample size have to be done to see if
such sketch-based interfaces are really a viable alteea@iur immediate future work is to integrate a finite elensaiver
and provide visualization capabilities in the system mgkira unified tool for finite element analysis.
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