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Abstract. This paper presents our research findings on high-speed high-accuracy three-dimensional shape
measurement using digital light processing (DLP) technologies. In particular, we compare two different sinus-
oidal fringe generation techniques using the DLP projection devices: direct projection of computer-generated
8-bit sinusoidal patterns (a.k.a., the sinusoidal method), and the creation of sinusoidal patterns by defocusing
binary patterns (a.k.a., the binary defocusing method). This paper mainly examines their performance on high-
accuracy measurement applications under precisely controlled settings. Two different projection systems were
tested in this study: a commercially available inexpensive projector and the DLP development kit. Experimental
results demonstrated that the binary defocusing method always outperforms the sinusoidal method if a sufficient
number of phase-shifted fringe patterns can be used. © 2017 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10
.1117/1.OE.56.7.074102]
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1 Introduction
Three-dimensional (3-D) shape measurement technologies
have seen substantial growth over the past few decades
and drawn significant public interest because of the commer-
cial success of inexpensive 3-D shape measurement tech-
niques, such as Microsoft Kinect, Intel RealSense, and
Google Tango. These advancements have led to noncontact
sensing or shape measurement tools for numerous applica-
tions including manufacturing, medicine, homeland security,
and entertainment.1

The state-of-the-art 3-D shape measurement techniques
have been developed to recover 3-D surface geometry at
different accuracy levels based on different principles.2 The
most popular methods include the time of flight, laser tri-
angulation, stereo vision, structured light, and digital fringe
projection (DFP). All these technologies have their own mer-
its and limitations, but no existing technology can conquer
all challenges in practice; thus, no universal solution has yet
come out for generic 3-D shape measurement applications.
In reality, finding the most appropriate technology for a spe-
cific application is usually not easy. The handbook edited by
Zhang3 assembles a number of 3-D shape measurement tech-
niques, making it easier for users to compare them and ulti-
mately choose the best method for their specific application.

Time-of-flight-based 3-D shape measurement technolo-
gies (e.g., Microsoft Kinect V2) achieved great commercial
success in human–computer interaction applications, where
measurement accuracy is not a primary concern. For high-
speed and high-accuracy applications (e.g., quality control),
the structured light-based 3-D shape measurement method
became one of the quickly growing technologies mainly
because of its simplicity to implement, low cost, and high

measurement speed.4 Among the variations of structured
light methods, the DFP technique is a special kind of struc-
tured light method in that the structured patterns vary sinus-
oidally and are continuous in both u- and v-directions.2

The key difference between a DFP technique and a standard
structured-light technique is that the DFP technique uses
the carrier phase of sinusoidal fringe image(s) for 3-D
reconstruction, whereas a standard structured light technique
typically relies on the intensity of structured image(s) to find
cues for 3-D shape recovery. Because the phase information
is more resilient to noise, surface textural variations, ambient
light conditions, etc., than the intensity, the DFP technique is
overwhelmingly advantageous over other types of structured
light techniques. However, using 8-bit sinusoidal patterns for
the conventional DFP method has the following major lim-
itations: (1) requirement of the nonlinear gamma correction,
(2) precise synchronization requirement between the camera
and the projector, and (3) existence of a speed bottleneck
(typically 120 Hz).5 To address these limitations, Lei and
Zhang6 proposed a method that uses an out-of-focus projec-
tor to project 1-bit binary patterns to approximate sinusoidal
fringe patterns. Yet such a method is not trouble free, thus
a thorough performance evaluation is still necessary to better
understand their comparative advantages from different
perspectives (e.g., phase errors, noise resistance, etc.).

This paper thus focuses on 3-D shape measurement using
the DFP techniques. In particular, we analyze the differences
between two different sinusoidal fringe generation mecha-
nisms: directly projecting the 8-bit grayscale sinusoidal
fringe patterns (or the sinusoidal method) versus defocusing
binary patterns (or the binary defocusing method). We only
focus on the use of the digital light processing (DLP) plat-
forms for fringe generation mainly because our prior study7
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found that if properly used, DLP outperforms liquid crystal
on silicon–or liquid crystal display–based DFP technologies.
Lei and Zhang8 extensively examined the differences
between these two technologies under different scenarios
(e.g., synchronization, exposures) when a commercial DLP
projector is used, and a three-step phase-shifting algorithm is
used for high-speed applications; Zhang et al.9 and Li et al.5

have demonstrated the speed advantages using the binary
defocusing method over the sinusoidal method, and Li
and Zhang10 examined the differences between these two
technologies under a microscale using a telecentric lens.
Instead of repeating all prior studies, this paper builds upon
our prior findings and mainly evaluates the performance
differences for high-accuracy measurement applications
under precisely controlled settings (e.g., synchronization
control and nonlinear gamma compensation). We examine
two different projection systems in this study: the commer-
cially available inexpensive projector (model: Dell M115HD)
and the DLP development kit (model: DLP Lightcrafter
4500). This paper explains the principle behind each
method and compares simulation and experimental data to
demonstrate their differences.

Section 2 discusses the basics of the DLP technology, the
phase-shifting algorithm, and two types of sinusoidal fringe
generation methods. Section 3 shows simulation results.
Section 4 presents experimental results. Section 5 discusses
our findings from this research as well as our prior studies;
finally, Sec. 6 summarizes this paper.

2 Principle

2.1 Fundamentals of Digital Light Processing
Technology

The DLP projector produces grayscale values of a pixel by
properly tilting the micromirror of the digital micromirror
device (DMD) either into or away from the optical path rap-
idly with a proper timing ratio.11 Figure 1 shows the exper-
imental data of the timing signal under different grayscale
values for a commercial DLP projector. These experiments
used a photodiode to sense the output light of the DLP
projector; the sensed current signal was then converted to
voltage by a resistor, and the converted voltage signal is
monitored by an oscilloscope. For all these experiments,
only a full-screen green image was used to better visualize
the effect. Figure 1(a) shows that when the projector is fed
with a full-range green image (i.e., green ¼ 255), the DMD
stays in the ON state for almost 100% of the time. Figures 1(b)
and 1(c) show irregular waveforms when the grayscale value
reduces to 128 and 64, respectively. It shows ∼50% ON time

when green ¼ 128, and ∼25% ON time when green ¼ 64.
If the grayscale value is reduced to 0, the DMD stays in
the OFF state all the time, or 0% ON time, as shown in
Fig. 1(d). These simple experiments indicate that the full
projection cycle must be used to properly capture an 8-bit
sinusoidal grayscale pattern because a sinusoidal pattern’s
grayscale value ranges from 0 to 255. In contrast, a binary
pattern only uses two grayscale values (0 and 255); thus, a
partial projection cycle is sufficient to represent the pattern,
that is, one can use an illumination time shorter than the pro-
jection cycle to capture the projected binary pattern without
any problems.

2.2 Phase-Shifting Algorithm

Phase-shifting algorithms have been extensively employed
in optical metrology because of their speed, accuracy, and
robustness to noise.12 In history, numerous phase-shifting
algorithms have been developed, with some being faster
and some being more robust. In general, for an N-step
phase-shifting algorithm with equal phase shifts, the k’th
fringe pattern can be mathematically described as

EQ-TARGET;temp:intralink-;e001;326;516Ikðx; yÞ ¼ I 0ðx; yÞ þ I 0 0ðx; yÞ cosðϕþ 2kπ∕NÞ; (1)

where I 0ðx; yÞ is the average intensity, I 0 0ðx; yÞ is the inten-
sity modulation, ϕðx; yÞ is the phase to be solved for, and
k ¼ 1; 2; : : : ; N. The phase ϕðx; yÞ can be calculated by
simultaneously solving these equations,

EQ-TARGET;temp:intralink-;e002;326;441ϕðx; yÞ ¼ −tan−1
P

N
k¼1 Ikðx; yÞ sinð2kπ∕NÞP
N
k¼1 Ikðx; yÞ cosð2kπ∕NÞ : (2)

Due to the use of an arctangent function, the phase obtained
from Eq. (2) ranges from −π to π with a modulus of 2π. The
phase is also called the wrapped phase. To recover the real
continuous phase, a phase unwrapping algorithm has to
be employed. Phase unwrapping essentially detects and
removes 2π discontinuities by adding or subtracting integer
multiples of 2π. In general, the phase unwrapping algorithm
can be classified into two categories: spatial phase un-
wrapping and temporal phase unwrapping. The spatial
phase unwrapping13 typically gives relative phase informa-
tion because the unwrapped phase is relative to a point on
the phase map. To recover the 3-D shape, the spatially
unwrapped phase map typically uses a reference-plane-
based method. The temporal phase unwrapping, in contrast,
recovers absolute phase by acquiring additional images.
Once the absolute phase is known, and the geometry of
the system is properly calibrated, then the absolute ðx; y; zÞ

Fig. 1 Example of the DLP projector’s timing signal with different intensity of green light (red ¼ blue ¼ 0).
(a) Green ¼ 255, (b) green ¼ 128, (c) green ¼ 64, and (d) green ¼ 0.
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coordinates can be reconstructed from the absolute phase.14

In this research, we employ the temporal phase unwrapping
(i.e., the gray-coding method) to unwrap the phase pixel
by pixel.

2.3 Sinusoidal Fringe Pattern Generation

There are two ways of generating sinusoidal fringe patterns:
directly projecting the computer-generated 8-bit grayscale
sinusoidal fringe patterns (i.e., the sinusoidal method) and
defocusing the binary patterns (i.e., the binary defocusing
method). The former is straightforward. For example, assum-
ing the sinusoidal fringe pattern varies along the i-direction,
the discrete version of the fringe pattern shown in Eq. (1) can
be created by a computer as

EQ-TARGET;temp:intralink-;e003;63;593Ickði;jÞ¼ðGmax−GminÞ½0.5þ0.5cosð2πi∕Tþ2kπ∕NÞ�þGmin;

(3)

where ði; jÞ is the pixel coordinate on the projector, T is
fringe pitch, i.e., the number of pixels per fringe period,
and Gmax and Gmin are the maximum and minimum gray-
scale values one can use. Typically Gmax < 255 and
Gmin > 0. If the projector is a linear device, this pattern
can be directly projected for phase retrieval.

The second approach of generating sinusoidal patterns is
using the binary defocusing method.6 The most straightfor-
ward method of generating a sinusoidal pattern is to change
the focus of the projector to deform a square binary pattern to
a pseudo sinusoidal pattern. For example, the same sinusoi-
dal fringe pattern shown in Eq. (4) can be created by properly
defocusing the square binary pattern created by a computer
as

EQ-TARGET;temp:intralink-;e004;63;395Ibkði; jÞ ¼ 255

�
floor

�
iþ k × T∕N þ 3T∕4modTÞ

T∕2

��
;

(4)

where floor() is an operator that truncates the decimals of a
floating point value to an integer number, and mod is the
modulus operator.

Over history, researchers have developed optimization
algorithms to improve the quality of binarized grayscale
images15–21 or to improve the quality of phase.22–31 Our
experience found that for narrow fringe patterns (i.e., fringe
period <18 pixels), even if a three-step phase-shifting algo-
rithm is adopted, using standard square binary patterns is bet-
ter than using any of those optimized patterns; if the fringe
pattern is very wide (e.g., fringe period >120 pixels), a stan-
dard error-diffusion dithering technique works reasonably
well for high-quality measurement. Therefore, the optimiza-
tion approaches are typically valuable if fringe periods are in
the middle range [e.g., fringe pitch T ∈ ð18; 120Þ pixels].

2.4 Projector Nonlinear Gamma Correction

As 3-D coordinates are directly recovered from the phase
using the calibrated system parameters, the phase quality
ultimately determines the measurement quality: any noise
or error on the phase will be directly mapped to the final
3-D measurement result. Because the sinusoidal method
requires the use of a full grayscale range (i.e., from 0 to
255), the nonlinearity of the DFP system is required to be

properly calibrated and corrected to ensure high-quality
measurement. The dominant nonlinear effect of the DFP sys-
tem is actually the nonlinear response of the commercial pro-
jector that is designed to compensate for the human visual
perception system. This nonlinear response is often referred
to as the gamma response because the curve is close to an
exponential function (i.e., y ¼ aþ bxγ , where a, b, and
gamma are constants). Even though nonlinearity calibration
is relatively mature with many developed methods,32–37 our
research1 found that the nonlinearity of the projector actually
changes over time, complicating this type of problem as a
nonlinear gamma calibration has to be performed regularly.
Nevertheless, good-quality phase can be obtained by prop-
erly calibrating the nonlinear gamma shortly before measure-
ment and applying a proper nonlinear gamma correction
algorithm. In this paper, we use the active gamma calibration
method that we developed for nonlinear gamma correction.38

2.5 High-Frequency Harmonics Reduction

The binary defocusing method is not affected by the nonlin-
ear gamma of the projector, yet the pattern generated by this
method is not ideally sinusoidal. The lens defocusing essen-
tially suppresses high-frequency harmonics yet preserves
the fundamental frequency. However, the high-frequency
harmonics will not be completely eliminated in theory, and
ideal sinusoidal fringe patterns still cannot be created after
lens defocusing. Due to the nature of phase-shifting algo-
rithms, especially with equal phase shifts, the high-frequency
harmonic error can be naturally eliminated if the proper num-
ber of phase shift steps (N) is used. If the phase shift step
number N is the same as the fringe period (i.e., T ¼ N),
the harmonics do not introduce any phase error.39 There-
fore, if fringe patterns are narrow, it is preferable to use
the proper number of phase shift steps to fundamentally
eliminate the error caused by high-frequency harmonics.

As mentioned above, if fringe patterns are wide, an error-
diffusion algorithm20,21 should be able to provide sufficiently
high-quality fringe patterns. If one tends to use middle-range
fringe patterns, one of the optimization approaches22–31 can
be employed to improve the phase quality. As for high-qual-
ity measurement, narrow fringe patterns are preferable;
this study will compare the performance of standard square
binary patterns with sinusoidal fringe patterns with the use of
a proper number of phase-shifted fringe patterns.

3 Simulation
Figure 2 shows the simulation results of the performance
differences between these two fringe pattern generation
methods. We chose different phase shift numbers, such as
N ¼ 10, 18, 26, and 34 that are the same as fringe pitches,
T ¼ N. We added zero-mean Gaussian noise with a standard
deviation of 0.1 for normalized fringe patterns (or 10%
noise). For all these simulations, we applied no smoothing
filters to emulate the perfectly focused hardware system set-
ups. As one can clearly see, without averaging, the phase
root-mean-square (rms) error from the phase-shifted binary
patterns is approximately half of that from the phase-shifted
sinusoidal patterns. It is well known that the averaging effect
can reduce the random noise and improve the signal-to-noise
ratio (SNR). These figures also include phase rms errors after
different levels of averaging. As one can see, if the averaging
is applied for five or more times, the difference between the
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binary defocusing method and the sinusoidal method is not
obvious for all fringe periods.

In summary, these simulation results indicate that (1) for
N ¼ T step phase-shifting algorithm, the harmonics impact
of the square binary patterns is completely eliminated;
(2) without averaging, using binary patterns is much better
than directly using sinusoidal patterns; (3) sufficient averag-
ing makes the difference between these two methods negli-
gible. Therefore, overall, our simulation suggests the binary
defocusing method works better for low SNR conditions,
and that both methods work equally well for high SNR con-
ditions, albeit the binary defocusing method works slightly
better.

4 Experiment
We set up two systems with the same camera but different
projectors to experimentally demonstrate the differences
between these two types of fringe generation methods.
Figure 3 shows the photographs of these two systems.
For both systems, we used a CCD camera (model: the
Imaging Source DMK 23U618) that is attached with a
12-mm focal length lens (model: Computar M1214-MP2).
The camera resolution was set as 640 × 480 pixels. The
first system (the Dell projector system) used a commercially
available LED projector (model: Dell M115HD), and the
projector’s native resolution is 1280 × 800 pixels; and the
second system (the Lightcrafter system) used a DLP devel-
opment kit (model: DLP Lightcrafter 4500), which has a
912 × 1140 pixels natural resolution.

For both systems, the camera’s exposure time was set as
1∕60 s to fairly compare these two fringe generation meth-
ods as the Dell projector refreshes at 60 Hz, and the sinus-
oidal pattern should be correctly captured by choosing an
exposure time that is the same as the refreshing period.
The Dell projector was synchronized with the camera
through VGA’s VSync signal, and the Lightcrafter projector

was synchronized with the camera using an external micro-
processor (model: Arduino UNO) that simultaneously sends
two trigger signals: one to the camera and one to the projec-
tor. The Lightcrafter was setup with an exposure time of
1∕60 s as well for both sinusoidal and binary methods.

For all experiments, the projector was only slightly defo-
cused to eliminate the pixelate effect, and only the green
channel of the projector was turned on. The nonlinear
gamma for the Dell projector was calibrated and compen-
sated for by the active calibration method we developed.36

As the Lightcrafter is a linear device, no gamma calibration
is necessary for sinusoidal pattern generation.

For both systems, a flat white paper was measured to
characterize their performance. We captured phase-shifted
fringe patterns with steps N ¼ 10, 18, 26, and 34 and fringe
periods T ¼ N pixels. Each fringe pattern was captured 10
times for both sinusoidal and binary methods at two different
intensity values: the bright case represents the well-exposed
situation with a high SNR, whereas the dark case represents a
larger noise impact with a lower SNR. Figure 4 shows one
representative fringe pattern with a fringe period of 26 pixels
for two different SNR conditions. One can see that the pro-
jector is well focused for both the sinusoidal method and
binary defocusing method.

We compared the measured phase quality by taking the
difference between the measured phase Φ and a reference
phase Φr. The reference map was generated by taking 20
averages of N ¼ 18 phase-shifted fringe patterns with a
fringe period of T ¼ 18 pixels, and then smoothed out by
a Gaussian filter with a size of 21 × 21 pixels. To compute
phase error, we took the difference between the measured
phase map Φ with a fringe period of T pixels and the refer-
ence phase map Φr with a fringe period of 18 pixels as

EQ-TARGET;temp:intralink-;e005;326;250ΔΦ ¼ Φ −Φr × T∕18: (5)
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Fig. 2 Simulation results of different fringe periods with different number of averaging. (a) Fringe pitch
T ¼ 10 pixels, (b) fringe pitch T ¼ 18 pixels, (c) fringe pitch T ¼ 26 pixels, and (d) fringe pitch
T ¼ 34 pixels.

Fig. 3 Experimental setup. (a) The Dell projector system and (b) the Lightcrafter projector system.
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Figures 5(a), 5(b) and 6(a), 6(b) show the same cross sections
of the reference plane phase and the measured plane phase
after removing gross slope when T ¼ 10 pixels. Clearly,
the reference plane phase Φr only represents the shape of
the uniform white flat board, thus it can be subtracted from
the phase data to characterize the measurement error. For the
Dell projector system, as shown in Figs. 5(c) and 5(d), the
rms error for the binary defocusing method is ∼0.023 rad,
and for the sinusoidal method, it is ∼0.029 rad; for the
Lightcrafter projector system, the rms errors are ∼0.022 and
0.029 rad as shown in Figs. 6(c) and 6(d), respectively.

We first analyzed the lower SNR condition with different
numbers of averaging, and Fig. 7 shows the comparative
results. These results show that before any averaging, the
binary defocusing method clearly outperforms the sinusoidal

method for all fringe periods. If a few times averages are
used, the differences become smaller, yet the binary defocus-
ing method is still slightly better than the sinusoidal method.

We then analyzed the high SNR cases, and Fig. 8 shows
the results. One may notice that compared with the lower
SNR cases shown in Fig. 7, the averaging only slightly
affects the high SNR cases. This is because for high SNR
cases, the random noise is very small, and the data without
averaging are already of high quality. One may also notice
that for all high SNR cases, the binary defocusing method is
consistently better than the sinusoidal method. All these
experimental data are consistent with our simulation results,
confirming that the binary defocusing method indeed outper-
forms the sinusoidal method if sufficient numbers of phase-
shifted fringe patterns can be used.

Fig. 4 Example fringe images with high and low SNRs for fringe period T ¼ 26 captured by the
Lightcrafter projector system. (a) High SNR (bright) binary pattern, (b) low SNR (dark) binary pattern,
(c) high SNR (bright) sinusoidal pattern, and (d) low SNR (dark) sinusoidal pattern.
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Fig. 5 Cross sections of the reference phase and the measured phase for the Dell projector system.
(a) Cross sections of these phase maps for the binary defocusing method, (b) cross sections of
these phase maps for the sinusoidal method, (c) cross section of the difference phase map for the binary
defocusing method (rms error: 0.023 rad), and (d) cross section of the difference phase map for
the sinusoidal method (rms error: 0.029 rad).
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Fig. 6 Cross sections of the reference phase and the measured phase for the Lightcrafter projector sys-
tem. (a) Cross sections of these phase maps for the binary defocusing method, (b) cross sections of
these phase maps for the sinusoidal method, (c) cross section of the difference phase map for the binary
defocusing method (rms error: 0.022 rad), and (d) cross section of the difference phase map for the
sinusoidal method (rms error: 0.029 rad).
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5 Discussion
Lei and Zhang8 thoroughly compared the performance of the
binary defocusing method and the sinusoidal method, and
the major findings were as follows:

• No gamma correction is required for the binary defo-
cusing method: The sinusoidal method is very sensitive
to the projector’s nonlinear gamma effect; thus, the
gamma calibration is mandatory for a commercial dig-
ital video projector. In contrast, the binary defocusing
method is not sensitive to the projector gamma because
only two grayscale levels are used.

• Synchronization between the projector and the camera
is more relaxed for the binary defocusing method: For
the sinusoidal method, because more than two gray-
scale values are used, the camera and the projector
must be precisely synchronized for high-quality 3-D
shape measurement. In contrast, for the binary defo-
cusing method, because the sinusoidal fringe patterns

are generated by defocusing binary patterns, the syn-
chronization is less important.

• It is more difficult for the binary defocusing method to
achieve high accuracy if a three-step phase-shifting
algorithm is used: Because the sinusoidal patterns
are not generated directly by the computer, the degree
of defocusing affects the measurement quality. In
contrast, as the sinusoidal method can use an info-
cused projector, it is not affected by the amount of
defocusing.

• Smaller depth measurement range can be achieved for
the binary defocusing method if a three-step phase-
shifting algorithm is used. For the binary defocusing
method, the projector must be properly defocused to
generate good-quality sinusoidal fringe patterns; other-
wise, the nonsinusoidal waveform will cause a large
error. In contrast, the sinusoidal method is not very sen-
sitive to this problem because the degree of defocusing
will not affect the fringe profile.
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Fig. 7 Experimental results of different fringe periods with different number of averaging for the low SNR
case. The first row shows the results captured by the Dell projector system, and the second row shows
the results captured by the Lightcrafter system. (a) Fringe pitch T ¼ 10 pixels, (b) fringe pitch T ¼
18 pixels, (c) fringe pitch T ¼ 26 pixels, (d) fringe pitch T ¼ 34 pixels, (e) fringe pitch T ¼ 10 pixels,
(f) fringe pitch T ¼ 18 pixels, (g) fringe pitch T ¼ 26 pixels, and (h) fringe pitch T ¼ 34 pixels.
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Fig. 8 Experimental results of different fringe periods with different number of averaging for the high SNR
case. The first row shows the results captured by the Dell projector system, and the second row shows
the results captured by the Lightcrafter system. (a) Fringe pitch T ¼ 10 pixels, (b) fringe pitch T ¼
18 pixels, (c) fringe pitch T ¼ 26 pixels, (d) fringe pitch T ¼ 34 pixels, (e) fringe pitch T ¼ 10 pixels,
(f) fringe pitch T ¼ 18 pixels, (g) fringe pitch T ¼ 26 pixels, and (h) fringe pitch T ¼ 34 pixels.
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Li and Zhang10 compared these two sinusoidal fringe gen-
eration methods through simulation and experiments under
microscopic systems. Two types of microscopy systems
were tested: (1) both camera and projector use telecentric
lenses and (2) only the camera uses a telecentric lens.

• Simulation demonstrated that the binary defocusing
method outperforms the sinusoidal method for an
N-step phase-shifting algorithm (N ¼ 18 and T ¼
18 pixels). If the signal has a zero-mean Gaussian
noise with a standard deviation of 5% of signal inten-
sity, the phase rms error from the sinusoidal method
almost doubles that from the binary defocusing method
for the N-step phase-shifting algorithm without averag-
ing. The averaging could reduce the gap, but the binary
defocusing method is still slightly better.

• Experimental data confirmed the simulation results for
both types of systems. For a practical measurement
system, depth resolution can be improved by ∼19%
using the binary defocusing method instead of the
sinusoidal method.

The major findings of this research through simulation
and experiments are summarized as follows:

• The findings of this paper are consistent with what Li
and Zhang10 have found in the paper for macrorange
3-D shape measurement systems: the binary defocus-
ing method has a much better performance than the
sinusoidal method when N ¼ T (N is the step of the
equal phase shifts and T is the fringe period) for all
cases (N ¼ T ¼ 10, 18, 26, and 34) we used in this
research.

• For both high SNR and low SNR cases, the binary
defocusing method consistently outperforms the sinus-
oidal method. For the low SNR case, the image aver-
aging can slightly reduce the difference between these
two methods; yet for the high SNR case, the image
averaging does not have an obvious impact.

Furthermore, the speed benefit of using the binary defo-
cusing method is apparent, especially if one uses the DLP
development kit. For example, the DLP Lightcrafter 4500
projector we used for this study can switch binary patterns
at 4225 Hz, whereas it only switches 8-bit grayscale images
at 120 Hz. This study as well as our previous studies found
that the binary defocusing method not only leads to speed
breakthroughs for 3-D shape measurement but also can
improve measurement quality. Therefore, it seems that one
should use the binary defocusing method over the traditional
sinusoidal method for both high-speed and high-accuracy
measurements provided that the proper phase-shifting
method can be selected.

6 Summary
This paper has compared the performance of two sinusoidal
fringe pattern generation methods: binary defocusing and
direct sinusoidal fringe projection. Due to the use of phase-
shifting, we found that if a sufficient number of phase-shifted
fringe patterns is used, and the projector is slightly defocused
to remove the pixelate effect, the phase quality generated
from the binary defocusing method is actually higher
than that from the sinusoidal method for the commercially

available DLP projector and for the DLP development kit.
And if sufficient averaging is allowed for random noise
reduction, both methods generate similar quality phase,
albeit using binary patterns is still slightly better. These find-
ings are consistent with our prior study10 from both simula-
tion and experiments for microscopic systems. Therefore, in
general, it seems that one should use the binary defocusing
method over the traditional sinusoidal method for both high-
speed and high-accuracy measurements provided that the
proper phase-shifting method can be selected.
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