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Fast Registration Methodology for Fastener
Assembly of Large-Scale Structure

Jing Xu, Member, IEEE, Rui Chen, Heping Chen, Senior Member, IEEE, Song Zhang, and Ken Chen

Abstract—Fastener assembly is a tedious and time-
consuming work because operators have to check assem-
bly manuals and find right fastener for each hole. Hence,
this paper aims to develop a three-dimensional (3-D) pro-
jection system that projects assembly instruction onto the
work piece surface directly to guide operators to assem-
ble. However, in order to project the instruction accurately,
the corresponding part of the computer-aided design model
of the physical scanned area needs to be attained through
the rapid and accurate registration. In order to achieve this
goal, first, a high-accuracy and rapid 3-D measurement sys-
tem is developed; second, a fast registration method based
on local multiscale geometric feature vector is proposed to
accelerate the registration speed and improve the registra-
tion reliability. Experimental results demonstrate the mea-
surement accuracy of the developed system, and verify the
feasibility of the proposed registration method. Hence, the
proposed method can lead to improved assembly efficiency
and decreased error probability, making great contributions
to large-scale structure assembly.

Index Terms—Augmented reality (AR), feature extraction,
iterative closest point algorithm, pattern matching.

I. INTRODUCTION

IN the manufacturing of large-scale structure including com-
mercial jets, trains, vessels, and space shuttles, the labor cost

for fastener assembly takes up a large proportion of the total cost
since there are thousands of kinds of fasteners to be inserted into
hundreds of thousands of holes to connect the frame and the skin
[1]. Thus, it takes a lot of time and labor to accomplish the as-
sembly job.

Nowadays, the fastener assembly mainly depends on manual
check of the design drawings and assembly instructions. The
operators are demanded to look up in the assembly manuals to
find correct radius and length of fastener for each hole in the
computer-aided design (CAD) model of the large-scale struc-
ture and pick up the matching physical fastener and install it to
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correct physical hole. Thus, the process is tedious and time con-
suming. More significantly, errors are likely to occur during the
prolonged manual check for operators, and irretrievable dam-
age to the work piece would be done when the wrong fastener is
assembled to the hole, leading to quality decrease and potential
economic loss.

To assist mechanics and improve work efficiency, augmented
reality (AR) has been applied in industrial manufacturing and
maintenance. AR could overlay the artificial information di-
rectly on the physical, real-world object, which enables the op-
erator to understand the knowledge about the object more intu-
itively and find the connection between the virtual data and the
physical object. Thus, the application of AR in industrial man-
ufacturing will improve the efficiency dramatically and make
the procedure more user-friendly [2]–[7], e.g., in the assembly
of an aircraft, a tablet personal computer (PC) equipped with a
camera is used to capture the photo of the physical work piece,
and assembly instruction will be shown above the photo on the
screen [8]. However, operators have to hold the PC during the
procedure, and switch observation between the screen and the
actual workpiece repeatedly, leading to unnecessary work load.

Compared with hand-held display AR, spatial augmented re-
ality (SAR) has the advantage that it augments real-world objects
without the use of special displays such as monitors or hand-
held devices. SAR employs digital projectors to directly project
virtual information onto physical objects [9]. The key advantage
in SAR is that the projection is separated from the users of the
system, which enables the operators to work more freely. Thus,
SAR has become an emerging solution in industrial application
[10]–[12], e.g., a SAR piping assembly facilitation system has
been developed to guide assembly. It can provide operators with
a direct view of instruction leading to improved accuracy and re-
duced cognitive workload [13]. Similarly, a SAR spot welding
inspection system has been developed to facilitate inspection
of the quality of spot welding [14]. In the proposed work, the
three-dimensional (3-D) position of the physical object has to be
known or additional markers are needed to register the physical
object with the virtual CAD model.

The SAR system can project the necessary information in-
cluding the fastener model and assembly instruction onto the
proper location of the physical structure. However, for the
large-scale structure, the biggest challenge is to locate the small
scanned area in the entire CAD model because the limited field
of view (FOV) of the projector can only cover a small part of
the whole structure. In order to solve this problem, a creative
fast registration method without additional markers is proposed
to register the partial scanned area and the whole large-scale
structure in this paper. For this purpose, the proposed method is
supposed to have at least two capabilities.

0278-0046 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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First, the accurate and rapid 3-D shape measurement of
scanned area of physical part is the prerequisite; otherwise, the
incorrect 3-D shape measurement would lead to misalignment of
scanned area of physical part and nonrapid measurement would
result in inefficiency. So, a fringe-pattern-based real-time ac-
curate 3-D measurement system is developed. To improve the
measurement accuracy, the subpixel calibration method is also
proposed.

Second, the automated and rapid registration algorithm is
the key step. However, the traditional iterative closest point
(ICP) registration method would take a long time for a large-
scale registration without a proper initial guess; furthermore, an
improper initial guess of the transmission matrix would lead to a
local minima and failure for ICP registration. Thus, it is difficult
for ICP to be directly used for the registration between a partial
area and the whole large-scale object.

Recently, some registration methods based on geometrical
feature have been proposed, such as D-4PCS [15], PFH [16],
NDT [17], and NARF [18]. A point cloud registration method
based on fast point feature histograms (FPFH) is proposed in
2009 [19], e.g., the FPFH is computed using certain relations
between nearest neighbors and represents the model’s property.
But a large number of feature points are generated using this
method, and random sampling is used during the alignment,
which needs iterative computation, leading to huge computa-
tion amount and low efficiency. Another method based on scale
invariant feature transform is proposed in 2010, where the SIFT
algorithm is applied to attain point correspondence [20]. How-
ever, the SIFT algorithm cannot be used for smooth surface
without a key feature point.

In order to accomplish the registration quickly and accurately,
a new registration method based on local geometric feature com-
bined with ICP registration is proposed, where local geometric
feature is used to obtain the optimal initial guess for coarse reg-
istration and ICP is used for fine registration. Thus, the proposed
registration method has high registration speed, accuracy, and
reliability.

It is noted that above two capacities are also the two contri-
butions of this paper.

The proposed system is capable of measuring the 3-D shape
of the scanned area rapidly and locating this scanned area in
the entire CAD model automatically and quickly, and then pro-
jecting the fastener model and assembly instruction onto the
proper location of the assembled part. With the assistance of the
proposed system, operators can pick right fastener for each hole
to accomplish assembly task more rapidly and more accurately.
More significantly, the developed system can be used in mul-
titype structure manufacturing without any manual operation,
thus making a big contribution to intelligent manufacturing.

The structure of this paper is as follows. In Section II, the work
principle of the projection system is introduced. In Section III,
the algorithm for high-accuracy rapid 3-D measurement is pre-
sented. In Section IV, the details of the proposed fast registration
methodology based on local geometric feature are described. In
Section V, some experimental application results are shown to
demonstrate the feasibility of our system. Finally, In Section VI,
our work and its impact are concluded briefly.

Fig. 1. Work principle.

II. WORK PRINCIPLE

The goal of the SAR fastener assembly projection system is
to project the right fastener model information onto the proper
location of the scanned area. To achieve this goal, we need to
locate the scanned area in the whole CAD model, which needs
the following process as shown in Fig. 1.

1) Accurate measurement, a 3-D measurement system is
developed to measure the 3-D shape of the scanned area.

2) CAD model preprocess, in order to accelerate the reg-
istration, the local multiscale geometric feature vector
(LMGFV) of every point in the CAD model is calcu-
lated.
The first two processes are performed offline, which are
needed to be performed only once for a specific CAD
model, and the following processes are performed online.

3) The 3-D measurement point cloud of the scanned area is
attained by measuring it with the system.

4) Measured point cloud process, the LMGFV for the center
of the measurement point cloud is calculated.

5) Group classification, all the points of the CAD model
are classified into different groups using a support vector
machine (SVM).

6) Coarse registration, the belonging group and the closest
point in the CAD model is identified, according to the
LMGFV of the measurement point cloud, and the coarse
location and range (the optimal initial guess for following
ICP ) in the CAD model for the measurement point cloud
is attained.

7) Fine registration, according to the result of coarse reg-
istration, the measurement point cloud is registered with
the chosen area of the CAD model using ICP.
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Fig. 2. Three-dimensional measurement setup.

8) Information projection.
After the fine registration, the positions of holes related
to the projector, where information needs to be projected,
are attained. Then, the fastener model and the assembly
instruction can be projected to the proper location of the
physical work piece.

III. THREE-DIMENSIONAL MEASUREMENT

The accurate 3-D shape of the scanned area has to be mea-
sured rapidly before registration. So a high-accuracy 3-D mea-
surement system based on structured light is developed. First,
the projector shoots structured light such as fringe patterns to
the work piece to assemble, and then deformed structured light
is captured by the camera and decoded by PC. After the decod-
ing, the 3-D shape is attained by triangulation. Fig. 2 shows the
3-D measurement setup.

According to the principle described above, the calibration
accuracy for the measurement system determines the measure-
ment accuracy and further the registration accuracy. Thus, a
high-accuracy calibration algorithm is desired and proposed. In
this paper, a plane-based calibration algorithm is applied [21].

Assuming that the coordinate of the calibration board in the
world coordinate system (WCS) is ZW = 0. Then, the camera
projection equation can be simplified to

λ
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where λ is the scale coefficient, uC and vC are the 2-D im-
age pixel coordinates, Kint is the intrinsic parameter matrix
for the camera or projector, r1 , r2 , r3 , and t are the rotation
and translation vectors of the extrinsic parameter matrix, and
XW , YW , and ZW are the 3-D world coordinates.

While XW and YW represent the world coordinates of the
markers on the calibration board, which are given and ac-
curate, the acquisition accuracy of the 2-D image pixel

Fig. 3. Edge detection results: (a) Subpixel edge detection result; (b)
partial enlarged view of (a); (c) Canny edge detection result; and (d)
partial enlarged view of (c).

coordinates determines the calibration accuracy. Hence, a sub-
pixel edge detection algorithm is proposed for improved cali-
bration precision.

Compared with the pixel-level accuracy of the Canny edge
detection [22], the accuracy of the proposed edge detection
algorithm is improved to the subpixel level, as shown in Fig. 3,
thus improving the calibration accuracy greatly.

In this paper, sinusoidal fringe phase shift and a dual-
frequency phase unwrapping method are used to attain the
projector absolute phases rapidly[23]–[26]. Then, the 3-D
coordinates of the points can be computed by triangula-
tion using the absolute phases and the camera image pixel
coordinates.

IV. REGISTRATION METHOD

Once the measurement of the scanned area is done, automatic
registration between it and the large-scale CAD model is needed
to locate the scanned area at the structure. However, for large-
scale part registration, the traditional ICP registration method
would take a long time, even fail without a proper initial guess
of position and orientation. Thus, in this paper, a fast registration
methodology based on LMGFV is proposed as the initial guess
for ICP, which provides a coarse range and an initial transforma-
tion matrix. In this method, a coarse registration using LMGFV
is first deployed to attain the approximate position, orientation,
and range of the partial area to be registered in the entire object,
then the fine registration is applied to attain the accurate trans-
lation relationship between the scanned area and the specified
region of the large-scale structure using ICP algorithm. Thus,
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the proposed registration method has high registration speed,
accuracy, and reliability.

A. LMGFV Generation

Due to its invariability to translation and rotation, curvature
of surface point is deployed as the persistent feature in a rapid
coarse registration. Polynomial fitting is applied to calculate the
curvature of local surface because of its simple computational
algorithm and high robustness [27]–[29]. However, if only the
curvature of the point is used to register, some ambiguity still
exists, because many surface points of the large-scale structure
may have similar curvature. Hence, the LMGFV is proposed to
eliminate the ambiguity.

For one candidate surface point pM in the CAD model, several
spheres are set up with pM as their centers and their radii range
from r to Nr, where r and N , respectively, represent the sample
resolution and range of LMGFV. It is noted that the biggest
sphere with radius of Nr should be comparable to the maximum
range of the scanned area.

For one specific sphere Si with a radius of ir (i =
1, 2, . . . , N), the weighted mean value fi and weighted second
moment di of the curvatures of all the points within Si are calcu-
lated and taken as the curvature distribution feature parameters
of Si

fi =
1
ni

∑
Wjτj

di =
1
ni

√∑
Wjτj

2 (2)

where Wj is the weighing factor. Because of the measurement
point cloud, the point cloud density may be different at different
parts. In order to eliminate the effect of the density variety, the
weighing factor Wj is set inversely proportional to the point
cloud density. Furthermore, the LMGFV XM is obtained by
combining the curvature distribution feature parameters of all
the spheres F = {fi}, D = {di}. Thus, the LMGFV XM rep-
resents the curvature distribution feature of the neighboring sur-
face of point pM , which will be used in point group classification
and further registration.

B. Group Classification Using SVM

Due to its solid theoretical foundation, SVM, a supervised
machine learning model, is used widely for group classification
and regression analysis [30]–[33]. In this paper, SVM is used
to perform group classification of the CAD model in order to
speed up the following registration.

For a set of input data {(X1 , y1) , (X2 , y2) , . . . , (Xn, yn )},
where each Xi represents the LMGFV of one point in the CAD
model and yi represents the corresponding belonged group label
of the point, SVM is applied to obtain the classification function
f (X), which divides all the points into its belonged group

f (X) = ωT X + δ. (3)

For the CAD model, the LMGFV of each point in the CAD
model is calculated, and the points of different parts, such as
wings and tails, are labeled with different numbers. Then, a

number of points of each part are chosen to train the SVM to
attain the classification function.

Once the classification function f (X) is attained, it will be
applied to obtain the belonged group of the measurement point
cloud.

C. LMGFV Distance

In order to calculate the similarity of the LMGFVs of two
points, the LMGFV distance is proposed.

For two candidate points E and J , the LMGFVs of the two
points are XE and XJ , the length of which is 2M

XE = {FE , DE }
= {fE 1 , fE 2 , . . . , fEM , dE 1 , dE 2 , . . . , dEM}

XJ = {FJ , DJ }
= {fJ 1 , fJ 2 , . . . , fJM , dJ 1 , dJ 2 , . . . , dJM}.

The LMGFV distance between E and J Q (E, J) is the
following:

Q(E, J) = WF

√√√√ M∑
i=1

Wf i(fEi − fJ i)
2

+WD

√√√√ M∑
i=1

Wdi(dEi − dJ i)
2 (4)

where WF and WD represent the weighing factor of the mean
value vector difference and the second moment value vector dif-
ference, respectively, and Wf i and Wdi represent the weighing
factor of each element in the vector.

Because fi and di represent the distribution feature of the
curvature of all the points within the sphere with radius of ir,
when i = 1, the sphere is the smallest one, containing the fewest
points, and f1 and d1 represent the distribution feature of the
curvature at the center of the sphere more accurately than fi and
di . Hence, the Wf i and Wdi are set smaller when i becomes
bigger.

After the distance of the two LMGFV Q (E, J) is calculated,
the similarity of E and J is attained. When the distance is small,
it means the neighborhoods of these two points have similar
curvature distribution.

D. Connected Point Cloud Within Sphere

For the LMGFV generation for the CAD model point cloud,
if all the points within one sphere are involved to the calculation,
it would lead to calculation error because there are two kinds of
points that are not included in the measurement point cloud and
should be excluded. The first kind of points are those that are
not connected to the center point, and the second kind are those
that are connected but blocked and cannot be measured by the
system.

Above points are not included in the sphere with same radius
in the measurement point cloud, thus they should be excluded
for the LMGFV generation for the CAD model. As shown in
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Fig. 4. Entire point cloud and connected point cloud within a sphere.

Fig. 4, blue points represent the CAD model, and yellow points
represent the desired connected point cloud.

The connected point cloud within the sphere is obtained to
generate the LMGFV as follows.

1) The connectivity data of the points are obtained when the
CAD model is converted to the point cloud.

2) The normal vector of all the points are calculated using
plane fitting.

3) For one candidate point as the center of the sphere, the
connected point cloud grows from it: points that are con-
nected to the center point are first included, then points
connected to the existing point cloud are added to the
connected point cloud until the 3-D distance to the center
point is larger than the radius or the normal vector of it is
reversed to the center point.

After the connected point cloud is obtained, the LMGFV
for the center point is created using the curvature of all
the points contained in it for group classification and further
registration.

E. Measured Point Cloud Range and Center

For the measurement point cloud which is obtained by the
3-D measurement system, it may not have the same range in
all directions. But for the point cloud of the CAD model, it
would have same range in all directions. Thus, if a sphere with
improper radius is used to calculate the LMGFV of the mea-
surement point cloud, it would include more points in some
directions than others, which would lead to the calculation
error. In order to solve this problem, the center and range
of the measurement point cloud are attained using following
method.

The 3-D coordinates of the measurement point cloud are in
the camera coordinate system. Because the optical axis of the
camera is set almost vertical to the measured surface, the mea-
surement point cloud is in the xy plane approximately. Thus,
the point whose x and y coordinates are closet to the x and
y coordinates gravity center is set as the center of the mea-
surement point cloud. If the maximum distance of the mea-
surement point cloud from the center in eight directions is ob-
tained, then the range of it is set to the minimum value of
the eight distances, in order to guarantee that for one sphere
in range, it would have same distance in all the directions in

Fig. 5. Projection and measurement system setup.

the measurement point cloud. Thus, the LMGFV of the mea-
surement point cloud can be comparable to the LMGFV of the
CAD model.

F. Registration Process

The rapid registration process based on LMGFV is described
as follows.

First, the offline preprocess for the whole CAD model of the
large-scale structure are performed as follows.

1) The CAD model is converted to point cloud set {p} and
downsampled to reduce unnecessary computational com-
plexity.

2) Gaussian curvature τ of every point of {p} is calculated
using the algorithm as described above.

3) The LMGFV X of every point is obtained as described
above.

Then, we operate the measurement point cloud as follows.
1) Gaussian curvature τ for all the points of the measurement

point cloud is calculated.
2) The center of the point cloud GMS and the point cloud

range M are attained.
3) The LMGFV for the measurement point cloud XMS with

length of 2M is generated.
Then, the online coarse registration is performed as follows.
1) The LMGFV for the CAD model is set to the same length

of XMS , and the SVM group classification is done.
2) The belonged group of XMS is attained, and the point in

the CAD model GCAD with the most similar LMGFV is
searched in the specific group.

After the approximate location and range of the measurement
point cloud in the whole CAD model are attained, the final fine
registration is applied to obtain the accurate translation matrix
using ICP.

V. EXPERIMENTS AND DISCUSSIONS

A high-accuracy projection and measurement system com-
posed of a camera and a projector is set up as shown
in Fig. 5.

The camera is a monochrome JAI SP-5000M-USB camera
with a pixel depth of 8 bits, a resolution of 2560 × 2048, and
a frame rate of 120 f/s. The projector is a DLP Lightcrafter
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Fig. 6. Calibration board.

4500 manufactured by TI with a resolution of 912 × 1140. The
maximum projection frame rate of the projector is 4225 f/s for
1-bit images and 120 f/s for 8-bits images. The position relation-
ship between the camera and the projector is kept unchanged by
fixing both of them within a box.

First, in order to verify the measurement accuracy of
our system, a calibration board is measured as shown
in Fig. 6.

Before the measurement, the system needs to be calibrated
accurately, where the intrinsic parameter of the camera and the
projector and also the relative position of them are attained.
Table I shows the calibrated parameter of the system attained
by our proposed method.

The reprojection error of the projector is 0.0815 pixels, and
that of the camera is 0.1374 pixels. The conventional calibra-
tion reprojection error of the camera and projector is 0.1133 and
0.3274 pixels, respectively [34]. The comparison result demon-
strates that the proposed method leads to an improvement of
calibration accuracy.

Then, the 3-D coordinates of the reference dots are measured
and transformed to the WCS. The accuracy of our system can
be verified by comparing the measured 3-D world coordinates
of the dot centers with the known positions. The measurement
errors are shown in Fig. 7 and Table II. The result demonstrates
the good accuracy of our system, with an RMS error of 0.0586
mm for 3-D measurement.

In the second experiment, an aircraft model as shown in
Fig. 8 is measured to verify the proposed rapid registration
method.

First, the CAD model is converted to point cloud and down-
sampled as shown in Fig. 9. The total number of points is
597 529, and the LMGFV of every point in it is calculated.
For the measurement prototype, the maximum range of the
scanned area is about 100 mm. Hence, the sample resolution
r is set to 10 mm, and the range N is set to 10. Second, the
3-D shape of a local area of the model is measured by our sys-
tem and a point cloud with 49 889 points is attained as shown
in Fig. 10.

Before the proposed method is carried out, the traditional
ICP registration method is performed. Fig. 11 is the registration

result using the ICP method without initial guess, where
the green points represent the CAD model and the red
points represent the measurement point cloud, which illus-
trates that the traditional ICP method cannot be used di-
rectly in the registration between a partial area and the
whole large-scale object. Then, the ICP registration is per-
formed between the measurement point cloud and the
right part of the whole model without initial guess of
transformation matrix. Fig. 12 shows the registration result,
where blue points represent the right part, and red points rep-
resent the measurement point cloud. As shown in the figure,
ICP registration method turns out failure without a coarse ini-
tial guess of the transformation matrix. Aforementioned ex-
periments illustrate that the right part of the whole model
and a coarse initial guess of the transformation matrix are the
perquisites for the correct ICP registration, which are what the
proposed method provide.

The center point of the measurement point cloud GMS , the
point cloud range M and further the LMGFV of the center point
XMS are computed using the method described in Section IV.
The radius of the sphere is 76.69 mm, thus M is set to 8.
Then, the LMGFVs of the CAD model are set to the length
of the LMGFV of center point and classified to four groups
as shown in Fig. 13, where different color represents different
group.

Then, the belonged group of XMS is attained, and the point
with the most similar LMGFV GCAD is searched in the specific
group. And the approximate location and range of the measure-
ment point cloud in the whole CAD model are attained. Finally,
the fine registration is applied to obtain the accurate translation
matrix using ICP. The coarse registration and fine registration
results are shown in Fig. 14, where the green points represent
the CAD model, the blue points represent the coarse registration
local region of the CAD model, and the red points represent the
fine registration result.

The computational efficiency of the proposed method and the
traditional ICP algorithm is compared. The time costs of the
two methods are shown in Table III, where the ICP algorithm
is 45 763 s, while our proposed method is only 27.134 s. The
preprocess for the CAD model, downsampling and LMGFV
generation, takes around 734 s. But the preprocess needs to be
performed only once offline for one specific CAD model. The
comparison result proves that the application of our proposed
registration method leads to a drastically improved computation
efficiency.

The requisite for correct registration is the accurate acquire-
ment of the LMGFV of the scanned area, which describes the
distribution of curvature. Because the curvature of the point is
calculated using surface fitting and the other side of the edge
points is missing, so if the outer side of the edge is smooth
extension or nothing, the calculation error of the edge points
curvature is small; otherwise, if the outer side of the edge has
a widely different curvature, it will lead to calculation error
of curvature and further wrong registration. Furthermore, be-
cause the registration algorithm is based on the distribution
of curvatures, some ambiguities may occur when there are
large areas of flat surface. But the distribution of fastener holes
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TABLE I
CALIBRATION RESULT

Fig. 7. Measurement errors.

TABLE II
MEASUREMENT ERROR

Directions Maximum(mm) RMS error(mm)

X -axis 0.0642 0.0190
Y -axis 0.0965 0.0228
Z -axis 0.1744 0.0505
3-D 0.2006 0.0586

Fig. 8. Aircraft model for the registration experiment.

would help eliminate some ambiguities, and if an error occurs,
the operators would choose the correct projected information
manually.

Once the registration is done, the relative position from the
scanned area to the projection system is attained, as shown in
Table IV. Then, the assembly information is projected onto the
proper location of the work piece surface, as shown in Fig. 15,

Fig. 9. CAD model point cloud.

Fig. 10. Measured point cloud.

Fig. 11. Registration result using the ICP method directly.
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Fig. 12. Registration result using the ICP method between the mea-
surement point cloud and the right part of the whole model without initial
guess of transmission matrix.

TABLE III
TIME COST FOR ICP METHOD AND PROPOSED METHOD

Method ICP algorithm Proposed method

Online registration 45763 s 27.134 s

TABLE IV
RELATIVE POSITION FROM THE PROJECTED AREA TO THE

PROJECTION SYSTEM

R T(mm)

0.77495 − 0.59947 0.20023 842.1565
− 0.20126 0.06625 0.97729 386.4050
− 0.59912 − 0.79765 − 0.06930 − 195.887

Fig. 13. Group classification result.

where different colors represent information of different fastener
models. With the assistance of our projection system, the process
of checking manuals is eliminated, and operators are able to
assemble with higher efficiency and fewer errors.

Then, a real-scale experiment is carried out, wherein an off-
the-shelf ultrashort throw projector with resolution of 1920 ×

Fig. 14. Registration result.

Fig. 15. Projected assembly information.

Fig. 16. Real-scale registration result.

1080 is used. A workpiece with a size of 5m × 3m is set up
by using aluminum frames, aluminum plates, and white plastic
plates. The workpiece is first measured by the laser radar, and the
result is used as the CAD model. Then, a part of the workpiece
is measured by the system and registered using the proposed
method. The registration result is shown in Fig. 16. After the
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Fig. 17. Real-scale information projection.

registration, the fastener information in the FOV of the projector
is projected onto the workpiece surface as shown in Fig. 17.

VI. CONCLUSION AND FUTURE WORK

In the current fastener assembly for the large-scale structure,
paper-based manual checking is still the main solution, which
leads to low efficiency and high probability of error. Hence, in
this paper, a novel high-accuracy projection system was devel-
oped, which will measure the 3-D shape of the workpiece, load
assembly information, and project instructions onto the proper
location of the structure surface. However, the registration be-
tween the scanned area and the whole CAD model needs to be
performed accurately, which cannot be accomplished using the
traditional ICP method. Thus, a new fast registration methodol-
ogy based on LMGFV combined with ICP was proposed in this
paper.

Accurate and fast measurement of the 3-D shape of the
scanned area is the basis of registration. Hence, an accurate
calibration method using subpixel edge detection and ellipse
fitting was proposed in this paper to improve the measurement

accuracy of the system. The proposed registration method was
demonstrated to speed up the registration process than using
ICP alone. The experimental results verify the effectiveness of
our method and also validate the feasibility of the application of
the system in industrial manufacturing.

With the help of the system, workers will see the assem-
bly instruction directly and are able to assemble without man-
ual check, thus improving the assembly efficiency drastically
and lowering the probability of error. Furthermore, the devel-
oped system is applicable to mutlitype structure manufacturing,
which makes a great contribution to intelligent manufacturing.
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