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Fringe projection profilometry (FPP) has been widely used for three-dimensional reconstruction, surface mea-
surement, and reverse engineering. However, FPP is prone to overexposure if objects have a wide range of re-
flectance. In this paper, we propose a dynamic projection theory based on FPP to rapidly measure the overexposed
region with an attempt to conquer this challenge. This theory modifies the projected fringe image to the next
better measurement based on the feedback provided by the previously captured image intensity. Experiments
demonstrated that the number of overexposed points can be drastically reduced after one or two iterations.
Compared with the state-of-the-art methods, our proposed dynamic projection theory measures the overexposed
region quickly and effectively and, thus, broadens the applications of FPP. © 2017 Optical Society of America

OCIS codes: (050.5080) Phase shift; (120.2830) Height measurements; (100.5088) Phase unwrapping.
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1. INTRODUCTION

Three dimensional (3D) shape measurement is widely applied
in industrial inspection and quality measurement [1–3]. There
are numerous 3D shape measurement methods developed,
such as stereovision [4,5], line laser scanning [6–8], and fringe
projection profilometry (FPP) [9–11]. Compared with most
other 3D measurements, FPP has the advantages of high mea-
surement accuracy and point density [12]. Therefore, FPP has
been widely used in reverse engineering, medical engineering,
aviation, along with other fields. A FPP system consists of a
projector, a camera, and a computer. The fringe patterns are
projected onto the target object surface, the camera captures
the images with the reflected patterns of deformation, the com-
puter decodes the phase of the captured images, and, finally, a
3D shape of the object surface can be reconstructed after system
calibration [13,14].

FPP, after all, is an intensity-based coding strategy and, thus,
is sensitive to surface texture and reflectance [15]. Therefore,
for FPP, there is still an issue when measuring complex optical
objects. In this case, the surface has a large span of reflectance
caused by the diversity of surface texture, color, and other
optical properties. Therefore, the captured images include
the high-quality fringe areas where high-quality data can be
reconstructed, as well as overexposed and underexposed re-
gions, where high-quality 3D reconstruction is difficult to
be achieved. Especially, for those overexposed or underexposed
regions, the camera fails to capture high-quality information

about the object surface with the same projection brightness
and exposure time used to capture other regions. Therefore,
for objects with a large span of reflectivity, there may be differ-
ent degrees of overexposure when using the traditional FPP
method to measure the entire target surface.

To conquer this challenge, we propose a new dynamic pro-
jection theory for FPP. The main idea is as follows: without any
additional information or operations other than the feedback
provided by previously captured object surface images, the
proposed method can modify the projection information
dynamically to reduce the number of overexposed points.
Accurate 3D surface information of the target is obtained
through automatic iteration measurements that can effectively
reduce overexposure points in one or two iterations. With the
dynamic projection theory, FPP can measure the overexposed
regions and, thus, can properly measure objects with high-
reflectivity variations.

The proposed dynamic fringe projection theory includes the
following process:

(1) Obtain feedback of the intensity of all pixels from cap-
tured images: For each overexposed point, there is a series of
intensities, which include effective intensity information (prop-
erly exposed value) and invalid intensity information (over-
exposed value). The properly exposed value of the pixel
point is used to estimate the theoretical value for the over-
exposed value; the theoretical overexposed value is used to es-
timate the proper value to project.
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(2) Find the coordinate relationship of the projector and the
overexposed pixels: Because intensity information is acquired
by the camera, and the intensity of the projector image is modi-
fied, it is important to find the relationship between the pro-
jector and camera pixels. In this paper, the rank information of
properly exposed points is used to estimate the projector pixel
coordinates of overexposed points and obtain the relationship
of the coordinates for the camera and projector.

(3) Modify the projector images and repeat the projection:
After obtaining the relationship between the coordinates of the
camera and the projector, new projector images can be gener-
ated based on the feedback information and projected again to
get new iterations of feedback. When the number or propor-
tion of overexposed points has been reduced to meet the re-
quirement, the full 3D information can be decoded and
reconstructed with the latest information.

This paper is organized as follows: some related research is
reviewed in Section 2, and the principle is introduced in
Sections 3.A and 3.B. The simulation of the phase error caused
by overexposure is showed in Section 3.C. Experimental results
with the dynamic projection theory are presented in Section 4.
The conclusion and future work are summarized in Section 5.

2. LITERATURE REVIEW

Over the past decades, structured-light-based 3D shape mea-
surement methods have been extensively studied due to their
flexible structured pattern generation nature [16–20]. FPP is
one special case of structured light method for 3D shape mea-
surement that uses sinusoidal patterns called fringe patterns.
Compared with pixel-level accuracy achieved by using binary
structured patterns, FPP achieves a sub-pixel because of the use
of sinusoidal fringe patterns. However, one of the problems as-
sociated with the FPP method is that the captured fringe pat-
terns have to be sinusoidal. Thus, if a target object has a large
span of reflectivity variations, overexposure or underexposure
could occur, and the overexposure makes the sinusoidal pattern
be non-sinusoidal due to pattern saturation, leading to mea-
surement error.

To solve the problem associated with overexposure due to
saturation, researchers have proposed numerous methods, in-
cluding the pretreatment of object surface, the combination
with polarized light, the requirement of multiple exposures,
the use of regularization, and so on. The pretreatment method
in Ref. [21] can reduce the reflectivity variation by uniformly
coating the object surface with powder; yet, coating the surface
is not desirable and often unpractical. In Ref. [22], using
polarized light can work well to reduce problems caused by
highly specular surfaces, but its effectiveness is limited if the
object surface is diffuse, and properly adjusting a polarization
angle is time consuming, and sometimes it is not easy. In
Ref. [23], the multiple exposure method by adjusting projec-
tion brightness and camera exposure time can theoretically
avoid the acquisition of overexposed points, but such a method
is often not efficient due to the capture of many images. In
Ref. [24], a method is proposed to extract curvilinear from
overexposed images with Steger’s method and perspective dis-
tortion. Although it has high precision, it only works for
linear extraction and is not suitable for complex 3D objects.

In Ref. [25], it can measure the shiny surfaces regardless of
the saturation level, but it requires the acquisition of many pat-
terns, slowing down the measurement process. To deal with
overexposure in the captured fringe pattern image, Ref. [26]
estimates the geometric sketch of the error area first and uses
iterative regularization to inpaint the fringe pattern. Only a
fringe pattern is projected, so it is more efficient, but it is lim-
ited by the area size with error and is difficult to apply when the
overexposed area is large.

In Ref. [27], the area of interest in the captured fringe pat-
tern image is detected, which is efficient to deal with noise and
can improve the quality of reconstruction, but it is not suitable
for overexposure. In Ref. [28], both the regular fringe pattern
and inverted fringe patterns (i.e., with 180 phase differences)
are projected and select the properly captured images for each
point measurement. This method can handle overexposure
problems at a certain degree, but fails if all inverted and regular
patterns are saturated. In Ref. [29], two sets of gray-coded low-
frequency patterns and two sets of gray-coded high-frequency
patterns are combined to project on the same point for 3D
reconstruction. Because the low-frequency gray-coded patterns
have high resistance to sub-surface scattering, and the high-
frequency gray-coded patterns have high internal reflection re-
sistance; the combination can well reconstruct a target object
with shiny areas. Since the number of projected images in this
method is at least four times that of the traditional FPP, the
measurement speed is drastically slowed down. In Ref. [21],
an adaptive FPP using the gray code with line shifting is pro-
posed. The intensity mask is updated and, then, is used to
modify the projected patterns iteratively. Some target objects
with complex reflectivity can be reconstructed well, but it re-
quires three iterations and is time consuming. In Ref. [30], the
projected pattern is transformed into diffused light with a dif-
fuser, so that the reflected light of the specular object can be
captured and then decoded. However, the position of the pro-
jector, the diffuser, and the object must be carefully designed
and must adjust for different conditions, making it difficult to
be reproduced by a non-expert. In Ref. [31], an adaptive fringe
pattern projection method is adopted, which uses the
Levenberg–Marquardt algorithm to determine the modifica-
tion coefficient and adjusts the projected patterns to avoid im-
age saturation. But, the low multiple input gray levels need to
be selected carefully, and the noise of the camera and projector
could affect the effectiveness of this approach. In Ref. [32], a
FPP algorithm using the sparse dictionary learning and sparse
coding techniques is proposed, which can improve the robust-
ness of the system.

Most of the state-of-the-art methods for measuring overex-
posure areas are complex, time consuming, or insufficient for
severe overexposure. Therefore, we propose a flexible and fast
method for objects with highly diverse reflectivity. For higher
accuracy, sinusoidal fringe patterns are adopted first. Then, an
interpolation model is developed to estimate the point spread
function of those overexposed points with properly exposed ob-
ject points. A gray correction function is derived for over-
exposed points, and a gray correction mask is generated to
modify the projected patterns. The intensity of an overexposed
region is reduced and can be measured. Overexposure is also

Research Article Vol. 56, No. 30 / October 20 2017 / Applied Optics 8453



a problem in other applications, such as wavefront re-
construction. Reference [33] puts forward an experimental
technique to address overexposure of highly reflective surfaces
for enhanced object wavefront reconstruction. It uses random
phase modulation and speckle illumination to minimize the
strong specular reflections. Comparing Ref. [33] with our
method, both the illuminations are adjusted, but we modify
the projection based on feedback, while it adjusts the illumi-
nation in advance to extend the measurement application.
Compared with the state-of-the-art methods, the advantages
of dynamic projection theory are as follows:

(1) The operation is simple without any pretreatment.
Dynamic projection theory can automatically adjust the pro-
jected image information from the feedback image captured
by the camera.

(2) There is high measurement efficiency. Only 1–2 itera-
tions are required to decode the 3D information of the over-
exposed area.

(3) The measurement range is wide. Objects with a high
degree of overexposure and more complex optical surfaces
can be properly measured.

3. PRINCIPLE OF DYNAMIC PROJECTION
THEORY

The proposed dynamic projection theory is a new method for
measuring complex optical objects based on FPP. In this
method, the original projector images are modified using the
feedback of the object surface captured by the camera. The flow
chart is shown in Fig. 1. The main steps are as follows:

(1) Use the properly exposed information to fit the approxi-
mate location of the projection pixels corresponding to the
camera overexposure pixels;

(2) Use the camera overexposure information and the cor-
responding projection coordinate information to calculate the
gray-scale correction function of the projected images;

(3) Use the gray-scale correction function to modify the pro-
jected image intensity of the overexposed area (keep the phase
information unchanged and only reduce the projection intensity);

(4) Project the modified image, repeat the above steps until
the number or proportion of overexposed points meet the re-
quirement, and then reconstruct the target object.

A. Finding the Point Spread Function of the
Overexposed Pixel Point
A four-step phase-shifting method is adopted for 3D measure-
ment. To modify the corresponding projection image intensity
for an overexposed point, the point spread function between
the camera and projector pixel must be found. As the camera
intensities of overexposed pixels are distorted, the correspon-
dence between the camera and projector obtained through tra-
ditional FPP is incorrect and cannot be directly used. Since the
intensity of the camera’s properly exposed pixel (u, v) is accu-
rate, we can calculate the point spread function �i; j� � F �u; v�
and determine the corresponding projection coordinate �i; j� of
a properly exposed pixel with the phase-shifting method.
Assuming that the target object surface is overall smooth,
for each overexposed camera pixel �uoe; voe�, a rough corre-
sponding area in the projection image can be obtained through
interpolation and error compensation, where subscript oe rep-
resents overexposure. Especially since not the accurate corre-
sponding pixel but a corresponding area is determined for
an overexposed pixel.

The procedure of interpolation is conducted as follows:
(1) Decode properly exposed pixels and extract overexposed
points; (2) determine independent variable and dependent variable
sequences; (3) calculate corresponding pixels with cubic spline in-
terpolation; (4) expand corresponding pixels to square areas.

To perform the detail, the properly exposed camera pixels
are first decoded, which establishes the relationship between
f�u; v�g and f�i; j�g. Then, for each overexposed pixel, for ex-
ample, �uoe; voe�, two sequences are selected from the properly
exposed pixels. As shown in Fig. 2, the sequence with the same
camera pixel ordinate f�u1; voe�; �u2; voe�;…; �uoe; voe�;…g
and the sequence of their corresponding projected pattern pixel
f�i1; j1�; �i2; j2�;…; �ioe; joe�;…g are extracted, in which
�ioe; joe� is the goal to calculate. Then, the sequence
f�u1; i1�; �u2; i2�;…; �uoe; ioe�;…g is obtained from these
two sequences, and cubic spline interpolation is conducted
to determine the corresponding abscissa ioe. With combination
of later error compensation, cubic spline interpolation is
enough to roughly estimate the corresponding pixel. For the
corresponding ordinate joe, a similar action is performed with
the sequence of the same camera pixel abscissa.

Indeed, as there inevitably exists a deviation about the
interpolation, the accurate corresponding pixels cannot be de-
termined. So, for each overexposed camera pixel, the corre-
sponding pixel is determined at first. Then, assuming that
the maximum error is a pixels, the corresponding pixel is ex-
panded to a square area centered on the pixel with a side length
of �2a� 1� pixels as the red square shown in Fig. 2. The value
of a is determined by the continuity of the object surface andFig. 1. Flow chart of dynamic projection theory.
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the size of the overexposed area. Nevertheless, if there are some
large overexposed areas, occlusions, shadows, or missing fringes,
the corresponding square area may not contain the accurate
corresponding pixel. The problem will be solved in the later
iterations, in which the overexposed area is decreased with
the modified projection image, and the estimation by interpo-
lation is closer to the accurate corresponding pixel.

In the experiment of the paper, a equals seven and is able to
work well. What is more, for different overexposed camera pix-
els, the corresponding square areas may cover part of the prop-
erly exposed area in the projection image and overlap each
other. For the coverage, these can be discarded to ensure that
properly exposed areas are not affected. For the overlapping,
only the largest correction factor will be adopted for the same
projector pixel, which will be introduced in Section 3.B.

B. Generating the Gray-Scale Correction Function
To reduce the number of iterations and to modify the projected
image in the appropriate range, different overexposure condi-
tions must be classified. The gray-scale correction function can
be generated from the feedback of information captured by the
camera. As the result of the four-step phase-shifting measure-
ment, the projected image intensity can be represented as

I � A� B cos ϕ; (1)
where A is the projected image offset, and B is the projected
image amplitude.

Each pixel on the camera images has four intensity values
I 1; I 2; I 3, and I 4, corresponding to four projection images
of the four-step phase-shifting method that can be mathemati-
cally described as

I1 � I 0 0 � I 0 cos φ;

I2 � I 0 0 � I 0 cos
�
φ� π

2

�
� I 0 0 � I 0 sin φ;

I3 � I 0 0 � I 0 cos�φ� π� � I 0 0 − I 0 cos φ;

I4 � I 0 0 � I 0 cos
�
φ� 3π

2

�
� I 0 0 − I 0 sin φ; (2)

where I 0 and I 0 0 are constant coefficients during the measure-
ment process for each camera pixel.

For convenience, the four intensity values are sorted from
large to small and labeled as Imax; I sec; I thd; Imin, as shown
in Fig. 3.

For an overexposed point, there is a rough classification to
describe the degree of overexposure, using the number of inten-
sity values that are overexposed for a pixel point. Overexposure
conditions are divided into single-value overexposed (1-VOE),
two-value overexposed (2-VOE), three-value overexposed
(3-VOE), and four-value overexposed (4-VOE). For the surface
area with low overexposure, only one or two intensity values
may be overexposed, while for the surface area with higher
overexposure, there may be three or even four intensity values
overexposed.

To obtain the gray-scale correction function more accurately,
an additional image is projected in the experiment. The gray
value of the additional image should meet the following require-
ments: (1) The gray value is linearly related to other projected
images; (2) the gray value is lower than other projected images;
(3) the reflected image should avoid underexposure.

In order to satisfy the first requirement, the projected image
intensity should be expressed as Eq. (3), where c is a constant.
Then, to meet the second and third requirements, c should
always be lower than cos ϕ and should not be too low to avoid
underexposure. Therefore, c � −1.25 is a good choice for the
additional image intensity to meet the above requirements:

I padd � A� cB: (3)

According to the linear characteristic, the additional image in-
tensity I add captured by the camera is

I add � I 0 0 − 1.25I 0: (4)

Based on the above classification, the gray-scale correction
function for different overexposure conditions is discussed as
follows.

1. Single-Value Overexposed
For the pixels whose single intensity value is overexposed, there
is only intensity value Imax, reaching the upper limit of intensity
(i.e., saturating the camera image), while the intensity values
I sec, I thd, and Imin are still accurate. Because the four-step
phase-shifting method is used, there is a relationship among
the four intensity values for those pixels with 1-VOE as

Imax � Imin � I sec � I thd � 2I 0 0: (5)

Fig. 2. Interpolation and error compensation. [Blue patches re-
present overexposed areas. Red point in the camera image represents
overexposed point �uoe; voe�, while the red square in the projector pat-
tern is the corresponding area around the overexposed point �ioe; joe�.]

Fig. 3. Four intensity values of the camera pixel (sorted by size).
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From Eq. (5), we obtain the undistorted maximum value Imax

(e.g., greater than 255 for a 8 bit camera) by

Imax � I sec � I thd − Imin: (6)

Because there is a linear relationship between the projection
image intensity and camera image intensity, the correction fac-
tor K can be defined by dividing the undistorted maximum
value Imax by the overexposure threshold as

K � Imax

Ioe
; (7)

where Ioe is the threshold for judging whether the captured
image is overexposed. However, with the interference of the
environment and equipment noise, the intensity value in the
captured image is not unique but fluctuating, which leads to
the phenomenon that there will be some properly exposed
points without any change getting overexposed in the later iter-
ation. Therefore, the threshold I oe is set lower than 255 (which
is the threshold of overexposed pixels without noise) and is con-
cretely set at 250 in the experiment to reduce the influence
of noise.

The gray-scale correction function can be determined by the
correction factor K . In the experiment, the corrected projection
image intensity can be obtained by dividing the corresponding
projection image intensity by the correction coefficient,

I 0p �
Ip
K
; (8)

where I 0p denotes the modified projection intensity, and Ip rep-
resents the projection intensity before modification.

According to the linear relationship between projection im-
age intensity and camera image intensity, the modified projec-
tion image is projected again; the maximum intensity value of
the original overexposed point is expected to be

I 0max �
Imax

K
� I oe; (9)

where I 0max denotes the maximum intensity value of the camera
captured image after the modified images are projected.
Therefore, I 0max is expected to be equal to Ioe and less than
255. The overexposure no longer exists, and the original over-
exposed area can be reconstructed.

2. Two-Value Overexposed
For pixels with two intensity values overexposed, there are in-
tensity values Imax and I sec, reaching the upper limit of inten-
sity, while the intensity values I thd and Imin are still properly
exposed. To calculate the maximum intensity value Imax accu-
rately, the intensity I add of the additional image is adopted. The
formula of maximum intensity and the additional intensity can
be described as

Imax � I 0 0 � I 0cosmax � I add � 1.25I 0 � I 0cosmax; (10)

where cosmax is the maximum value of the series
fcos�φ�; cos�φ� π

2�; cos�φ� π�; cos�φ� 3π
2 �g, and φ is the

projection initial phase corresponding to the camera pixels.
Sort the four cosine values from large to small and
fcosmax; cossec; costhd; cosming is obtained. The relationship be-
tween I thd and I add is displayed as

I 0 � I thd − I add
�1.25� costhd�

: (11)

From Eqs. (10) and (11), the undistorted maximum value Imax

can be expressed as

Imax � I add �
1.25� cosmax

1.25� costhd
�I thd − I add�: (12)

For an overexposed point, the intensity values I thd and I add can
be obtained from the camera captured images directly, while the
cosine values cosmax and costhd depend entirely on the projec-
tion initial phase φ, corresponding to the camera overexposed
pixels. For a known projection image, the initial phase φ is de-
termined by its projection pixel point coordinate �ioe; joe� as

φ � ioe
T

2π; (13)

where φ is the projection initial phase, and T is the period of
the projected image. ioe is the projector row coordinate of the
overexposed pixel point, which can be obtained by the above
method. Because of the fitting error, the phase value ioe is used
to substitute the phase of the surrounding estimation field.

The correction factor K is calculated similarly to the process
of 1-VOE. Considering that there is intersection among the
estimation field, the maximum value of the correction factor
K in the estimation fields is chosen as the correction factor
for the same overexposed point.

Therefore, for the points with 2-VOE, the capturing inten-
sity of the camera is obtained first, and, then, the projection
initial phase information of the overexposed points is estimated
by the captured image of the camera. The undistorted maxi-
mum value Imax is calculated by combining the captured inten-
sity and phase information. From Eq. (7), the correction factor
K can be obtained.

3. Three-Value Overexposed
For the points with 3-VOE, there are intensity values Imax, I sec,
and I thd reaching the upper limit of intensity, while the inten-
sity values Imin and I add are still valid. There is a relationship
between Imin and I add as

Imin − I add � �1.25� cosmin�I 0: (14)

Similarly, the undistorted maximum value Imax can be
deduced as

Imax � I add �
1.25� cosmax

1.25� cosmin

�Imin − I ad�: (15)

For the pixels whose two intensity values are overexposed, the
valid intensity values of Imin and I add and the undistorted maxi-
mum value Imax can be calculated after the captured intensity.
Then, the phase information and the correction factor can be
obtained.

4. Four-Value Overexposed
For the condition that the four intensity values of the captured
pixel all are distorted, it is impossible to estimate the maximum
intensity value from the existing information. In this case, the
maximum value of correction factor K of the surrounding field
is adopted to substitute for the correction factor K of pixels
with 4-VOE.
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After modification and projection again, for the original
4-VOE point, there are the following three situations:
(1) The pixel point is no longer overexposed and does not need
more modification; (2) the pixel point is still overexposed, but
the situation of overexposure has been improved to become one
of the three kinds of overexposure introduced above, then, only
one more iteration is required; (3) the pixel point is still
4-VOE. For the third case, the original minimum projection
intensity is low. The minimum projection intensity is lower
after an iteration, but it is still overexposed. The 4-VOE caused
by low-intensity input indicates that the surface reflectivity of
the object is too high, or there is reflected light shooting into
the camera lens directly, which should be avoided in FPP.
In the ordinary process of FPP 3D measurement, these situa-
tions should be avoided as much as possible, so the third case
of 4-VOE is not discussed.

C. Phase Error Simulation
To better illustrate the necessity of overexposed modification,
the phase calculated from the intensity values of the camera
captured image is simulated. The phase calculation formula
of four-step phase-shifting is expressed as

φ � arctan

�
I 4 − I 2
I 1 − I 3

�
; (16)

where φ is the projection initial phase, and I 1; I 2; I 3, and I 4 are
four intensity values of the captured images.

As the degree of overexposure can be described with the
number of overexposed intensity values, there is a different
error for a different number of overexposed intensity values.
Simulation is carried out under different conditions, and the
phase error is plotted in Fig. 4. Notice that it is unable to com-
pute the phase of the pixel with 4-VOE, so the corresponding
image is not plotted.

From Fig. 4, the maximum phase errors are 0.04, 0.1, and
0.22 rad for 1-VOE, 2-VOE, and3-VOE. The phase error will
be greater with the larger fluctuation of the phase for an over-
exposed object.

To reduce the phase error, the projection intensity of each
pixel is adjusted dynamically to address overexposure point-by-
point. Taking the 3-VOE as an example, the intensity distri-
bution, the phase, and the phase error decoded by the modified
camera images are shown in Fig. 5.

Comparing the simulation of the modified projection image
with the unmodified image, the intensity of the captured image
after modification is sinusoid, while the intensity of the initial
image is distorted in most phase cases. There is no longer a
point with a saturation intensity value with the modified image,
and the absolute phase is a straight line with a phase error of
nearly zero. Therefore, for the dynamic projection theory, we
get a good decoded absolute phase without considering the in-
fluence of noise and defocusing, and the phase error is close
to zero.

4. EXPERIMENT

Experiments were conducted to verify the validity of the dy-
namic projection theory. The USB-GO-5000M JAI camera
and the Light Crafter 4500 digital light processing (DLP) pro-
jector are used in the experiment. The resolution of the pro-
jector is 912 × 1140 pixels, and the resolution of the camera
is 2560 × 2048 pixels. The systems of the projector and camera
were calibrated before the experiment.

A simple flat plate model is reconstructed first. There is a
white area on the light gray plane; the flat model is shown
in Fig. 6. There is a significant difference in reflectance between
the white and gray areas. During the experiment, the white area
is prone to overexposure due to the high reflectivity, which
leads to a decoding error.

To obtain an accurate reconstructed result, the DLP intensity
was manually adjusted to a lower level to prevent the surface
from being overexposed. The result is shown in Figs. 7(a)
and 7(d). Figure 7(a) is the 3D reconstruction, which may have
some ripple errors due to too few steps with the four-step phase-
shifting method. Figure 7(d) is the absolute phase information
decoding from the intensity of the camera image. From Figs. 7(a)
and 7(d), reconstructing the surface model perfectly requires cor-
responding phase information with no abrupt mutation.

Then, traditional FPP was used to reconstruct the surface;
the result is shown in Figs. 7(b), 7(e), and 7(g). Figure 7(b) is
the 3D reconstruction. Comparing the result in Figs. 7(a)
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Fig. 4. Phase simulation of different degrees of overexposure: (a) in-
tensity distribution of 1-VOE; (b) absolute phase of 1-VOE; (c) phase
error of 1-VOE; (d) intensity distribution of 2-VOE; (e) absolute
phase of 2-VOE; (f ) phase error of 2-VOE; (g) intensity distribution
of 3-VOE; (h) absolute phase of 3-VOE; (i) phase error of 3-VOE.
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Fig. 5. Phase simulation after modification: (a) intensity distribu-
tion after modification; (b) absolute phase after modification; (c) phase
error after modification.

Research Article Vol. 56, No. 30 / October 20 2017 / Applied Optics 8457



and 7(b), it is obvious that the original light gray plane is re-
constructed well, while the original white highlighted region is
decoded badly, and the depth of the white region is corrugated
severely and cannot stay flat. Figures 7(e) and 7(g) are the ab-
solute phase information and phase error. Although the phase
mutation in Fig. 7(e) is small compared to phase change along
the x axis, the phase error in Fig. 7(g) shows that there is an
abrupt mutation in the white region.

Finally, the dynamic projection theory was used to measure
the plate model. In the experiment, the number of overexposed
points decreased from the initial 270,000 to 6000 after an iter-
ation; the experimental result is shown in Figs. 7(c), 7(f ), and
7(h). Figure 7(c) is the point cloud of the reconstructed 3D
surface. Comparing Figs. 7(c) and 7(b) shows that the dynamic
projection theory is much better for white overexposure region
reconstruction, and the decoding problem due to overexposure
is eliminated. Figures 7(f ) and 7(h) are the corresponding ab-
solute phase map and phase error. As seen from Fig. 7(h), the
abrupt mutation has been decreased, and only a little phase
error remains.

A statue was then reconstructed. As shown in Fig. 8, due to
the difference in angle, position, and surface reflectivity, the

intensity values of different pixels of the image captured by
the camera are different. Thus, overexposure is prone to occur
in some areas.

Similarly, as shown in Figs. 9(a) and 9(d), multiple measure-
ments for properly exposed areas are adopted to obtain
accurate 3D information and complete absolute phase informa-
tion. Figure 9(d) shows that the decoded phase information
perfectly reflects the physical contours in the camera without
overexposure.

Because there is no prior knowledge of the surface of the
target object surface, the local area may be overexposed with
the same projection brightness. In this case, the result is shown
in Figs. 9(b), 9(e), and 9(g), where the target surface is recon-
structed with the traditional method. Figure 9(b) is the point
cloud of 3D reconstruction, including 250,000 overexposed
points, so there is a large error. As we can see in Fig. 9(b), part

Fig. 6. Flat model.
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Fig. 7. Measurement result of a plate object: (a) 3D reconstruction
without overexposure; (b) 3D reconstruction with the traditional
method; (c) 3D reconstruction with dynamic projection theory;
(d) phase map without overexposure; (e) phase map with the tradi-
tional method; (f ) phase map with dynamic projection theory;
(g) phase error with the traditional method; (h) phase error with
the dynamic projection theory.

Fig. 8. Head statue model.
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exposure; (b) 3D reconstruction with the traditional method; (c) 3D
reconstruction with dynamic projection theory; (d) phase map without
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map with dynamic projection theory; (g) phase error with the tradi-
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of the 3D reconstruction is incorrectly decoded. Figure 9(e) is
the corresponding absolute phase map. It is found from the
phase map that an abrupt mutation of phase exists, resulting
in a final error in reconstruction. Figure 9(g) is the phase error
map with the traditional method (notice, to show the detail, the
phase error of the background is set from 0 to −10). It is obvious
that there is phase error over the surface of the statue, and points
with more severe overexposure are decoded less effectively.

The dynamic projection method is then used to measure the
statue surface based on FPP; the 3D reconstruction and absolute
phase map are obtained as Figs. 9(c) and 9(f) after two iterations.
Compared with the traditional method, the number of over-
exposed points is decreased from 250,000 to approximately
3000. The camera image intensity is not decoded incorrectly
because of intensity distortion. Comparing Fig. 9(c) with
Fig. 9(b), the complete surface of the target object is reconstructed
by dynamic projection theory, and the reconstruction result is
improved so that there is no large deviation, as in Fig. 9(b).
However, comparing Fig. 9(c) with Fig. 9(a), in the details,
the results in Fig. 9(c) are not as smooth as in Fig. 9(a) because
of uneven distribution of the intensity and defocusing.
Defocusing can be reduced by adjusting the distance to focus.
Comparing Figs. 9(f) and 9(e), the phase map is smooth enough
after two iterations, and no obvious abrupt mutation exists, which
shows that the dynamic projection theory is effective for address-
ing the problem of overexposure. Figure 9(h) is the phase error
with dynamic projection theory. Compared with Fig. 9(g), only a
little phase error remained, and the result is satisfactory.

To further verify the validity of the dynamic projection
theory, additional objects with different materials and reflectiv-
ity index surfaces are reconstructed. The experiment objects are
shown in Fig. 10. In the first row, a ceramic cup and a plastic cat
toy with a shiny surface are reconstructed, while a white cup
and an orange block are chosen in the second row. The
reconstruction results are shown in the right-most column.
Almost all objects, including overexposure areas, can be well
reconstructed, which demonstrate that the dynamic projection
theory is valid for overexposure in 3D reconstruction.

However, as stated in Section 3.B.4, the dynamic projection
theory cannot deal with the situation of specular reflection, in
which the captured image is always overexposed with a little
light. As a result, for the reconstruction, there are some blem-
ishes in the center of the shiny cup and the top of the orange
block affected by specular reflection, which should be studied
in the future work.

5. CONCLUSION

In this paper, a dynamic projection theory for FPP is proposed,
which can measure complete 3D information of an object with-
out any change to the setup. Dynamic projection theory does
not require additional information and can measure complex
reflective objects with simple operations. The proposed theory
can modify the projection image according to the feedback of
information concerning overexposed points. The intensity of
the projection image pixel corresponding to the overexposed
point is reduced to bring the camera intensity down to a
measurable range. Simulation shows the necessity for reducing
the intensity of the overexposure region in the projection image
for accurate phase recovery.

Experiments on the objects with different material and re-
flectivity index surfaces demonstrated that the dynamic projec-
tion theory is effective in measuring overexposed areas and
broadens the range of FPP. Because the dynamic projection
theory only requires 1–2 iterations (in most cases one iteration
is enough), the dynamic projection theory for FPP is very effi-
cient. However, there are some shortcomings in dynamic pro-
jection theory. When measuring out-of-focus objects, the error
in a region with an abrupt mutation will increase due to the
inconsistent intensity distribution, and our future research will
address this limitation.

Funding. National Natural Science Foundation of China
(NSFC) (U1613205, 51675291); State Key Laboratory
of China (SKLT2015B10); Basic Research Program of
Shenzhen (JCYJ20160229123030978).

Fig. 10. Reconstruction of objects with different materials/reflectivity index surfaces. The first row, a ceramic cup and a plastic toy; the second
row, a white cup and an orange block; the left-most column, the objects; the second column, the objects under fringe projection; the third column,
3D reconstruction with the traditional method; the fourth column, 3D reconstruction except overexposed areas; the right-most column,
3D reconstruction with the dynamic projection theory.
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