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Abstract Real-time 3D imaging is becoming increasingly

important in areas such as medical science, entertainment,

homeland security, and manufacturing. Numerous 3D

imaging techniques have been developed, but only a few of

them have the potential to achieve realtime. Of these few,

fringe analysis based techniques stand out, having many

advantages over the rest. This paper will explain the prin-

ciples behind fringe analysis based techniques, and will

provide experimental results from systems using these

techniques.
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1 Introduction

With recent trends in entertainment moving towards 3D,

such as James Camerons Avatar and Radioheads House of

Cards [25], a need for 3D acquisition systems is growing.

Science and engineering have also begun to realize the

benefits of precise 3D measurement, yet are still looking

for ways to acquire the 3D data. Over the years, numerous

techniques have been developed to acquire 3D information,

such as photogrammetry, shape from focus, shape from

defocus, stereo vision, spacetime stereo, moiré, speckle,

holography, time of flight, interferometry, fringe projec-

tion, and structured light. Advancements in the field have

allowed some of these techniques to realize real-time

capability, moving into a new classification of imaging

known as real-time 3D imaging. In order to reach real-time

3D imaging, the 3D image acquisition, reconstruction, and

display must all be realized simultaneously in real-time.

Recent techniques that have been developed [3, 8, 26, 30]

are based on different principals, yet rely on a common

technique of using binary structured patterns. Although this

binary structured pattern allows these techniques to reach

real-time 3D imaging, they share the same caveat, the

spatial resolution is limited to being larger than a single

projector pixel [31]. For applications that require high

spatial resolution this is not desirable, as the spatial reso-

lution is limited by the projectors resolution.

To increase spatial resolution past the projectors reso-

lution, a technique called fringe analysis may be imple-

mented. Instead of using images with binary grayscale

values, fringe analysis uses sinusoidally changing intensity

values for the structured light being projected. Like binary

structured patterns, more fringe images can be used to

achieve higher accuracy, but this slows down the mea-

surement speed. To reach real-time 3D imaging, a small

number of fringe images (fringe patterns) are typically

used. Under certain conditions, only a single fringe pattern

is needed to reconstruct the 3D information, thus very high

speed may be realized [28]. However, as the complexity of

the geometries surface increases, the measurement accu-

racy is affected, requiring more fringe patterns. Complex

3D geometry requires a minimum number of three fringe

images to reconstruct a single 3D shape [21]. Thus,

developing a real-time 3D imaging system consists of

weighing different tradeoffs, and tailoring the system to its

intended application.
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Throughout our research, we have developed various

real-time 3D imaging systems, tailoring each to a specific

purpose. By using three fringe images, we developed a

real-time 3D imaging system that can acquire 3D geometry

at 40 frames/s [32] with a image resolution of 532 9 500.

Another system we developed measures absolute 3D

geometry at 60 frames/s [35] by using a modified 2 ? 1

phase-shifting algorithm [37] with an image resolution of

640 9 480. Real-time 3D geometry acquisition, recon-

struction, and display has also been reached by using a

multilevel quality guided phase-unwrapping algorithm [39]

and adopting the parallel processing power of a GPU [38].

We have explained various techniques to reach real-time

3D imaging based on digital fringe projection techniques in

the previous paper by Zhang [31]. Specifically, that paper

has focused on the real-time 3D shape measurement tech-

niques based on phase-shifting methods. However, phase-

shifting based methods are only a small group of fringe

analysis techniques for 3D shape measurement. In this

paper, we will explain the principal behind the fringe

analysis technique, summarize recent advances that use the

technique, and then will present some experimental results

to show the advantages and shortcomings of each tech-

nique. Since digital video projectors allow for a higher

degree of flexibility over other methods, our implementa-

tions focus on producing the sinusoidal fringe patterns with

a digital projector. This technique is called digital fringe

projection. Although the projection method has certain

unique characteristics, similar analysis approaches can be

applied to fringe images generated by other techniques.

Because of the nature of generating sinusoidal fringe

patterns by a digital-light-processing (DLP) projector, it is

difficult for such a system to realize real-time 3D shape

measurement without any modifications. In addition, the

fringe projection speed is fundamentally limited to a rela-

tively slow rate (typically 120 Hz) because it requires 8

bits to generate sinusoidal fringe patterns. To circumvent

these problems, new fringe generation means need to be

used. In this paper, we will also discuss a recently devel-

oped fringe generation technique that generates sinusoidal

fringe patterns by defocusing binary structured patterns.

2 Digital fringe projection system

Figure 1 shows a typical digital fringe projection system. A

computer generates a digital fringe pattern consisting of

vertical stripes that are sent to a digital video projector. The

projector projects the fringe images onto the object, and the

objects geometry deforms the fringe images as the vertical

stripes bend around the contour of the object. At this point,

the camera captures the distorted fringe image, and sends it

to the computer for analysis. The computer analyzes the

fringe image using triangulation with point correspon-

dence, obtaining the 3D information. Since the fringe

pattern is sinusoidal, each vertical straight line corresponds

to one phase value in the frequency domain. The phase

value is used for 3D reconstruction because the intensity

value is very sensitive to the surface reflectivity variations.

Finally, using fringe analysis the phase can be retrieved

from the fringe images. The next few sections will intro-

duce different approaches for phase retrieval.

3 Real-time 3D imaging using a single fringe image

If a single image is sufficient to perform 3D shape mea-

surement, the 3D imaging speed can then be as fast as the

image acquisition speed. This is the optimal case for real-

time 3D imaging, as 3D reconstruction can match the

camera’s image acquisition speed. The technique of using a

single fringe image to obtain the phase is called the Fourier

method, which has been proposed by Takeda and Mutoh

[29]. In this section, we will introduce a 3D shape recovery

technique using a single fringe image.

3.1 Principle

In general, a typical fringe image can be written as

Iðx; yÞ ¼ I0ðx; yÞ þ I00ðx; yÞ cos½/ðx; yÞ�: ð1Þ

Here I0(x, y) is the average intensity or the DC component,

I00(x, y) is the intensity modulation, and /(x, y) is the phase

to be solved for.

Equation (1) can be re-written as

Iðx; yÞ ¼ I0ðx; yÞ þ I00ðx; yÞ ej/ðx;yÞ þ e�j/ðx;yÞ
h i

=2: ð2Þ

In this equation, e-j/(x,y) is the conjugate of ej/(x,y). If a

Fourier transform is applied, and the DC and the conjugate

Fig. 1 Typical setup of a digital fringe projection
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components are filtered out, the recovered signal by an

inverse Fourier transform will give

~Iðx; yÞ ¼ I00ðx; yÞej/ðx;yÞ=2: ð3Þ

From Eq. (3), the phase can be solved for by

/ðx; yÞ ¼ tan�1 Im½~Iðx; yÞ�
Re½~Iðx; yÞ�

� �
: ð4Þ

Here Im(x) denotes the imagery part of a complex variable

x, while Re(x) denotes the real part of x. The phase value

ranges from -p to ?p with 2p modus due to the arctan-

gent. The phase map is also called the wrapped phase map.

To obtain a continuous phase map, an additional step called

phase unwrapping needs to be applied. The phase

unwrapping step is essentially finding the 2p jumps from

neighboring pixels, and removing them by adding or sub-

tracting an integer number of 2p to the corresponding point

[6]. The 3D coordinates can then be reconstructed using the

unwrapped phase, assuming that the system is properly

calibrated [33].

3.2 Experimental results

To illustrate how this technique works, we captured a

single fringe image using a 3D imaging system we devel-

oped. Figure 2a shows a typical fringe image captured by

the camera. Figure 2b shows the image after applying the

fast Fourier transform (FFT). There are two conjugate

frequency components and the average.

If only a single frequency component is selected, as

shown in the window, the phase can be calculated from the

complex image obtained from inverse Fourier transform of

the selected frequency, as shown in Fig. 2c. Figure 2d

shows the unwrapped phase map. The unwrapped phase

map can then be converted to 3D coordinates based on the

calibration of the system.

Since only one fringe image is used to obtain a 3D

shape, this technique works nicely for fast motion appli-

cations. An example of such an application is measuring

vibration. Figure 3 shows some frames of a vibrating

cantilever beam; the fringe images are captured at

2,000 fps with an exposure time of 0.5 ms. This experi-

ment demonstrates that the 3D profiles can be captured

efficiently by this technique. This technique can also be

used to measure other dynamic shapes, as surveyed in this

paper [28].

However, as illustrated in all these examples the mea-

sured surface is very smooth and uniform. This is a typical

requirement for a single fringe image based real-time 3D

imaging system. This is because the single fringe technique

requires the frequency of the projected fringe to be much

higher than the surface geometry changes. Even with such

a shortcoming, this technique is still very useful when the

measurement surface meets this requirement.

4 Real-time 3D imaging using two fringe images

As can be seen from the previous section, a single fringe

image can be used to recover a 3D shape. However, in

order to obtain the phase in the frequency domain, the DC

component must be filtered out. For a uniform fringe image

with approximately uniform surface reflectivity, the DC

frequency only covers a very small area, thus can be easily

Fig. 2 Experimental result of

using a single fringe images for

3D shape measurement.

a Fringe image, b Fourier

spectrum of the fringe image,

c the phase map filtering the

desired frequency signal,

d unwrapped phase map

Fig. 3 Typical measurement

frames of a vibration cantilever

bar. The data is captured at

2,000 fps with an exposure time

of 0.5 ms
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filtered out. However, if the surface reflectivity varies

significantly across the surface, it would be challenging to

separate the DC component and the desired frequency. To

alleviate this problem, Guo and Huang [9] introduced a

technique that uses two fringe images.

4.1 Principle

The principle of this technique is similar to the previously

introduced method except it requires the capturing of an

additional image

Iaðx; yÞ ¼ I0ðx; yÞ: ð5Þ

Before applying the Fourier transform, the fringe image

is obtained by taking the difference between the images.

Imðx; yÞ ¼ Iðx; yÞ � Iaðx; yÞ ¼ I00ðx; yÞ cos½/ðx; yÞ�: ð6Þ

By doing this, the DC component will not affect the

measurement significantly, thus the measurement quality

can be improved. However, it sacrifices measurement

speed as two fringe images must be captured to construct a

3D shape.

4.2 Experimental results

To verify the performance of this technique, we compared

it to the single fringe technique, measuring a sculpture with

non uniform surface reflectivity as shown in Fig. 4a. The

captured fringe is shown in Fig. 4b. The figure clearly

shows that the fringe intensity varies from point to point.

Figure 4c shows the phase map, and Fig. 4d shows the

zoom in view of the phase map. There are significant

artifacts in the phase map which will cause measurement

error. The unwrapped phase map is shown in Fig. 4e, and

the reconstructed 3D shape is shown in Fig. 4f. This

experiment shows that if the surface is complex, a single

fringe image cannot produce high quality 3D measurement.

If the average image Ia(x, y) (shown in Fig. 5a) is captured

and subtracted from the fringe image (as shown in Fig. 4b),

the phase map can be obtained with higher measurement

quality. Figure 5b shows the zoom-in view of the phase

image, clearly showing the improvement of the phase map.

Thus the 3D measurement will be significantly enhanced.

Figure 5c shows the 3D shape. By using two fringe images,

the influence of surface reflectivity variations is significantly

Fig. 4 More complex 3D

surface measurement result

using a single fringe image.

a Photograph of the object to be

measured, b Fringe image,

c Wrapped phase map, d zoom-

in view of the unwrapped phase

map, e unwrapped phase map,

f 3D reconstructed shape

rendered in shaded mode
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reduced, thus improving the measurement quality. With this

technique, a lot more detail can be recovered.

Even though the measurement quality is significantly

improved, it is still very difficult for this technique to

measure complex 3D surfaces because of its fundamental

limitation: surface changes must be slower than the fringe

changes. This is because the phase cannot be solved for

explicitly from the fringe image point by point. If the phase

can be solved for each individual point, the surface struc-

ture requirement can be eliminated since it would not rely

on the neighboring pixel information to retrieve the phase.

Equation (1) shows that there are three unknowns in the

equation I0(x, y), I00(x, y), and /(x, y). Therefore, if another

image is provided, the phase /(x, y) can be uniquely

solved. This is where the requirement for three fringe

images for a single 3D shape measurement comes from.

5 Real-time 3D imaging using three fringe images

From three fringe images the phase can be uniquely solved

for, thus it allows for the measurement of complex 3D

shapes. In this section, we will introduce a real-time 3D

imaging system based on this technique.

5.1 Principle

5.1.1 Three-step phase-shifting algorithm

The previously introduced methods depended on obtain-

ing the phase from Fourier analysis. If three fringe images

are available, the phase can be uniquely solved. Among

these multiple fringe analysis techniques, the technique

based on phase-shifting has been widely adopted in

optical metrology [21]. In this technique, the fringe is

shifted spatially from frame to frame with a known phase

shift. By analyzing a set of phase-shifted fringe images,

the phase can be obtained. The phase-shifting based

techniques have the following advantages: (1) high mea-

surement speed, because it only requires three fringe

images to recover one 3D shape; (2) high spatial resolu-

tion, because the phase can be obtained pixel by pixel,

thus the measurement can be performed pixel by pixel;

(3) less sensitivity to surface reflectivity variations, since

the calculation of the phase will automatically cancel out

the DC components.

Over the years, a number of phase-shifting techniques

have been developed, including three-step, four-step,

double three-step phase shifting and others [21]. For real-

time 3D imaging, using the minimum number of fringe

images is desirable, thus a three-step phase-shifting algo-

rithm is usually used. For a three-step phase-shifting

algorithm, if the phase shift is 2p/3, the three required

phase-shifted fringe images can be written as

I1ðx; yÞ ¼ I0ðx; yÞ þ I00ðx; yÞ cos½/ðx; yÞ � 2p=3�; ð7Þ

I2ðx; yÞ ¼ I0ðx; yÞ þ I00ðx; yÞ cos½/ðx; yÞ�; ð8Þ

I3ðx; yÞ ¼ I0ðx; yÞ þ I00ðx; yÞ cos½/ðx; yÞ þ 2p=3�: ð9Þ

Solving Eqs. (7)–(9) simultaneously, we obtain the average

intensity

I0ðx; yÞ ¼ ðI1 þ I2 þ I3Þ=3; ð10Þ

the intensity modulation

I00ðx; yÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ðI1 � I3Þ2 þ ð2I2 � I1 � I3Þ2

q

3
; ð11Þ

the phase

/ðx; yÞ ¼ tan�1

ffiffiffi
3
p
ðI1 � I3Þ

2I2 � I1 � I3

� �
: ð12Þ

From the same equations, we can also obtain the texture

image, It(x, y) = I0(x, y) ? I00(x, y), and the data modulation

Fig. 5 More complex 3D shape

using two fringe images. a The

average image Ia(x, y), b zoom

in view of the phase map, c 3D

reconstructed result
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cðx; yÞ ¼ I00

I0
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ðI1 � I3Þ2 þ ð2I2 � I1 � I3Þ2

q

I1 þ I2 þ I3

: ð13Þ

The data modulation indicates the fringe quality, with 1

being the best. Data modulation is often valuable for phase

unwrapping where the progress path is vital [6]. A mea-

surement example using the three fringe images is shown

in Fig. 6. It clearly shows that the measurement quality is

much better than that of a two fringe image or a single

fringe image based technique.

5.1.2 Real-time 3D image acquisition

Since only three fringe images are used, they can be

encoded as the three primary color channels (red, green and

blue, or RGB) and projected at once [5, 13, 24]. However,

the measured quality is affected to a various degree if the

measured surface has strong color variations. In addition,

the color coupling between RG and GB also affect the

measurement quality if no filtering is used [24].

The problems induced by using color fringe patterns can

be eliminated if three monochromatic fringe patterns are

rapidly projected sequentially. The unique projection

mechanism of a single-chip digital-light-processing (DLP)

projection system makes this rapid switching feasible, thus

real-time 3D imaging can be realized. Figure 7 shows the

layout of such a system. Three phase-shifted fringe images

are encoded as the RGB channels of the projector. The

color fringe image is then projected by the projector

channel by channel sequentially. If the color filters of the

DLP projector are removed, the color images will be be

projected in monochromatic mode, thus the problems

related to color are not present. A high-speed CCD camera,

synchronized with the projector is used to capture the three

channel images one by one. By applying the three-step

phase-shifting algorithm to three fringe images, the phase

and thus the 3D shape can be obtained. By this means, we

have reached 3D data acquisition at 40 fps [32], and later

on achieved 60 fps [37].

5.1.3 Real-time 3D reconstruction and visualization

In order to realize real-time 3D imaging, the phase wrap-

ping and unwrapping speed must be realized in real-time.

We have developed a fast three-step phase-shifting algo-

rithm to improve the phase wrapping speed by about 3.4

times [12]. This algorithm essentially approximates the

arctangent function with an intensity ratio calculation in the

same manner as that of the trapezoidal phase-shifting

algorithm [15]. The approximation error is then compen-

sated for by a small look-up-table (LUT).

The phase unwrapping obtains the smooth phase map by

removing the 2p discontinuities. Over the years, numerous

robust phase unwrapping algorithms have been developed

that include the branch-cut algorithms [17, 27], the dis-

continuity minimization algorithm [4], the Lp-norm algo-

rithm [7], the region growing algorithm [1, 16], the

agglomerative clustering-based approach [22], and the

Fig. 6 More complex 3D shape

using three fringe images. a The

phase map, b zoom in view of

the phase map, c 3D

reconstructed result

Fig. 7 The layout of the real-time 3D imaging system we developed
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least-squares algorithms [2]. However, a conventional

robust phase unwrapping is usually very slow for real-time

processing: it takes anywhere from a few seconds, to a few

minutes, to even a few hours to process a standard

640 9 480 phase map [6]. There are some rapid but not

robust phase unwrapping algorithms, such as the flood

filling and the scan line algorithms [32, 39]. However,

these algorithms are usually very sensitive to the noise of

the phase map.

By combining the advantages of the the rapid scan line

phase shifting algorithm and a robust quality guided phase-

shifting algorithm, we developed a real-time phase

unwrapping algorithm [39]. In particular, the phase map is

evaluated and quantified into different quality levels using

multiple thresholds: the unwrapping process starts with the

highest quality level points using the scan line algorithm

and then moves to the lower quality ones. The quality map

is calculated based on phase gradient, high-quality data

means low gradient of the points.

The scan-line algorithm is as follows. The process starts

from one good point near the center of the image. After

images are divided into four patches by the horizontal and

vertical lines through the start point, each patch is

unwrapped by the scanline method. In this scan-line

method, one horizontal scan-line scans from the start point

to the image border. Then the scan-line advances vertically

from the start point to the image border to scan another

row. The neighbors of one scanned point can be divided

into two groups: the neighbors that faced the start point and

the neighbors that faced the border. If at least one of its

neighbors that faced the start point is unwrapped, a point

will be unwrapped and marked as unwrapped. This point

with no unwrapped neighbor facing the start point, but with

at least one valid neighbor facing the border, will be

pushed to the stack. After all points in a patch are scanned,

the points in the stack will be popped one by one in reverse

order. The popped point with at least one unwrapped

neighbor facing the border will be unwrapped, while other

points are abandoned. The merit of this method is that each

point is scanned only once while it has two chances to be

unwrapped. Therefore it results in better unwrapping

results. Experiments demonstrated that for a 640 9 480

phase map, it only takes approximately 18.3 ms for the

whole unwrapping process.

With this method, the lower quality points will not

propagate and drastically affect the high quality points.

This algorithm is a tradeoff between robustness and speed.

We are mostly interested in human facial expression

measurement, and for this application this algorithm works

reasonably well. Figure 8 shows a typical measurement

result of human facial expressions. It should be noted

that because of the facial hair, the surface reflectivity

Fig. 8 Facial shape measurement. a Subject in neutral state, b–d
expression on subjects face evolving through time into a smiling

state. The data is captured at 60 fps with a resolution of 640 9 480 Fig. 9 The photograph of the real-time 3D imaging system
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variations are large, and the phase unwrapping is usually

very challenging, but our algorithm can unwrap the phase

correctly for most cases.

To reach real-time 3D imaging, the phase map has to

be converted to 3D coordinates and visualized in real-

time. We found that it is very challenging to accomplish

these tasks by central processing units (CPUs). Because

the phase-to-coordinate conversion consists of simple

point by point matrix operations, it can be efficiently

calculated in parallel on a graphics processing unit (GPU).

Because the input data is just the phase value at each point

instead of computed 3D coordinates, data transfer from

the CPU to the GPU is drastically reduced. In addition,

because the coordinates are computed on GPU, they can

be rendered immediately without accessing CPU data. By

adopting this technique, real-time 3D imaging has been

accomplished by using a three-step phase-shifting algo-

rithm [38].

5.2 Experimental results

Figure 9 shows the developed hardware system. The whole

size of the system is approximately 1500 9 1200 9 1400. The

system uses a high-speed CCD camera (Pulnix TM-6740

CL), with a maximum frame rate of 200 fps. The sensor

pixel size is H: 7.4 lm and V: 7.4 lm. The maximum data

speed for this camera is 200 frames per second. The camera

resolution is 640 9 480, and the lens used is a Fujinon

HF16HA-1B f = 16 mm lens. The projector (PLUS U5-

632h) has an image resolution of 1024 9 768, and a focal

length of f = 18.4–22.1 mm. This projector refreshes at

120 Hz, thus, this system can theoretically reach 120 Hz

3D imaging speed. However, due to the speed limit of the

camera, we can only capture fringe images at 180 fps.

Since three fringe images are needed to reconstruct one 3D

shape, the 3D imaging speed is actually 60 Hz.

High quality natural facial expressions can be captured

since the measurement speed is so fast. Figure 10 shows

frames from the forming of a human facial expression. It

clearly indicated that the details of the facial expression are

captured fairly well. It should be noted that the data was

processed with a 7 9 7 Gaussian smoothing filter to reduce

the most significant random noise.

As introduced earlier, we are not only able to acquire 3D

shape in real-time, but also are able to simultaneously

process and display them at high speed. Figure 11 shows an

experimental result of measuring a human face. The right

figure shows the real subject, and the left shows the 3D

geometry acquired and rendered on the computer screen at

the same time. The simultaneous 3D data acquisition,

reconstruction, and display speed achieved is 30 frames/s.

6 New fringe generation technique

Conventionally, fringe images are either generated by laser

interference, or by a fringe projection technique. A fringe

projection technique is broadly used because of its flexi-

bility in generating sinusoidal fringe patterns. However, it

usually requires at least 8-bit grayscale values to represent

a high-quality fringe image. Because of the complexity of a

fringe projection system, it usually has the following

shortcomings:

– Projector nonlinearity problem. Because the projector

is a nonlinear device, generation of sinusoidal fringe

images is difficult. Different algorithms have been

proposed to calibrate and correct the nonlinearity of the

projector [10, 14, 18, 23, 34, 36], but it remains difficult

to accurately represent the nonlinear curve. To some

extent, the nonlinearity of the system is also caused by

the graphics card that connects with the projector. We

Fig. 10 Facial shape measurement. a 3D facial data rendered in

shaded mode, b zoom-in view of the mouth region. The data are

captured at 60 fps with a resolution of 640 9 480

Fig. 11 Simultaneous 3D data acquisition, reconstruction, and dis-

play. The system achieved a real-time 3D imaging at a frame rate of

30 fps with an image resolution of 640 9 480 per frame
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found that the nonlinearity of the projector needs to be

re-calibrated if a different video card is used. We also

found that the projector’s nonlinearity actually changes

over time, thus frequent calibration is needed for high

quality measurement. This is certainly not desirable

because the nonlinearity calibration is usually a time

consuming procedure.

– Synchronization problem. Since a DLP projector is a

digital device, and it generates images by time

integration [11], the synchronization between the

projector and the camera is vital. Any mismatch will

results in significant measurement error [20].

– Minimum exposure time limitation. Because the pro-

jector and the camera must be precisely synchronized,

the minimum exposure time used for each fringe image

capture is actually limited by the projector’s refresh

rate, typically 120 Hz. Thus, the minimum exposure

time to use is actually 2.78 ms. However, when

capturing fast motion, a shorter exposure time is

usually required. This technique limits potential fast

motion capture applications.

All these above mentioned issues are introduced by

the conventional fringe generation technique, i.e., using

8-bit grayscale images. If a new fringe generation

mechanism is employed that only requires 1-bit images,

all these problems can be either avoided or significantly

reduced. This is the motivation to explore this potential

possibility.

6.1 Principle of fringe pattern generation using

defocusing

We recently found that by defocusing binary structured

patterns, sinusoidal fringe patterns can be generated [19].

This is based on our two observations: (1) seemingly

sinusoidal fringe patterns often appear on the ground when

the light shines through an open window blinds; (2) the

sharp features of an object are blended together in a blur-

ring image that is captured by an out-of-focus camera. The

former gives the insight that an ideal sinusoidal fringe

pattern could be produced from a binary structured pattern;

the latter provides the hint that if the projector is defocused,

the binary structured pattern might become an ideal sinu-

soidal one.

Figure 12 illustrates how to generate sinusoidal fringe

patterns by using defocusing. If the projector is defocused

Fig. 12 Example of sinusoidal

fringe generation by defocusing

a binary structured patterns.

a–f shows when the projector is

defocused at different degrees,

a the projector is in focus, while

f shows that when the projector

are defocused too much
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to different degrees, the binary structured patterns are

deformed differently. When the projector and the camera

are in focus, the fringe patterns have very obvious binary

structures, as shown in Fig. 12a. With the increase of the

defocusing degree, the binary structures are less and less

clear, and they become more and more sinusoidal. How-

ever, if the defocusing degree is too much the sinusoidal

structure becomes obscure, as indicated in Fig. 12f. It

should be noted that during all experiments, the camera is

always in focus.

This technique has the following advantages compared

with the conventional fringe generation techniques [20]:

1. There is no need to calibrate the nonlinear gamma of

the projector because only two intensity levels are

used;

2. It is very easy to generate sinusoidal fringe patterns

because no complicated algorithms are necessary;

3. There is no need to precisely synchronize the projector

with the camera, and

4. The measurement is less sensitive to exposure time

used. Therefore, the defocused binary pattern method

is advantageous for 3D shape measurement using a

commercial DLP projector.

6.2 Experimental results

This technique has been verified by measuring a complex

sculpture, as shown in Fig. 13. Figure 13a–c shows three

phase shifted fringe images with a phase shift of 2p/3. The

phase shifting is realized by spatially moving the binary

structured patterns. For example, 2p/3 phase shift is reali-

zed by moving the structured patterns 1/3 of the period.

These fringe images can then be analyzed by the three-step

phase-shifting to perform the measurement. It clearly

shows that the measurement quality is very high.

Because of the nature of using binary structured patterns

to generate sinusoidal fringe patterns, it allows faster image

switching rate. The most recently developed DLP Discovery

technology has enabled 1-bit image switching rate at tens of

kHz. By applying the new fringe generation technique to this

DLP Discovery projection platform, we achieved an

unprecedented rate for 3D shape measurement: 667 Hz [40].

Due to the numerous advantages of using this technique

to generate sinusoidal fringe patterns, it has the potential to

replace the conventional fringe generation technique for

3D imaging with fringe analysis techniques.

However, this technique is not trouble free. One of the

major issues is that the seemingly sinusoidal fringe pattern

Fig. 13 Example of sinusoidal

fringe generation by defocusing

a binary structured patterns.

a I1(- 2p/3)k, b I2(0),

c I3(2p/3), d wrapped phase

map, e 3D reconstructed result,

f 3D shape with color encoded

depth map
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is actually composed of high-frequency harmonics. This

introduces measurement error. Another potential issue is

the depth range; the range of high-quality fringe patterns is

smaller using this technique than conventional fringe

generation methods. This is because the projector cannot be

defocused too little or too much for high-quality mea-

surement. We are currently seeking hardware and software

means to solve for these problems.

7 Conclusion

This paper has presented techniques for real-time 3D

imaging, introducing the theory, and providing experi-

mental results demonstrating the capabilities of each. With

the Fourier analysis technique, a single fringe image can be

used to reconstruct one 3D shape, although it requires

surface uniformity. Essentially, this technique can reach

pixel level resolution with 3D reconstruction speed equal to

the frame rate of the camera. Geometry that has surface

height variations or reflectivity changes with a frequency

above the fringe frequency used cannot be captured with a

single fringe image; in such cases, dual fringe images may

be used. Using dual fringe images improves measurement

accuracy, but 3D reconstruction speed is reduced to half

the frame rate of the camera. Furthermore, three fringe

images can be used, along with a phase-shifting technique;

significantly improving accuracy, but reducing the frame

rate to a third of the frame rate of the camera. With a

camera that has a frame rate above 90 fps, we developed a

real-time 3D imaging system that can simultaneously

acquire, reconstruct, and display 3D geometry at 30 fps at a

resolution of over 300,000 points per frame. Due to the

very challenging nature of generating ideal sinusoidal

fringe patterns, a novel approach was also discussed to

significantly simplify the fringe generation, which shows

great potential to be the mainstream in this field.
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