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For a three-dimensional shape measurement system with a single projector and multiple cameras, regis-
tering patches from different cameras is crucial. Registration usually involves a complicated and time-
consuming procedure. We propose a new method that can robustly match different patches via absolute
phase without significantly increasing its cost. For y and z coordinates, the transformations from one cam-
era to the other are approximated as third-order polynomial functions of the absolute phase. The x coor-
dinates involve only translations and scalings. These functions are calibrated and only need to be
determined once. Experiments demonstrated that the alignment error is within RMS 0:7mm. © 2008
Optical Society of America

OCIS codes: 110.6880, 120.2650, 120.3940, 120.5800.

1. Introduction

High-resolution, large-range 3D shape measurement
is crucial for various applications, including manu-
facturing, medical imaging, entertainment, compu-
ter graphics, and computer vision.
A structured light system is different from a stereo

system in that one of the cameras of the stereo system
is replaced with a projector to illuminate structured
patterns used to solve the fundamental stereo-
matching problem [1]. For a structured light system
using amethod based on phase shifting, the projected
sinusoidal fringe patterns become an analog signal
once the projector is defocused. The spatial resolution
is dependent only on the sampling of the camera; i.e.,
it is determined by the camera resolution. Therefore,
to increase the spatial measurement resolution, the
camera resolution has to be increased. However, for
a single-camera system, increasing the spatial mea-
surement resolution usually compromises the scan-
ning range. Moreover, the camera resolution has its
limits. In contrast, a multiple-camera system can

increase themeasurement range as well as its spatial
resolution by using each camera to measure a partial
area of the object.

For a single-camera structured light system, the 3D
coordinates can be obtained once the system is cali-
brated [2,3]. In principle, a structured light system
with multiple cameras can generate the data points
in the same world coordinate system if the system
is calibrated precisely. However, in practice, because
of the calibration error and/ormeasurement error, the
measurement results from different cameras may
have somedifference,which is the case for our system.
Therefore, 3D registration (or matching) is necessary
to guarantee that the output measurement data
points are in the same world coordinate system for
complete a 3D view [4–7].

Various researchers have proposed different regis-
tration approaches, including using an iterative
closest point algorithm [8,9], a photogrammetric
technique [10], a self-calibration method [11], and
moving objects in multiple overlapping measure-
ment positions together with a special 3D calibration
[12,13]. However, reliable, rapid, general purpose 3D
registration is still a difficult and open problem.
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For a system using a single projector, the registra-
tion problem is simplified, since the structured pat-
terns provide constraints for it. For a phase-shifting-
based method, the absolute phase can be used to as-
sist the registration. In the absolute phase domain,
the phase obtained from the camera images and that
from the computer generated projection fringe
images are the same. Therefore, if the phase is abso-
lute, the absolute phase line captured by any camera
viewing from any angle at the same moment (i.e., the
object relative to the imaging system does not change
during image acquisition) should remain the same.
Absolute phase has been extensively utilized for

diverse purposes, such as absolute 3D coordinate
measurement [14], structured light system calibra-
tion [2,3], and structured light system self-calibra-
tion [11,15]. Yalla and Hassebrook introduced
techniques for using overlapping Xp and Yp phase
values to align the surfaces scanned by two projec-
tors and viewed by a single camera [16]. Wang et al.
proposed a system using multiple cameras for accu-
rate depth measurement [17]. In this technique, the
absolute phase is used to assist the corresponding
point detections based on epipolar geometry. Wang
et al. demonstrated that it is a very good technique
for accurate 3D shape measurement. However, since
both cameras must see the point to be measured, the
measurement range is actually less than for a single-
camera system. Therefore, this technique improves
the measurement accuracy by sacrificing the mea-
surement range. Moreover, because a multifrequency
phase-shifting algorithm is used, it is very difficult
for them to reach real-time 3D shape measurement.
In the work of Schreiber and Notni [15], where more
than two cameras are used, rotation of the projector
is required for one scan with a self-calibrating func-
tionality realized. For static object measurement,
their system can achieve very high accuracy and
flexibility. However, this technique requires many
(many more than three) fringe images and involves
projector rotation to complete the measurement.
Therefore, it is very difficult to perform the measure-
ment at high speed.
Our research focuses on developing a real-time 3D

shape measurement system. We have successfully
developed a single-camera system that can perform
the measurement at speeds up to 60 frames=s [14,18]
using a fast three-step phase-shifting algorithm [19].
However, a single-camera system can measure the
3D geometry only from a single view. To extend its
measurement range, a dual-camera system has
been developed [20]. In this system, two cameras ac-
quire fringe images simultaneously at a high speed
(180 frames=s), and each camera generates one piece
of the 3D geometry separately and independently.
Since a three-step phase-shifting algorithm is used,
three fringe images can be used to reconstruct one
3D geometry. Therefore, the measurement speed is
60 frames=s. The advantages of this system are that
(1) two cameras simultaneously perform the mea-
surement independently, and therefore the measure-

ment speed is not reduced in comparison with a
single-camera system, and (2) the measurement
range is increased because each camera captures
its viewing areas. However, this system uses an itera-
tive closest point algorithm to register two pieces of
3D geometries. The iterative closest point technique
performs well for single-frame registration. We found
that it is difficult for this algorithm to obtain consis-
tent results from frame to frame. Therefore, a sys-
tematic consistent approach has to be developed
for our real-time 3D video scanning system.

In this research, we show that the absolute phase
is a very powerful tool for such a matching problem.
The relationships between themeasured 3D points of
the left-hand camera and those of the right-hand
camera can be established by calibration. We found
that these relationships can be described as third-or-
der polynomial functions of absolute phase for y and
z coordinates independently. For x coordinates, only
translation and scaling of the original data is
required. These functions can be obtained by calibra-
tion and only need to be determined once. Therefore,
consistent registration from frame to frame can be
ensured. Experiments are presented to demonstrate
the performance of the proposed method. For our
structured light system with dual cameras, the align-
ment error is within RMS 0:7mm.

Section 2 introduces the basics of the 3D matching
algorithm. Section 3 describes the 3D shape mea-
surement system used to verify the proposed algo-
rithm. Section 4 introduces the phase-shifting
algorithm used for this research. Section 5 explains
the system calibration approach used. Section 6
addresses the matching algorithm used in this re-
search. Section 7 presents experimental results, and
Section 8 summarizes this work.

2. Principle

Before introducing our technology, we clarify some
terminology that will be used in the remaining text.

• Projection phase ϕp: phase obtained from the
fringe image generated by the computer and before
its projection.

• Camera phase ϕ: phase obtained from the
fringe images captured by the camera using the
phase-wrapping and -unwrapping algorithms. This
phase is called relative phase and is also regarded
as the phase in a phase-shifting algorithm.

• Absolute phase ϕa: one or more points have
known phase value; the relative phase obtained from
phase-shifting algorithms is converted to absolute
phase so that these specified points have the prede-
fined phase values.

In this research, the absolute phase ϕa is deter-
mined by encoding a marker point in the projected
fringe images with an absolute phase value of 0. Once
the marker point is detected, the absolute phase be-
tween the captured image and the projected image
is uniquely correlated; i.e., in the absolute phase
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domain, the phase obtained from the camera images
and that from the computer-generated fringe images
are the same. Therefore, if the phase is absolute, the
absolute phase line captured by any camera viewing
from any angle at the same moment (i.e., the object
relative to the imaging system does not change dur-
ing image acquisition) should remain the same. We
found that this is very powerful tool for 3D data
matching for our system.
Figure 1 shows a typical example of one projection

line. The projection line, the dashed lines in the
figure, is imaged from two different cameras and
has different deformations. Although the images cap-
tured from different cameras are different, the curve
is unique on the object. Therefore, the matching is
optimal if these two curves are matched, because
they are physically the same. However, from one di-
rectional absolute phase in itself, the matching is not
unique, since any point on the curve has the same
absolute phase. In this research, the marker point,
used for the relative phase to absolute phase conver-
sion, is also used as the constraint for the alignment
in one direction.

3. System Description

Figure 2 shows the setup of the structured light sys-
tem with a single projector and dual cameras. The
projector projects computer-generated phase-shifted
fringe images onto the object; two cameras viewing
from different angles image the deformed fringe
images that are further processed by software
through phase-wrapping and -unwrapping algo-
rithms. 3D coordinates can be obtained from the
phase once the system is calibrated. Each camera
captures one 3D patch within its view under its own
coordinate system. Two patches have to be matched
and merged into a single piece of 3D data meshes (or
point clouds) for further data analysis.
In this research, we developed a structured light

system with dual cameras. The projector we used
is a digital light processing projector (PLUS U5-
632h) with a resolution of 1024 × 748, the cameras

are digital CCD cameras with an image resolution
of 640 × 480 (Pulinx TM6740-CL), and the frame
grabber is Matrox Solios XCL with camera link inter-
face. Figure 3 shows the photograph of our system.

4. Three-Step Phase-Shifting Algorithm

Over the years, various phase-shifting algorithms,
including three-step, four-step, and double-three-
step algorithms, have been developed [21]. Phase-
shifting-based algorithms are extensively employed
for optical metrology because of their speed and non-
surface-contact nature. In general, the more fringe
images are used, the better the measurement that
can be achieved. However, using more fringe images
will reduce the data acquisition speed. For real-time
3D shape measurement, a three-step phase-shifting
algorithm is usually used [18].

Since our research focuses on developing a real-
time 3D shape measurement system, the measure-
ment speed plays a key role. In this research, we
use a three-step phase-shifting algorithm with a
phase shift of 2π=3 for its speed and simplicity:

I1 ¼ I0ðx; yÞ þ I00ðx; yÞ cos½ϕðx; yÞ − 2π=3�; ð1Þ

I2 ¼ I0ðx; yÞ þ I00ðx; yÞ cos½ϕðx; yÞ�; ð2Þ

Fig. 1. (Color online) One projection line will be imaged to yield
different lines for different cameras viewed from different viewing
angles.

Fig. 2. System setup for structured light with one projector and
dual cameras.

Fig. 3. (Color online) Photograph of the real measurement
system.
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I3 ¼ I0ðx; yÞ þ I00ðx; yÞ cos½ϕðx; yÞ þ 2π=3�; ð3Þ
where I0ðx; yÞ is the average intensity, I00ðx; yÞ the in-
tensity modulation, and ϕðx; yÞ the phase to be solved
for. Phase ϕðx; yÞ can be computed from Eqs. (1)–(3),

ϕðx; yÞ ¼ tan−1

� ffiffiffi
3

p ðI1 − I3Þ
2I2 − I1 − I3

�
: ð4Þ

3D information is carried in the phase, ϕðx; yÞ, whose
value ranges from −π to þπ. This step is also called
phase wrapping. If multiple fringe stripes are used, a
phase unwrapping algorithm has to be adopted to ob-
tain the continuous phase map [22]. In this research,
our previously developed phase unwrapping algo-
rithm is implemented in our system [23].
However, in general, the phase unwrapping from a

single wrapped phase map can obtain the only rela-
tive phase, i.e., relative to one point on the map. To
uniquely know the phase value (also called absolute
phase ϕa), at least one point on one connected com-
ponent has to be known. We encoded a marker into
the projected fringe images, which corresponds to ab-
solute phase 0 [14]. For any measurement, after
phase unwrapping, assuming that the marker point
has phase ϕ0, the whole phase map is shifted
(ϕa ¼ ϕ − ϕ0) to guarantee that the marker point
has absolute phase 0. Once the absolute phase is
known, the absolute coordinates can be obtained
once the system is calibrated [2,3].

5. System Calibration

In this research, we calibrate the system by using the
extension of the calibration method introduced in [2].
The intrinsic parameters of the projector and the
cameras are calibrated by using a standard red
and blue flat checkerboard. The extrinsic parameters
are estimated from the same physical position of the
calibration board to ensure they are in the same
world coordinate system. Only a linear pinhole
camera model is used in this research for all calibra-
tion. After calibration, we obtain three 3 × 4
matrices,Ml,Mr, andMp, which transform the world
coordinates into the image coordinates according to
the following equations:

scl½ucl; vcl; 1�T ¼ Ml½xw; yw; zw; 1�T ; ð5Þ

scr½ucr; vcr; 1�T ¼ Mr½xw; yw; zw; 1�T ; ð6Þ

scp½ucp; vcp; 1�T ¼ Mp½xw; yw; zw; 1�T ; ð7Þ
where sc is a constant, ½u; v; 1�T the homogeneous im-
age coordinates, and ½xw; yw; zw; 1� the homogeneous
world coordinates. Superscripts l, r, and p indicate
the left-hand camera, right-hand camera, and projec-
tor, respectively. For each projector–camera pair, we
can obtain the absolute coordinates point by point
from the absolute phase [2]. Theoretically, if the

whole system is calibrated in the same world coordi-
nate system, then each projector–camera pair should
generate the same world coordinate for the same
point, and the alignment should be automatic. How-
ever, owing to the calibration error and/or measure-
ment error, the measured results are not in the same
world coordinate system. Therefore, 3D data match-
ing for the two projector–camera pairs is necessary.

6. Three-Dimensional Data Matching

Figure 4 illustrates the process of the matching algo-
rithm used in our research. From the absolute
phases of the left-hand camera (ϕl

a) and right-hand
camera (ϕr

a), the absolute coordinates can be com-
puted as Clðx; y; zÞ and Crðx; y; zÞ, respectively. Mean-
while, these absolute phase maps can be converted to
projector absolute phase (ϕp

a) in the projection image
domain, where the absolute phase is also ϕa. From
the absolute phase, ϕa, coordinates from the left-
hand camera, Clðx; y; zÞ, and the right-camera,
Crðx; y; zÞ, are correlated and converted to the same
world system Cðx; y; zÞ. Once these relationships
are established, they can be applied for the future
measurement.

The matching procedure is to establish the rela-
tionship between coordinates of the left-hand camera
and their corresponding coordinates of the right-
hand camera. In this research, we treat x, y, and z
coordinates independently for matching and choose
the coordinate system in the left-hand camera as
the world coordinate system for both cameras, i.e.,
Cðx; y; zÞ ¼ Clðx; y; zÞ. Therefore, three functions,

δxðϕaÞ ¼ xl − xr ¼ f xðϕaÞ; ð8Þ

δyðϕaÞ ¼ yl − yr ¼ f yðϕaÞ; ð9Þ

δzðϕaÞ ¼ yl − yr ¼ f zðϕaÞ; ð10Þ
are to be found. These functions are estimated by
measuring a calibration flat board. The same flat
checkerboard used for system calibration is mea-
sured by both cameras. The absolute phases and co-
ordinates for each point are computed. Assuming one
absolute phase line with an absolute phase value of
ϕk, all measurement points with this absolute phase
value from the left-hand camera and the right-hand
camera are ðxli; yli; zliÞjϕk

(i ¼ 1…N) and Crðx; y; zÞjϕk

(j ¼ 1…M), respectively, then

Fig. 4. Matching process.
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δxðϕkÞ ¼
XN
i¼1

xri=N −

XM
j¼1

xlj=M; ð11Þ

δyðϕkÞ ¼
XN
i¼1

yri=N −

XM
j¼1

ylj=M; ð12Þ

δzðϕkÞ ¼
XN
i¼1

zri=N −

XM
j¼1

zlj=M: ð13Þ

The coordinates of the right-hand camera can then
be converted into the world coordinates by using the
following equations:

x ¼ xr þ f xðϕaÞ; ð14Þ

y ¼ yr þ f yðϕaÞ; ð15Þ

z ¼ zr þ f zðϕaÞ: ð16Þ

These functions have to be calibrated before any
measurement. To simplify this problem, instead of
using a uniform flat board, we use the same red
and blue checkerboard as the standard calibration
target. The advantage of using the red and blue
checkerboard is not only that the coordinates for each
point are known, but that the actual distance be-
tween each checker corner is also known. Our camera
is black and white; thus the red and blue checker
squares are barely seen from the camera’s point of
view. Therefore, the measurement is not significantly
affected by them. Figure 5 shows checkerboard
images of two cameras with a checker square size
of 15mm × 15 mm. In Fig. 5, horizontal lines repre-
sents one absolute phase value (ϕa ¼ 30π rad) on the
left- and the right-hand camera images. A set of ab-

solute phase lines can be found, as well as their cor-
responding coordinates for each set of camera data.

Figure 6 shows the relationship between the abso-
lute phase and the coordinates difference. We found
that fitting the functions by using third-order polyno-
mials is sufficient to fit f yðϕaÞ and f zðϕaÞ for our sys-
tem. That is,

δyϕa ¼ f yðϕaÞ ¼ cy0 þ cy1ϕa þ cy2ϕ2
a þ cy3ϕ3

a; ð17Þ

δzϕa ¼ f zðϕaÞ ¼ cz0 þ cz1ϕa þ cz2ϕ2
a þ cz3ϕ3

a: ð18Þ
Here cyk; czk , k ¼ 0; 1; 2; 3, are constants.

Figure 7 is the plot of δx with respect to ϕa. It can be
seen that δx is almost independent of ϕa. This is be-
cause the fringe line is along the x axis and the phase
does not change along the x direction. We found that,
along the x direction, this function is a linear function
with respect to x, which can be easily calibrated by
measuring a set of fixed points with known dimen-
sions along the x axis. Once these functions in
Eqs. (8)–(10) are known, the coordinates for the
left-hand camera can be transferred to the right-
hand camera by using Eqs. (14)–(16).

Figure 8 shows the absolute phase lines from the
left- and the right-hand camera with x and y values
as the computed coordinates, where the dashed lines
are from the left-hand camera and the solid lines are
from the right camera. It can be seen here that before
matching, the absolute phase lines are not aligned as
expected (as shown in Fig. 8(a)). Figure 8(b) shows
the result after alignment. Figure 8(b) clearly shows
that the two absolute phase maps are aligned well
after matching.

7. Experiments

To verify the performance of the proposed method,
we first measured the checkerboard as shown in
Fig. 5. We picked the 134 corners manually from
the 2D images of the left- and right-hand cameras,
as shown in Fig. 9, whose coordinates are obtained

Fig. 5. Calibration images of two cameras. The white line is an absolute phase line with absolute phase value of 30π rad. (a) Left camera
image. (b) Right camera image.
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after coordinate computations. The corner x; y coordi-
nates before matching are plotted in Fig. 9(a). It can
be clearly seen that they are far from each other; the
error is significant. The result after matching is
shown in Fig. 9(b); the corner points are closely over-
lapping with each other for the corresponding pairs.
These checker corners (Fig. 10) are plotted on a 2D

plane in Fig. 11 . After matching, the RMS error for
all 134 of these corner points is 0:7mm, which is al-
ready very good, since the measurement error for a
single camera is approximately RMS 0:3mm. It
should be noted that in this experiment we used lin-
ear models for both the camera and the projector. The
error is smaller in the center of the image, while it is
larger for the outer areas [24]. This is consistent with
our alignment; the largest error points occur on the
outer points of the image.
Using the calibrated functions from the checker-

board data, we tested a more complicated model, as
shown in Fig. 12. Figures 12(a) and 12(b) show 3D
geometries from the left- and the right-hand camera,
respectively. Figure 12(c) shows the two geometries

rendered in the same scene. Where the darker (gray)
color shows the 3D geometry from the left-hand cam-
era, the brighter (peach) color shows the geometry
from the right-hand camera. It can be seen that they
are not aligned well. After matching, the two geome-
tries are again rendered together in Fig. 12(d), where
the two geometries overlap each other and the align-
ment is very good. Figure 12(e) shows another
viewing angle after matching, and Fig. 12(f) shows
two geometries rendered in wireframe mode after
matching. This experiments demonstrated that the
calibration functions [Eqs. (8)–(10)] only need to be
calibrated once and applied to the remaining mea-
surement, as long as the system configuration is
not changed.

We should mention that this matching algorithm
requires at least one preknown corresponding point
on the left-hand camera and the right-hand camera,
which is used to align the fringe line direction (x di-
rection in our case). For our measurement system, we
used a small marker as the corresponding point. The
same point, the white markers inside the ellipse
shown Fig. 13, is also used to convert the phase to
absolute phase. These experiments demonstrate that
our proposed method can match two 3D patches from
two cameras satisfactorily.

8. Conclusions

This paper has presented a 3D data registration al-
gorithm for a three-dimensional shape measurement
system with a single projector and dual cameras. We
introduced a new method that was able to robustly
match different patches via absolute phase. In the
absolute phase domain, the phase obtained from the
camera-captured images and that from the compu-
ter-generated projection fringe images are the same.
If the phase is absolute, the absolute phase line for
capture by any camera viewing from any angle at the
same moment should remain the same. Therefore,
the matching can be performed by matching the ab-
solute phase lines. In this research, we used polyno-

Fig. 6. (Color online) Polynomial fittings of δy and δz with respect to ϕa: (a) δyðϕaÞ, (b) δzðϕaÞ.

Fig. 7. (Color online) Polynomial fittings of δx with respect to ϕa.
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Fig. 8. (Color online) Absolute phase lines, from bottom to top, with an absolute phase value of ϕ2 ¼ 0π; 24π; :::; 44π. (a) Before alignment.
(b) After alignment.

Fig. 9. (Color online) Corner coordinates of the checkerboard. (a) Before matching. (b) After matching.

Fig. 10. Corners of the checkerboard.
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Fig. 11. (Color online) Corner coordinates of the checkerboard in a 2D plane. (a) Before matching. (b) After matching (RMS 0:7mm).

Fig. 12. (Color online) Measurement result for a more complicated object. (a) 3D geometry from the left-hand camera. (b) 3-D geometry
obtained from the right-hand camera. (c) Before matching, two geometries rendered in the same scene. (d) After matching, two geometries
rendered together. (e) After matching, two geometries rendered from another viewing angle. (f) After matching, two geometries rendered in
wireframe mode.
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mial functions of absolute phase to represent the
transformation for each measurement point for
y and z coordinates. For x coordinates, the simple
translation and scaling of x-axis coordinates was
sufficient. These functions were calibrated by mea-
suring a flat red and blue checkerboard. For our sys-
tem, experiments demonstrated that the proposed
method can successfully match the measurement re-
sults from different cameras for an arbitrary object
with high accuracy (approximately RMS 0:7mm
when the single-camera–projector system measure-
ment error is 0:3mm).
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