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ABSTRACT

This work is motivated by an experiment of microbubble transport in a polymer microfluidic gas generation device where coalescence-
induced detachment exhibits. We numerically study three-dimensional microbubble coalescence using the graphics processing unit accelerat-
ing free energy lattice Boltzmann method with cubic polynomial boundary conditions. The focus is on the coalescence-induced microbubble
detachment (CIMD) in microfluidics. From the experimental observation, we identified that size inequality between two-parent bubbles and
the size of the father (large) bubble are key factors to determine if a CIMD will occur. First, the analytical relationship between equilibrium
contact angle and dimensionless wetting potential and experimental results of coalescence with and without CIMD are employed for the ver-
ification and validation, respectively. From eighteen experimental and computational cases, we derive a new criterion for CIMD: CIMD
occurs when the two-parent bubbles are (nearly) equal with a relatively large radius. The underlying mechanism behind this criterion is
explored by the time evolution of the velocity vector field, vorticity field, and kinetic energy in the entire coalescence. It is found that the sym-
metric capillary force drives the formation of vertical flow stream to the horizontal alignment of parent bubbles and the blockage of the
downward stream due to the solid interface promotes the intensity of the upward stream. Meanwhile, large-sized parent bubbles transfer a
large amount of kinetic energy from the initial free surface energy, which is essential to lead a CIMD in the post-coalescence stage. Such a
new criterion is expected to impact the design and optimization of microfluidics in various applications.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0043155

I. INTRODUCTION

Microbubble detachment is a common phenomenon in many
industrial and medical processes, such as electrochemical reaction in
microchannel,1,2 thermal management of semiconductor,3,4 self-
cleaning for membrane biofouling,5,6 and microbial colonization of
dental surface,7,8 to name a few. In general, external energy input and
internal motion are two major mechanisms to drive the bubble detach-
ment from a surface. External energy through heat transfer,9 acoustic
effects,10 and light irradiation11 causes the growing of microbubbles
and further detaching from the surface. This type of detachment
research has been on the phenomena of bubble detachment in specific
industrial systems12 and the optimization to balance between

detachment and unclogging.3,13 Whereas bubble detachment due to
internal motion, e.g., microbubble coalescence,14 is more fundamental
for exploring the underlying physics of bubble dynamics to support
the design and fabrication of microfluidics with various applications.
There have been efforts to reveal the effects of surface conditions,15–18

initial conditions, and radius inequality19,20 on the coalescence-
induced droplet detachment. However, the mechanism of coalescence-
induced microbubble detachment (CIMD) has been rarely addressed
due to the fact that CIMD occurs extremely fast. The process of micro-
bubble coalescence, from two (or more) touched parent microbubbles
with their diameters from 10�3 to 10�6 m to eventually one single
child bubble with a minimal surface area, takes a few hundreds of
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microseconds.21 A CIMD occurring at the last stage of the coalescence
lasts only dozens of microseconds. Experimental investigation for such
a fast activity requires sophisticated equipment, like an advanced fast
camera with one million frames per second and microsecond exposure
time. Therefore, experimentation of microbubble coalescence is usu-
ally more focused on the early stage of microbubble coalescence, i.e.,
neck growth.22 Whereas numerical simulation can be amenable to
reveal the underlying physics related to the entire coalescence process,
including CIMD through parameterization and classification.

The kinetic-based lattice Boltzmann method (LBM) has emerged
for simulating a broad class of complex flows including pore-scale
porous media flow,23 multiphase/multicomponent flows,24 combus-
tion,25 turbulence,26 and others.27 Comparing with the Navier–Stokes
solvers, the main advantages of the LBM for this work are its amena-
bility for modeling the intermolecular interactions at the two-phase
interface to recover the appropriate multiphase dynamics without
demanding computation cost and its suitability for scalable Graphics
Processing Unit (GPU) parallelization28 to achieve fast computation.
In the past three decades, several multiphase models using the LBM
have been developed, including the color fluid model,29 the pseudo-
potential model,30 the interface tracking model,31 the free energy
model,32 and the entropic LBM.33 When a multiphase flow involves a
large density ratio of liquid vs gas as well as a solid–liquid–gas inter-
face, such as CIMD in the current study, the LBMmodels may become
problematic. The major challenge is to overcome the numerical insta-
bility due to the occurrence of a parasitic current, a small-amplitude
artificial/nonphysical velocity field arising from an imbalance of dis-
cretized forces across the interface. In general, in order to pursue a low
parasitic current, either the accuracy of the contact angle in a certain
region or the density ratio between two fluids has to be compromised.
For example, insufficient accuracy at small, medium, and large contact
angles has been reported when the pseudo-potential model,34,35 the
color fluid model,36 and the free-energy based model37,38 were
employed, respectively. The interface tracking model31 can cover the
full range of the contact angle but is limited to a low-density ratio of
two fluids.39,40 Detail discussions about these models are referred to in
Huang's book.41 To overcome the drawbacks, the Lee group integrated
the interface tracking and free energy models with the cubic polyno-
mial boundary conditions.42 This approach has been continuously
developed and refined in the last 10 years.43,44 It has been demon-
strated that this approach has eliminated the parasitic current without
a compromise of inaccurate contact angle,44,45 which well fits the need
of the current study.

The current work is part of the continuous efforts21,46,47 to reveal
the underlying physics of microbubble coalescence to support the
design and optimization of microfluidics where microbubbles are
involved. Motivated by a recent experimental observation21 in the
microbubble coalescence inside a polymer microfluidic gas generation
device that CIMD occurs in some cases but not in others, we intend to
explore the key factors that lead to CIMD and the corresponding
mechanisms behind it. As the six experimental cases evidenced that
CIMD occurs when the parent bubbles are equal-sized with a relatively
large radius, we divided the study into three steps. First, we extend the
in-house 2D GPU-parallelized LBM code to 3D flow involving the
three-phase interaction among gas, liquid, and solid. Validations are
carefully conducted via comparisons with analytical solutions and
experimental results. Then, we perform a parametric study by

simulating 12 cases. Together with the six experimental cases, we
derived a new criterion for the occurrence of CIMD. At last, we
explore the driving mechanism behind the CIMD and understand
why the two conditions are needed.

The remainder of the paper is organized as follows. Section II for-
mulates the lattice Boltzmann modeling for two-fluid flows and solid-
fluid–gas interface. The experimental data and computational setup,
validation, and numerical results are presented in Sec. III. Finally, Sec.
IV provides a summary of the paper.

II. LATTICE BOLTZMANNMETHOD FOR TWO-FLUID
FLOWS ON A SOLID SURFACE

The formulation of the LBM for two-fluid flows on a solid surface
consists of (1) governing equations, (2) lattice Boltzmann equations
(LBEs), and (3) boundary conditions on a solid surface. The first parts
have been presented in Ref. 24. Thus, we concisely introduce the main
ideas and major equations here for the completion of this paper. The
focus is on the introduction of the treatment of the solid surface to the
two-fluid flow as a boundary condition. The two-fluid flow can be
liquid–gas and liquid–liquid, involving bubbles and/or droplets. In our
study, we refer to liquid–gas flows.

A. Governing equations of two-fluid flows

Two-fluid flows are governed by continuity, pressure evolution,
and momentum equations. A diffuse interface is applied to separate
gas and liquid as the modeling of the two-fluid flows; thus, the conti-
nuity equation can be written as the Cahn–Hilliard equation,48 result-
ing in the following governing equations:

@C=@t þ u � rC ¼ r � ðMrlÞ; (1)

@p1=@t þ qc2sr � u ¼ 0; (2)

qð@u=@t þ u � ruÞ ¼ �rp1 þ Crlþr � gðruþ ðruÞTÞ; (3)

with Mð> 0Þ the mobility, C the composition, l the chemical poten-
tial, and p1 the dynamic pressure.49 The chemical potential is formu-
lated as l ¼ l0 � jr2C by minimizing the free surface energy on the
two-fluid interface,

Wb ¼
ð
V

�
E0ðCÞ þ j

2
jrCj2

�
dV ; (4)

through the calculus of variations,50 in which l0, E0, and j are the clas-
sical part of the chemical potential, bulk energy, and gradient parame-
ter, respectively. In the vicinity of the critical point, van der Waals
equation of state is simplified51 for the interface thickness and
surface tension at equilibrium and the energy E0 is formulated as
E0 ¼ bC2ðC � 1Þ2,52 with b a constant. Thus, l0 ¼ @E0=@C
¼ 2bCðC � 1Þð2C � 1Þ. In an interface at equilibrium, the interface
profile is CðzÞ ¼ 0:5þ 0:5tanhð2z=DÞ, where z is the distance normal
to the interface and D is the numerical interface thickness, which is
chosen based on accuracy and stability. Given D and b, one can com-
pute the gradient parameter j ¼ bD2=8 and the surface tension
r ¼ ffiffiffiffiffiffiffiffi

2jb
p

=6. The total pressure P is the sum of dynamic pressure p1,
the thermodynamic pressure p defined by p ¼ C@E0=@C � E0
¼ bC2ðC � 1Þð3C � 1Þ, and the pressure caused by the curvature
�jCr2C þ jjrCj2=2, i.e., P ¼ pþ p1 � jCr2C þ jjrCj2=2.
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B. Lattice Boltzmann equations for two-fluid flows

The LBE (before the time discretization) for the two-fluid flow is
given as follows:44

@fa=@t þ ea � rfa ¼ �ðfa � f eqa Þ=kþ 3
c2
ðea � uÞ � Ff eqa ; (5)

where Fð¼ rp�rp1 þ CrlÞ is the intermolecular force between
liquid and gas on the interface, fa is the particle distribution function
with discrete molecular velocity ea along the a-th direction, and k is
the relaxation time related to the kinematic viscosity � ¼ c2k=3.
The equilibrium distribution function is defined as f eqa ¼ qxa½1
þ3ðea � uÞ=c2 þ 9ðea � uÞ2=ð2c4Þ � 3u2=ð2c2Þ�, where xa is the
weight associated with a particular discretized velocity ea, q and u are
macroscopic density and velocity, respectively, and c ¼ dx=dt ¼ 1 in
lattice units (i.e., dt ¼ dx ¼ 1).

Defining a new particle distribution function ga ¼ fac2=3
þðp1 � qc2=3ÞCað0Þ in which CaðuÞ ¼ f eqa =q and taking the total
derivative Dt ¼ @t þ ea � r of ga and along with characteristics over
the time step dt result in

�g aðxþ eadt; tþdtÞ
¼ �g aðx; tÞ�

1
sþ0:5

ð�g a��g eqa Þjðx;tÞ

þðea�uÞ � 1
3
dtrMDqc2ðCaðuÞ�Cað0ÞÞ�CdtrMDlCa

� �����
ðx;tÞ

;

(6)

where rMD and rCD are referred to as mixed difference approxima-
tion and central difference approximation, respectively,44 and
sð¼ k=dtÞ is the non-dimensional relaxation time.

The hydrodynamic pressure and momentum are the zeroth and
first-order moment of �g a, computed as p1 ¼

P
�g a þ dt

6 u � rCDqc2

and qu ¼ 3
c2
P

ea�g a � dt
2 CrCDl.

For the transformation of composition C, a second distribution
function is introduced in a simple format of ha ¼ ðC=qÞfa and
heqa ¼ ðC=qÞf eqa . Similarly, taking the total derivative Dt of ha yields

�haðx þ eadt; t þ dtÞ ¼ �hðx; tÞ �
�ha � �h

eq
a jðx;tÞ

sþ 0:5
þ dtðea � uÞ

� rMDC � 3C
qc2

ðrMDp1 þ CrMDlÞ
� �

� Cajðx;tÞ þ dtMr2lCajðx;tÞ: (7)

The composition C is the zeroth-order moment of �ha computed as
C ¼ P

a
�ha þ 0:5dtMr2l. The density q and the dimensionless relax-

ation frequency (1=s) are taken as linear functions of the composition
by qðCÞ ¼ Cq1 þ ð1� CÞq2 and 1=sðCÞ ¼ C=s1 þ ð1� CÞ=s2.

C. Boundary conditions on a solid surface

Take the solid boundary effects into consideration for lattice
Boltzmann modeling of the gas–liquid gas flow. There are four differ-
ent types of boundary conditions as follows:

1. Unknown particle distribution functions at boundary nodes are
obtained from the bounce-back scheme, i.e., gaðxs; tÞ ¼ gaðxf ; tÞ

and haðxs; tÞ ¼ haðxf ; tÞ; xs is the node on the boundary,
xf ¼ xs � eadt is the node in the fluid.

2. The boundary for r/ is applied to prevent unphysical mass and
momentum transfer through the boundary nodes. / is a macro-
scopic variable such as p1, C, and l. The no flux condition is pre-
sented as ea � r/js ¼ 0. After discretizing the no flux condition,
it can be simplified as /ðxs þ eadtÞ ¼ /ðxs � eadtÞ; /ðxs
þ 2eadtÞ ¼ /ðxs � 2eadtÞ, where the points ðxs þ eadÞ; ðxs
þ 2eadÞ are in the fluid domain, the points ðxs � eadÞ;
ðxs � 2eadÞ are out of the fluid domain.

3. The boundary for r2l ensures no mass flux in the normal direc-
tion of the solid wall, i.e.,

n � rljs ¼ 0: (8)

4. The boundary for r2C can be derived from minimizing the free
surface energy

Ws ¼
ð
S
ð/0 � /1Cs þ /2C

2
s � /3C

3
s þ � � �ÞdS (9)

caused by the interactions between the liquid–gas interface and
solid surface. Minimizing the total energy by calculus of varia-
tions50 leads to

n � rCjs ¼ dWs=dCs; (10)

where n is the unit vector in the normal direction of the solid
wall. Retain higher-order terms in Ws can avoid numerical insta-
bility. Hence, the cubic boundary condition is selected42 in this
work. To construct a cubic boundary condition, the parameters
in Eq. (9) can be selected as /0 ¼ /1 ¼ 0; /2 ¼ 1=2/c, and
/3 ¼ 1=3/c, where /c is a constant to be determined.44 Thus,
the condition for the solid wall, i.e., Eq. (10) can be simplified as

n � rCjs ¼ �/c

j
ðCs � C2

s Þ; (11)

where /c ¼ Xc
ffiffiffiffiffiffiffiffi
2bj

p
. Here Xc is the wetting potential which

related to the contact angle a, i.e., Xc ¼ cos a.

III. STUDY OF COALESCENCE-INDUCED
MICROBUBBLE DETACHMENT IN A MICROFLUIDIC
CHANNEL
A. Experimental data and computational setup

The experiment to study microbubble transport was carried out
inside a polymer microfluidic gas generation device, fabricated by
aligning and sequentially stacking/thermophoresis bonding multiple
layers of patterned polystyrene (PS) film,53 as shown in Fig. 1(a).
Figure 1(b) schematizes the cross-sectional view of the device.
Hydrogen peroxide (H2O2) enters the inlet and performs a catalytic
decomposition producing water (H2O) and oxygen (O2) on the layer
of Pt catalyst. The oxygen bubbles travel from left to right, driven by
imbalanced capillary force due to unequal channel heights, and then
trapped at the gas vent through a membrane. Right before the gas
vent, the inner walls of the microchannel change from hydrophilic to
hydrophobic surfaces, whereas water, driven by the moving bubbles,
leaves at the outlet. The coalescence event was captured by high-speed,
high-resolution synchrotron x-ray microscopy at beamline 32 ID-B of
the Advanced Photon Source at the Argonne National Laboratory
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from the cross-sectional view of the reaction microchannel of the
microfluidic gas generator device. In this experiment, 30% hydrogen
peroxide (H2O2) was used as a reactant solution. The catalytic reaction
is triggered by contacting the Pt catalyst, and H2O2 produces water
(H2O) and oxygen (O2). Microbubbles are adhesion on the Pt catalyst
with 36�. As shown in Fig. 1(c), the phase contrast image captured by
the high-speed camera at a frame rate of 100 kHz (10 ls/frame) clearly
shows the profiles of microbubbles and other substances with 2lm
pixel size; the height of the channel is 144 lm; the detailed description
of the design, fabrication, and imaging acquisition of the experiment is
referred to as published papers.21,53

Eight archived videos of bubble transport recorded from the
experiment are available for this study. We identified six cases clearly
showing the unequal-sized bubble coalescence. We use ImageJ to mea-
sure the radii and locations of the initial bubbles and coalescing bub-
bles. The density and viscosity of oxygen and hydrogen peroxide are
qO2

¼ 1:3kg=m3; qH2O2
¼ 1060kg=m3; gO2

¼ 1:92� 10�5 kg=ðmsÞ;
gH2O2

¼ 1:06� 10�3 kg=ðmsÞ, respectively.
Concurrent numerical simulation is conducted in a 3D domain

schematized in Fig. 2. Two-parent oxygen bubbles (shaded) are
aligned along the Z-direction and placed on the X–Z plane at Y¼ 0,

where the solid interface is located in the hydrogen peroxide solution.
The radii and center locations of the father (larger) and mother
(smaller) bubbles are rF, rM, OF, and OM, respectively. The coalesced
child bubble (red circle) with minimal surface area sits at Oe with a
radius of Re. We define the size inequality c as the radius ratio of father
vs mother bubbles, i.e., c ¼ rF=rM . The length of the channel is L, which
is determined by the size of microbubbles and varies from 100lm to
264 lm. And the width of the channelW is the same as the length fixed
at 144 lm. The six cases identified from the experiment are seen in
Table I. The equilibrium contact angle is set as 36� for all the cases.

We impose periodic boundary in x and z directions. In y-
direction, the no-slip boundary condition is used on the top wall; thus,
the unknown particle distribution functions at the wall nodes are
obtained from the bounce-back scheme. On the bottom wall where
the solid–gas–liquid interface locates, the macroscopic variables in the
solid are assumed to take the mirror image of in the fluid reflecting no
flux at the interface, i.e., /ðxs þ eadtÞ ¼ /ðxs � eadtÞ;/ðxs þ 2eadtÞ
¼ /ðxs � 2eadtÞ, which / can be any of the physical variables,
including composition C, pressure p1, and chemical potential l.

To capture the 3D coalescence process with CIMD, which is time
demanding, we extended the 2D LBM code (with no solid phase
involved) developed in our previous study46 to 3D with a solid interface
and implemented Compute Unified Device Architecture (CUDA) paral-
lelization on Intel Broadwell E5–2683 v3@ 2.30GHz and NVIDIA Tesla
P100 with optimization. Table II exhibits the GPU acceleration with five
different spatial resolutions. Here we use Million Lattice Updates Per
Second (MLUPS) to indicate the computation performance.

It is noticed that the acceleration is much less significant than
those we have achieved in our other projects23,54,55 due to the much
more complicated LBEs in the current two-phase flow. Nevertheless,

FIG. 1. (a) A picture of the fabricated polymer microfluidic gas generation device.
(b) Schematics of the cross-sectional view of the device. (c) Phase-contrast image
of bubble transportation.

FIG. 2. Schematics of 3D simulation for the coalescence of two micro-oxygen bub-
bles (shaded) toward a coalesced bubble (red circle) in a hydrogen peroxide solu-
tion in a cuboid domain.

TABLE I. Parameters of the initial setups in the experimental cases.

CaseNo: 1 2 3 4 5 6

rF lmð Þ 19 24 39 43 55 62
c 1.27 1.41 1.34 1.72 1.06 1.82
OF ðlm;lm) (69, 15) (80, 18) (59, 35) (71, 37) (186, 39) (88, 50)
OM ðlm; lmÞ (33, 13) (37, 15) (127, 21) (137, 21) (78, 44) (185, 26)
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the GPU parallelism has significantly reduced the computation time. It
has already accelerated more than 1400 times compared with serial
code. In the majority resolution of this parametric study 220� 120
�220, the wall-clock time of each job is reduced from 43days (without
GPU parallelism) to 0.5h (with GPU parallelism). It has already signifi-
cantly enhanced our research capability for this study.

B. Convergence check and verification

Convergence check to find an appropriate spatial resolution and
verification to demonstrate the accuracy of the computation are done
concurrently in what follows. As shown in Fig. 3, a half-sphere bubble
(in gray) with radius R ¼ 60 lm and contact angle a ¼ 90� is initially
sitting on the solid wetting surface. Due to the unbalanced capillary
force, the bubble will evolve toward an equilibrium state with an
expected contact angle aeq ¼ 60� determined by the wetting potential
Xc for /c in Eq. (11). The simulated contact angle, corresponding to
the tangent direction of a contour line (black line) with contour level
C¼ 0.5 to the solid surface at the three-phase contact point, can be cal-
culated by Eq. (12). The height of the highest liquid–gas interface a
and the length of the contact line of the bubble on the solid surface b
are measured when the bubble reaches the final equilibrium state,

aeq ¼ 2arctan
b
2a

� �
: (12)

We now vary the spatial resolution from 44� 24� 44 to
264� 144� 264 with six different levels in between and calculated the

simulated aeq at each resolution. In Table III, the accuracy (the fourth
column) is expressed by the relative error of simulated to expected aeq,
whereas the convergence (the fifth column) represents the relative dif-
ference between the two successive resolutions. To balance the compu-
tational cost and accuracy need, we select the spatial resolution of
220� 120� 220, as both the accuracy and convergence are smaller
than 1%, to conduct the remaining study unless otherwise indicated.

Next, we vary the expected aeq by changing the wetting potential
Xc for /c in Eq. (11) and further demonstrate the accuracy of LBM
simulation. Maintaining the same initial geometrical conditions and
the physical parameters as those in Fig. 3 except the wetting potential,
we vary the expected aeq from 40� and 150� and simulate the aeq corre-
spondingly. In Fig. 4(a), the line shows the analytical relationship
between the expected contact angle and the wetting potential Xc. The
corresponding simulated equilibrium contact angles are marked as
dots. The nearly identical contact angles demonstrate the reliability of
the numerical simulation. Meanwhile, we plot the contour lines of
C ¼ 0:2; 0:5; 0:8 vertical to the solid surface from the simulation in
Figs. 4(b) and 4(c) for aeq ¼ 150� and aeq ¼ 45�, respectively. The
analytical equilibrium bubble shape is well aligned with the simulated
bubble shape in each case, further confirming the reliability of the
free-energy based LBM with cubic boundary conditions.

C. A new criterion of CIMD in a 3D microfluidic
channel

From the six experimental cases shown in Table I, there are two
distinct phenomena in the late stage of the bubble coalescence—with

TABLE II. GPU acceleration comparing with the CPU serial performance. The last
column is a comparison of parallel vs serial wall-clock time for the entire process of
coalescence. MLUPS stands for Million Lattice Updates Per Second. Hardware: Intel
Broadwell E5-2683 v3@ 2.30 GHz and NVIDIA Tesla P100 GPU.

Resolution
GPU parallel
(MLUPS)

Serial
(MLUPS) Speed-up

Parallel vs
serial (hour)

88� 48� 88 181 0.13 1428 0.02/29
132� 72� 132 176 0.11 1653 0.08/132
176� 96� 176 200 0.11 1758 0.25/439
220� 120� 220 211 0.10 2110 0.50/1055
264� 144� 264 206 0.10 1994 1.25/2492

FIG. 3. Schematics of the evolution of the bubble angle contact from initially 90� to
finally aeq. The expected aeq is 60� based on the selected wetting potential Xc for
/c in Eq. (11) and the simulated a

eq is calculated from Eq. (12).

TABLE III. Concurrent convergence and validation check through an expected
aeqð¼ 60�Þ.

Resolution
Simulated

aeq
Expected

aeq
Accuracy

(%)
Convergence

(%)

44� 24� 44 53.00 60 11.67
88� 48� 88 56.88 5.20 6.82
132� 72� 132 58.10 3.17 2.10
176� 96� 176 59.22 1.30 1.89
220� 120� 220 59.58 0.70 0.60
264� 144� 264 59.84 0.27 0.43

FIG. 4. (a) The comparison of the relationship between equilibrium contact angle
and dimensionless wetting potential between analytical solution (solid line) and
numerical results (dots). (b) and (c) The comparisons of the simulated equilibrium
bubble profiles (black solid lines) of the bubble vertical to the solid surface with the
analytical shape (red dots) at aeq ¼ 150� and aeq ¼ 45�, respectively.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 33, 043320 (2021); doi: 10.1063/5.0043155 33, 043320-5

Published under license by AIP Publishing

https://scitation.org/journal/phf


and without CIMD. The CIMD only occurs in case 5 and only be seen
in the movie taken from the experiment. In the snapshots of the plane
pictures, the CIMD is blocked by the small bubbles adjacent to the
solid interface. To demonstrate the with/without CIMD behavior, we
numerically simulated the complete processes of bubble coalescence
for cases 5 and 6 with the initial parent bubble settings as close as pos-
sible to the experimental environments, respectively. Figure 5 shows
the time evolution of bubble coalescence from two attached bubbles
initially to a single child bubble with and without CIMD in (a) case 5
and (b) case 6, respectively. It is noted that the small bubbles seen in
the images (bottom row in each case) have no contacts to the coalesc-
ing bubbles, and thus no influences on the coalescence process. The
overlapping was due to the imaging view in the experiment. In each
case, six snapshots at representative time instants for both experiment
and computation show the corresponding coalescing bubbles in the
simulation (top row) and experiment (bottom row). The simulation
results with (a) and without (b) CIMD are in good agreement with the
experimental measurement, which demonstrates the reliability of our
computation model. Additionally, the uniqueness of case 5 includes
nearly unit size inequality and a relatively large radius of the father
bubble. Hence, hypothesize CIMD occurs when the two-parent bub-
bles are equal and with relatively large size. Due to the fast coalescence
and uncontrollable bubble size in the experiment, we use the validated
LBM simulation to test the hypothesis and derive a criterion, if it
exists, for CIMD.

We extend Table I with six experiment cases to Table IV with a
total of 18 cases by adding 12 computational cases. The 18 cases vary c
from 1 to 3, rF from 19lm to 62lm, and rF=H from 0.13 to 0.43
Among the 18 cases, cases 10, 14, and 17 ended with CIMD, of which
the first two are from computation, and the third one was from the
experiment. These three cases meet the conditions of the (nearly) unit
c and relatively large, rF=H (0.27 and beyond). Those cases with the
unit c but relatively small, rF=H (0.25 and below), i.e., cases 3 and 7,
do not have CIMD, whereas the other cases with relatively large, rF=H

(0.27 and beyond), but non-unit c, i.e., cases 11, 12, 13, and 15–18, do
not develop CIMD either. Figure 6 shows the phase diagram of rF=H
vs c in the ranges of 0:13� 0:43 vs 0� 3, respectively. Cases with
CIMD are marked as dots. It is confirmed that CIMD occurs when
parent bubbles are (nearly) equal (c � 1) with relatively large father
radius (rF=H > 0:27, i.e., rF > 40lm). This criterion for CIMD is

FIG. 5. Time evolution of bubble coalescence at six representative time points of (a) case 5 and (b) case 6, corresponding to with and without CIMD, respectively, from simula-
tion (top row) and experiment (bottom row).

TABLE IV. A total of 18 cases are studied to test the hypothesized criterion of
CIMD. Cases marked with � are from experiment and the remaining are from compu-
tation. Three cases (10, 14, and 17) exhibit CIMD.

CaseNo: rF lmð Þ rF=H c Occurring of CIMD

�1 19 0.13 1.27 No
�2 24 0.17 1.41 No
3 30 0.21 1.00 No
4 1.93 No
5 3.13 No
6 36 0.25 1.00 No
7 2.00 No
8 3.00 No
�9 39 0.27 1.34 No
10 42 0.29 1.00 Yes
11 1.95 No
12 2.92 No
�13 43 0.30 1.72 No
14 48 0.33 1.00 Yes
15 2.00 No
16 3.07 No
�17 55 0.38 1.06 Yes
�18 62 0.43 1.82 No
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consistent with the observation of bubble detachment driven by heart
transfer (external energy).56

D. Underlying mechanisms behind the criterion
of CIMD

After the hypothesis is confirmed, a pertinent question about
why CIMD occurs when parent bubbles are (nearly) equal with a rela-
tively large father radius arises. In this section, we aim to address this
question by exploring the underlying physics behind CIMD from the
following two aspects.

1. Unequal- vs equal-sized bubble coalescence
with same father bubble radius

In Fig. 7, we compare the time evolution of the instantaneous
velocity vector fields on the vertical (X–Y) plane at the center of the
bubble in the Z-direction at (1) early (top row), (2) intermediate (mid-
dle row), and (3) late (bottom row) stages of coalescence between
unequal (left column, c ¼ 1.94) and equal (right column, c ¼ 1.0) ini-
tial parent bubbles. The color map represents the level of the velocity
magnitude. The radius of the father bubble is the same, i.e., rF ¼ 48
lm or rF=H ¼ 0:33, in the two cases. The distinct evolution of the
velocity field illustrates why CIMD occurs in equal bubble coalescence
but not in the unequal case. The coalescence process of the unequal-
sized case (left column of Fig. 7) is described as follows. At the early
stage (a-1), right after the neck bridge is formed, the father and mother
bubbles have unbalanced capillary force due to their different curva-
tures, larger at the mother bubble side than the father bubble side.
Two opposite but unequal flow streams squeeze at the neck area and
induce a pair of unequal flow stream vertical to the neck interface,
which tends to flatten the neck bridge. When the neck bridge becomes
flattened at the intermediate stage (a-2), forming a single child bubble,
the top neck bridge is disappeared, and the mother bubble is detached.
Big kinetic energy is supplied to push the low part of the mother bub-
ble toward the father bubble. At the late stage (a-3), when the child
bubble oscillates till a minimal area reaches, the kinetic energy spreads

in the entire field, and the bubble sticks on the solid interface. In the
case of the equal-sized case (right column of Fig. 7), the evolution of
the velocity vector field clearly illustrates why and how the CIMD is
developed. At the early stage (b-1), due to balanced capillary forces
from equal-sized bubbles, two balanced flow streams squeeze from the
opposite direction and push the fluid leaving from the top and bottom
neck bridge. At the intermediate stage (b-2), the top neck bridge disap-
pears. Two strong horizontal flow streams continue to squeeze and
push the fluid to leave vertically. Due to the blockage of the downward
stream caused by a solid surface, the intensity of upward streams is
promoted. A pair of vortices symmetric to the vertical centerline is
formed. At the late stage (b-3), the pair of the symmetric vortices con-
tinues to drive the fluid moving upward, leading to the detachment of
the bubble. Figure 8 exhibits the time evolution of the instantaneous
vorticity fields on the same plane and at the same time stages. On the
left, symmetric and paired vortices appear at the early stage (a-1). Still
pairs of vortices are inclined along either northwest to southeast or
southwest to northeast, parallel or vertical to the tangential direction
of the neck bridge. At later stages (b) and (c), no mechanism drives
the single bubble to move upward, whereas in the equal-sized case on
the right, paired and symmetric vortices continue to drive the fluid
moving vertically away from the gas–fluid interface all the time. Due
to the blockage of the downward flow stream, the upward stream
dominates and causes bubble detachment at the end of the coalescence
process. Overall, the CIMD occurs due to the symmetric properties,
including the capillary forces, kinetic energy, and vortices.

FIG. 6. Phase diagram of rF=H vs c. CIMDs (dots) only appear at the left-top cor-
ner, corresponding to rF=H > 0:27 and c � 1.

FIG. 7. Comparison of the time evolution of the instantaneous velocity vector fields
on the vertical (X–Y) plane at the center of the bubble in the Z-direction at (1) early
(top row), (2) intermediate (middle row), and (3) late (bottom row) stages of coales-
cence between (a) unequal (left column, c ¼ 1.94) and (b) equal (right column,
c ¼ 1.0) initial parent bubbles. The color map represents the level of velocity mag-
nitude and the radius of the father bubble is rF ¼ 48 lm or rF=H ¼ 0:33 for both
cases.
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2. Small vs large radius of equal-sized parent bubbles

To understand why the CIMD occurs when the radius of the
equal-sized parent bubbles is relatively large, we look into the develop-
ment of the total kinetic energy for the coalescence process. As shown
in Fig. 9, four equal-sized (c ¼ 1.0) cases are included with different
radii, rF¼ 48 lm, 42lm, 36lm, and 30lm corresponding to case #
14, 10, 6, and 3 in Table IV, respectively. The total kinetic energy is
normalized by the initial free surface energy contributed by the liquid-
gas interface, Eq. (4) forWb, and solid–liquid–gas interface, Eq. (9) for
Ws and the evolution time is normalized by the inertial timescale
ti
� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qhr
3
F=r

p 	
. The CIMD appears in the cases with the relatively

large size cases (solid lines) but not in relatively small size cases
(dashed lines). The kinetic energy development follows the same ten-
dency in either with or without CIMD bubble coalescence. Initially,
the two touched parent bubbles are static with zero kinetic energy. The
coalescence is initiated due to the surface tension, converting the free
surface energy to kinetic energy. At this early stage of coalescence,
inertia dominates, resulting in an increase in kinetic energy till a peak
at about the inertial timescale (t¼ ti). Then, kinetic energy decays due
to the viscous dissipation till the end of the coalescence. The difference
between with and without CIMD is the amount of kinetic energy
transferred from the initial free surface energy. Figure 9 implies that
the CIMD occurs when the kinetic energy is large enough, i.e., more

FIG. 8. Comparison of the time evolution of the instantaneous vorticity fields on the vertical (X–Y) plane at the center of the bubble in the Z-direction at (1) early (top row), (2)
intermediate (middle row), and (3) late (bottom row) stages of coalescence between (a) unequal (left column, c ¼ 1.94) and (b) equal (right column, c ¼ 1.0) initial parent bub-
bles. The color map represents the level of vorticity magnitude and the radius of the father bubble is rF ¼ 48 lm or rF=H ¼ 0:33 for both cases.

FIG. 9. Time evolution of the total kinetic energy (K:E:) of the flow domain in the entire
coalescence process. Four equal-sized (c ¼ 1.0) cases with different radii, rF¼ 48 lm,
42lm, 36lm, and 30lm, are involved, corresponding to case # 14, 10, 6, and 3,
respectively, in Table IV. Solid line: with detachment; dashed line: without detachment.
Wb and Ws are free surface energy of liquid–gas interface and solid–liquid–gas inter-

face, respectively, derived from Eqs. (4) and (9). ti


¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qhr

3
F=r

q �
is the inertial

timescale.
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than 1.5% of the initial free energy. The detachment occurs when
2:5 < t=ti < 3:0 in the large size cases. The large size cases can reserve
enough kinetic energy to drive the detachment in the post-coalescence
stage after the energy decay. This analysis explains why the CIMD
does not occur in the small size cases (dashed lines in Fig. 9).

IV. CONCLUSION AND DISCUSSION

We have systematically studied the bubble coalescence in a 3D
microfluidic channel with and without CIMD combining the experi-
mental observation and numerical parameterization. A new criterion
for the occurring of CIMD has been derived from 18 experimental
and computational cases, varying the size inequality (the radius ratio
of father vs mother bubble) and the radius of the father bubble. The
in-house 2D GPU-parallelized LBM code for two-fluid flows has been
extended to 3D two-fluid flows on a solid surface. The interaction
among liquid, gas, and solid is modeled as the boundary conditions on
the surface. The GPU acceleration enables the massive parameteriza-
tion, from which the new criterion of CIMD is derived. Validations via
comparisons with analytical solutions and experimental results have
demonstrated the reliability of the computation. The new criterion is
that when the two-parent bubbles are nearly equal (c � 1) with a rela-
tively large radius, e.g., rF > 40lm; rF=H > 0:27, a CIMD is expected
at the end of the coalescence. The mechanisms behind this CIMD cri-
terion are explored. When the two-parent bubbles are (nearly) equal,
the two-fluid flow has symmetric properties along the horizontal
direction, including the capillary forces, kinetic energy, vortices, and
the flow is blocked at the solid surface, forming a flow streaming away
from the solid surface. When the kinetic energy of the flow stream is
large enough, the CIMD occurs. We will continue to study the various
effects on the CIMD criterion derived in this work. The near future
work includes the effects of initial on the CIMD. We expect the new
criterion will impact the design and optimization of microfluidics in
various applications.
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