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a b s t r a c t 

Solving image-based pore-scale flow and transport in porous materials is a mainstream of fundamental and in- 

dustrial research to reveal the pertinent physics in the field of hydrogeology, reservoir engineering, paper and 

filter engineering. This research discipline requires tremendous integration of multidisciplinary research areas of 

image processing, computational fluid modelling, and high-performance computing. The key challenge in pore- 

scale multi-phase flow simulation is the overwhelming computational expense. In this paper, we develop a new 

computational method that integrates GPU-accelerated volumetric lattice Boltzmann method (VLBM) with an 

upscaling scheme to solve the pore-scale two-phase flow at the centimetre-level length scales. The lattice Boltz- 

mann concept is employed to solve both the level-set equation for image segmentation and governing equations 

for multi-phase flow dynamics. The signed distance field solved from the level set equation is used to calculate 

the void volume ratio of each lattice cell, resulting in a seamless connection between image segmentation and 

computational fluid dynamics. The pore-scale porous materials upscaling is carried out through the average void 

volume ratio of the neighbouring cells. The algorithm is rigorously tested in three cases: contact angle test for 

droplets between two plates, co-current flow in a cylindrical tube, and the two-phase flow in a sandstone sample. 

For the sandstone sample, the porosity, void space topology, relative permeability and preferential flow channels 

are well retained after 8-times upscaling, while the computational time is dramatically decreased. 
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. Introduction 

Two-phase flow through porous materials is a common phe-

omenon encountered in the energy industry, e.g. reservoir engineering

 Ramstad et al., 2010 ), geological carbon storage ( Bruant et al., 2002 )

nd fluid flow in fuel cells cells ( Niblett et al., 2019 ). Given the advanced

omputational technologies, a very significant wealth of research has

een dedicated to pore-scale simulations to improve in-depth under-

tanding of the physics of fluids and enhance the predictive capabil-

ty ( Joekar-Niasar et al., 2012 ). Image-based experiments using optical

 Godinez-Brizuela et al., 2017; Karadimitriou et al., 2017 ) or X-ray imag-

ng ( Gao et al., 2017; Tracy et al., 2015; Yang et al., 2020 ) have provided

he opportunity to acquire the input data for pore-scale simulations and

lso to validate the pore-scale simulations of flow and transport prob-

ems ( Aziz et al., 2018; Joekar-Niasar et al., 2010 ). 

Pore-scale X-ray imaging, started back in 1991 ( Dunsmuir et al.,

991 ) allow characterisation of multi-phase flow and transport down to

0 nm resolution. However, the scarcity of experimental data is an in-
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vitable problem because experiments are usually time-consuming and

ostly and image processing is a very burdensome tedious task which in

ynamic cases can end of tens of TB data size ( Ramstad et al., 2010 ).

urthermore, the reproducibility of experiments at small scale samples

mm scale) is very challenging because of fluid contamination and seri-

us challenges in controlling the boundary conditions. Thus, performing

omputational simulations based on the digital images of porous mate-

ials or designed structures is an alternative technology to overcome the

forementioned experimental challenges. 

Pore-scale simulations started by pore-network modelling back in

956 by Fatt (1956) have simulated two-phase flow, transport and more

omplex phenomena such as electro-migration in porous materials ( An

t al., 2020; Bakke and Øren, 1997; Cornelissen et al., 2019; Hasan et al.,

019; Joekar-Niasar and Hassanizadeh, 2012; Xiong et al., 2016 ). Since

his method simplifies pore morphology to employ analytical expres-

ions for physics of flow and transport, it is computationally cheap but

annot resolve flow and transport in exact pore morphology. This bot-

leneck becomes crucial if the ratio of the porous medium length scale
0 
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Fig. 1. (a) The D3Q19 model for lattice Boltzmann equation. D3Q19 means 3 

dimensions and 19 directions. 𝑒 𝑖 ( 𝑖 = 0 − 18) is discrete molecular velocities in the 

19 directions. (b) A schematic representation of streaming and bounce-back in 

VLBM. Grey colour lines represent the particle population at time t . Blue solid 

lines represent the streaming part from upwind sites. Blue broken lines represent 

the bounce-back part. 
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o the pore size is very small (such as gas diffusion layer or papers which

re very thin). The second category of simulation methods referred to

he direct methods, use directly the images obtained from X-ray or op-

ical imaging. In these methods, two-phase flow through porous materi-

ls can be solved by variations of Stokes or Navier-Stokes equations ( An

t al., 2016; Taylor and Hood, 1973 ). Before the simulation, the spa-

ial dispersion for the pixels of void space can be realized based on the

nstructured mesh, which is usually composed of tetrahedrons ( Godine-

rizuela and Niasar, 2019 ). However, the natural porous materials typ-

cally have random and complex pore spaces, e.g. thin tips and small

solated space ( An et al., 2017a ). To avoid these challenging elements,

hey are usually smoothed in the previous literature ( Raeini et al., 2014 ).

oth segmentation and smoothing introduce non-negligible errors for

he characterization of porous materials, which can be crucial for im-

ibition and film flow processes. Directly converting the pixels of pore

pace to the structured mesh is a simple but effective way, which, how-

ver, needs more grid cells and increases the computational demand

 Ollivier-Gooch and Altena, 2002 ). 

Using a structured mesh will provide the advantage of avoiding

he smoothing procedure. Structured grids have been used in former

olume-of-fluid based finite volume simulations on the OpenFOAM plat-

orm to simulate two-phase flow in porous materials ( Raeini et al.,

012, 2014 ). A dynamic two-phase drainage simulation was reported

o take approximately 13 days for one Berea sample with a grid size

f 330 × 210 × 210 on a facility with 24 processors at a clock speed

f 2GHz ( Raeini et al., 2015 ). Lattice Boltzmann methods (LBM) are

lso suitable to simulate the complex flow in the complex structures

sing the structured grids because of their mesoscopic features ( Boek

nd Venturoli, 2010; Ferreol and Rothman, 1995; Genty and Pot, 2013;

asoodi and Pillai, 2012; Pan et al., 2004; Ramstad et al., 2010; Wang

t al., 2020; Zhao et al., 2016 ). Generally, LBM is a computationally de-

anding method. A single drainage simulation on 40 multiple computer

rocessors (CPUs) takes about 30 h for a Berea sample with grid size

56 × 256 × 256 ( Ramstad et al., 2012 ). Resulting from the properties of

igh-density calculation, the calculation speed of LBM can be effectively

mproved based on parallelization ( An et al., 2017b ). Furthermore, up-

caling the pore-scale image is also an effective way to accelerate the

alculation. Previous research shows that the simulation performance

cales roughly linear as long as the number of grid blocks per processor

s kept larger than 20,000 ( Raeini et al., 2015 ). However, the methodol-

gy to accurately characterise the two-phase flow using less lattice is a

hallenge not being addressed in computational physics of multi-phase

ow in porous materials. 

This paper bears three novel aspects that contribute to porous mate-

ials research area: 

(a) We improve the accuracy of structured mesh for the image-based

pore-scale two-phase flow simulation. Active contour equations

are solved to detect the solid boundaries, which is represented by

distance field. Combining with local refinement method, the ratio

of solid in each cell can be analyzed. In this schematic, the struc-

tured mesh is improved to have a more accurate representation

of the grey fluid-solid interfaces. 

(b) GPU-CUDA parallelization technology is used to accelerate the

calculations based on the proposed volumetric lattice Boltzmann

method (VLBM) for two-phase flow in porous materials. This

method is based on the classical Shan-Chan multi-component

multi-phase model ( Shan and Doolen, 1995 ). 

(c) A pore-scale upscaling method is proposed to reduce the num-

ber of lattice points. In this upscaling method, the average value

of specific neighbour grids is calculated to represent the occu-

pancy of solid and void space, which promotes the advantages of

VLBM and improves the computational efficiency of structured
mesh. 
. Computational methodology 

In this section, we introduce four different topics including volumet-

ic LBM used in our flow simulation, the level-set equation used in image

egmentation, GPU-parallelized LBM schematic and the pore-scale up-

caling algorithm. 

.1. Volumetric lattice Boltzmann method for two-phase fluid dynamics 

The lattice Boltzmann method is an alternative way to directly solv-

ng Navier-Stokes equations used in fluid dynamics and has ubiquitous

pplications in engineering. For an accurate description of the complex

olid-fluid interface, especially arbitrarily moving boundaries, single-

hase volumetric LBM ( Yu et al., 2014 ) was proposed based on the

3Q19 model. The D3Q19 model and responding discrete molecular

elocities 𝒆 𝑖 ( 𝑖 = 0 − 18) are shown in Fig. 1 a. For the typical node-based

BM, fluid is discretized to particle clusters and particles are allocated to

he binary nodes (usually structured grids) by ignoring the node volume.

s shown in Fig. 1 a, if we set 0 being the host, 1 − 18 are neighbours.

nlike the typical node-based LBM, the fluid particles are assumed to

ave volume and the density is uniform in each lattice cell in the VLBM.

LBM has been applied to the simulation of moving boundary model,

il flow in sandstone and blood flow in artery and choroid capillaries

 An et al., 2017a; 2017b; Yu et al., 2014; Gelfand et al., 2018; Wang

t al., 2015 ), all of which are single-phase flow governed by Eq. (1) . 

 𝑖 ( 𝒙 + 𝒆 𝑖 𝑡, 𝑡 + Δ𝑡 ) = 𝑛 𝑖 ( 𝒙 , 𝑡 ) − 

[
𝑛 𝑖 ( 𝒙 , 𝑡 ) − 𝑛 

𝑒𝑞 

𝑖 
( 𝒙 , 𝑡 ) 

]
∕ 𝜏 (1)

here n i ( x , t ) represents the particle population in cell x and time t ,

 

𝑒𝑞 

𝑖 
( 𝒙 , 𝑡 ) is the equilibrium particle population, index i is the prede-

ned direction of molecular motion same with previous introduction,

 𝑖 ( 𝒙 + 𝒆 𝑖 𝑡, 𝑡 + Δ𝑡 ) is the particle population after the one step evolution.

is a relaxation time in the BGK model, which is related to the kine-

atic viscosity as shown in Eq. (2) ( Guo et al., 2000 ). To improve the

umerical stability, multi-relaxation time can be adopted for the colli-

ion processor ( Premnath and Abraham, 2007 ). 

= 𝑐 2 
𝑠 
( 𝜏 − 0 . 5Δ𝑡 ) (2)

 𝑠 = 𝑐∕ 
√
3 (3)

here 𝑐 = Δ𝒙 ∕Δ𝑡 = 1 in lattice units by assuming unit values for lattice

ength Δx and time scale Δt. c s represents the sound speed in lattice

nites. 

The equilibria of particle population is based on the D3Q19 model,

o 𝑛 
𝑒𝑞 

𝑖 
follows Eq. (4) . 

 

𝑒𝑞 

𝑖 
( 𝒙 , 𝑡 ) = 𝑁𝜔 𝑖 

( 

1 + 

3 𝒆 𝑖 ⋅ 𝒖 
𝑐 2 

+ 

9( 𝒆 𝑖 ⋅ 𝒖 ) 2 

2 𝑐 4 
− 

3 𝒖 2 

2 𝑐 2 

) 

(4)
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 0 = 1∕3 , 𝜔 1−6 = 1∕18 , 𝜔 7−18 = 1∕36 (5)

here 𝜔 i is the weighting factors, N represents the macro-scale den-

ity by summarizing the particle population in all directions shown in

q. (6) , u is the velocity vector calculated using Eq. (7) . 

( 𝒙 , 𝑡 ) = 

𝑏 ∑
𝑖 =1 

𝑛 𝑖 ( 𝒙 , 𝑡 ) (6)

 ( 𝒙 , 𝑡 ) = 

𝑏 ∑
𝑖 =1 

𝒆 𝑖 𝑛 𝑖 ( 𝒙 , 𝑡 )∕ 𝑁( 𝒙 , 𝑡 ) (7)

The ratio of solid volume to lattice volume, ( 𝒙 ) , is considered in

he VLBM to more accurately express the complex solid boundaries in

he porous materials, compared with the binary grid ( An et al., 2017a ).

ith the consideration of volume concept in the VLBM, the solution of

q. (1) will differ, compared to the traditional node-based LBM. For a

igid boundary, the collision term is similar to the node-based LBM, as

hown in Eq. (8) . 

 

′
𝑖 
( 𝒙 , 𝑡 ) = 𝑛 𝑖 ( 𝒙 , 𝑡 ) − 

[
𝑛 𝑖 ( 𝒙 , 𝑡 ) − 𝑛 

𝑒𝑞 

𝑖 
( 𝒙 , 𝑡 ) 

]
∕ 𝜏 (8)

here 𝑛 ′
𝑖 
( 𝒙 , 𝑡 ) is the post-collision particle population. 

Although the collision operator in VLBM and node-based LBM are

imilar, streaming operation in VLBM is different from the node-based

BM due to the partial occupancy of solid/fluid in a grey boundary cell.

 

′′
𝑖 
( 𝒙 , 𝑡 + Δ𝑡 ) = [ 1 − ( 𝒙 ) ] ⋅ 𝑛 ′

𝑖 
( 𝒙 − 𝒆 𝑖 Δ𝑡, 𝑡 ) + ( 𝒙 + 𝒆 𝑖 ∗ Δ𝑡 ) ⋅ 𝑛 ′𝑖 ∗ ( 𝒙 , 𝑡 ) (9)

here 𝑛 ′′
𝑖 
( 𝒙 , 𝑡 ) is the post-streaming particle population, i ∗ represents

he direction opposite to the i th direction. In each evolution step,

he post-streaming particle population is updated after collision. As

artial occupation of fluid in the grey boundary cells, a fraction of

he fluid particles is transferred from the upwind neighboring cells,

 1 − ( 𝒙 ) ] ⋅ 𝑛 ′
𝑖 
( 𝒙 − 𝒆 𝑖 Δ𝑡, 𝑡 ) . When the particles stream to the downwind

ells, parts of them are bounced back if the downwind cells are not pure

uid cells, as shown in Fig. 1 b. The ratio of converted particles can be

alculated using ( 𝒙 + 𝒆 𝑖 ∗ Δ𝑡 ) ⋅ 𝑛 ′𝑖 ∗ ( 𝒙 , 𝑡 ) . Considering the partialstreaming

s the main highlight in the VLBM. 

To extend the VLBM to two-phase flow, the classic multi-component

ulti-phase Shan-Chen LBM model ( Shan and Doolen, 1995 ) is adopted

n this paper as it is computationally efficient. More complex models

e.g. high-density high-viscosity ratio model) can also be combined with

he concept of VLBM in the same way. In the Shan-Chen model, the

hase separation can be thought of as a hydrophobic interaction, e.g.

mmiscible water and oil. The algorithm needs two or more indices 𝜎 to

raverse the fluid components. Each of phase components satisfies the

overning Eq. (1) , (4) and (9) . The macroscopic velocity 𝒖 
𝑒𝑞 
𝜎 differs from

he macroscopic uncoupled velocities, as Eq. (10) . 

 𝜎 = 𝒖 
′ + 

𝜏𝜎𝑭 𝜎

𝜌𝜎
(10)

here 𝜌𝜎 is the density of phase 𝜎, which is calculated in the same way

s with the single component model. u ′ is a velocity common to the

arious components as defined in Eq. (11) . It represents the flow of the

ulk fluid and, as such, is the physical velocity entity to analyze for the

verall fluid flow. 

 

′ = 

∑
𝜎

1 
𝜏𝜎

∑
𝜎 𝑓 

𝜎
𝑖 
𝒆 𝑖 ∑

𝜎

𝜌𝜎

𝜏𝜎

(11) 

From Eq. (10) , we can see that the force acting is one component of

elocity u 𝜎 . Theoretically, the parameter F 𝜎 can include any force af-

ecting flow. By neglecting gravity, we consider the effect of interaction

hemical forces to the two-phase flow system, shown in Eq. (12) . 

 𝜎 = 𝐹 𝑐,𝜎 + 𝐹 𝑎𝑑𝑠,𝜎 (12)
here F c, 𝜎 is the fluid-fluid cohesion and F ads, 𝜎 represents fluid-solid

dhesion. Martys and Chen (1996) proposed the definition for cohesion

nd adhesion forces, as shown in Eq. (13) . 

 𝑐,𝜎 = − 𝐺 𝑐 𝜓 𝜎( 𝒙 , 𝑡 ) 
∑
𝑖 

𝜔 𝑖 𝜓 �̄� ( 𝒙 + 𝒆 𝑖 Δ𝑡, 𝑡 ) 𝒆 𝑖 

 𝑎𝑑𝑠,𝜎 = − 𝐺 𝑎𝑑𝑠,𝜎𝜓 𝜎( 𝒙 , 𝑡 ) 
∑
𝑖 

𝜔 𝑖 𝑠 ( 𝒙 + 𝒆 𝑖 Δ𝑡, 𝑡 ) 𝒆 𝑖 (13) 

here G c is a parameter that controls the strength of the cohesion

orce between phase 𝜎 and phase �̄�. For estimation of G c , the thresh-

ld value 𝐺 𝑐 ,𝑐 𝑟𝑖𝑡 = 1∕( 𝜌1 + 𝜌2 ) and a representative density 𝜌i were pro-

osed ( Huang et al., 2015 ). Based on the calculations, 𝐺 𝑐 𝜌𝑖 = 1 . 8 is an

deal state for an impressible fluid. G ads, 𝜎 is used to adjust the adhe-

ion strength between fluid and solid wall particles. The parameter,

 ( 𝒙 + 𝒆 𝑖 Δ𝑡, 𝑡 ) is the indicator function of solid, equaling 1 or 0 for solid

nd fluid in traditional node-based binary LBM. To model surface ten-

ion forces in multicomponent fluids, Martys and Chen assume that 𝐺 𝜎, ̄𝜎

nvolves only nearest-neighbor interactions for simplicity ( Martys and

hen, 1996 ). 

To combine with the concept of the VLBM, we modify the force terms

o satisfy the partialsolid occupation in lattice cells. As the fluid particles

re uniformly distributed in the lattice cells in the VLBM, the occupation

f fluid and solid in the nearest neighbours should be involved in the

alculation of interaction potential. We add solid ratio ( 𝒙 ) into the

q. (13) to get Eq. (14) . 𝜓 𝜎 and 𝜓 �̄� are commonly taken as the densities,

 𝜎 = 𝜌𝜎 and 𝜓 �̄� = 𝜌�̄� . 

 𝑐,𝜎 = − 𝐺 𝑐 𝜌𝜎( 𝒙 , 𝑡 ) 
∑
𝑖 

[
𝜔 𝑖 ⋅

(
1 − ( 𝒙 + 𝒆 𝑖 Δ𝑡 ) 

)
⋅ 𝜌�̄�( 𝒙 + 𝒆 𝑖 Δ𝑡, 𝑡 ) ⋅ 𝒆 𝑖 

]
 𝑎𝑑𝑠,𝜎 = − 𝐺 𝑎𝑑𝑠,𝜎𝜌𝜎( 𝒙 , 𝑡 ) 

∑
𝑖 

[
𝜔 𝑖 ⋅ ( 𝒙 + 𝒆 𝑖 Δ𝑡 ) ⋅ 𝒆 𝑖 

]
(14) 

Young’s equation, cos 𝜃 = ( 𝜎𝑆2 − 𝜎𝑆1 )∕ 𝜎12 , is used to determine the

ontact angle considering interfacial tension between the two fluids 𝜎12 

nd between each fluid and solid surface 𝜎S 1 and 𝜎S 2 . Young’s equation

an be simply reformulated by replacing the interfacial tensions by ad-

esion parameters G ade ,1 and G ade ,2 and the density factor 𝐺 𝑐 ( 𝜌1 + 𝜌2 )∕2 ,
ollowing ( Huang et al., 2007 ): 

os 𝜃1 = 

𝐺 𝑎𝑑𝑠, 2 − 𝐺 𝑎𝑑𝑠, 1 

𝐺 𝑐 
𝜌1 − 𝜌2 

2 

(15) 

The velocity distribution has been transferred from mesoscopic pa-

ameter in the update of discrete molecular velocities. To get pressure

istribution, the pressure is transferred based on Euler equation, as

hown in Eq. (16) . Considering two fluid phases, overall density is cal-

ulated 𝜌 = 𝜌𝜎 + 𝜌�̄� . 

 = 𝑐 2 
𝑠 
𝜌 + 𝑐 2 

𝑠 
𝐺 𝑐 𝜌𝜎𝜌�̄� (16) 

As shown in the Evolution Kernel of Fig. 2 , the algorithm in-

ludes five parts, namely Streaming, Hydrodynamics update, Force cal-

ulation, Collision and Boundary update . After setting initial condition,

he Streaming was operated based on Eq. (9) for all fluid components.

hen the density and velocity of each phase were calculated using

qs. (6) , (7) , (10) and (11) to realize Hydrodynamics update . Following

he update of hydrodynamics, Force calculation between different fluids

ere calculated based on Eqs. (12) –(15) . With all updated macroscopic

arameters, the Collision was done based on Eqs. (4) and (8) . Finally,

he Boundary update at inlet and outlet were realized using the nonequi-

ibrium extrapolation scheme ( Guo et al., 2002; Yin and Zhang, 2012 ). 

.2. Level-set method for image segmentation 

As introduced in the Section 2.1 , the VLBM needs an accurate solid

atio of boundary lattices, which can not be satisfied using the tradi-

ional binary segmentation method. Thus, an algorithm of image seg-

entation for porous materials was proposed based on the level-set
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Fig. 2. The flow chart of the GPU parallelism of VLBM. The white order clusters 

are finished in the CPU host and the blue part is one the kernel on the GPU 

device. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 
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ethod ( An et al., 2017; Wang et al., 2015 ). For brevity, we do not

rovide a detailed description for image segmentation. 

In this paper, the X-ray image was first enhanced using local- and

ross-threshold methods to remove shading artefact and facility-caused

utlier points. Then, Gauss smoothing method ( Katz, 2016 ) was used to

educe the noise. After pre-processing the images, the level-set method

LSM) was adopted to detect the contour of pore space ( Sethian, 1999 ).

SM used a discretized PDE to simulate the evolving of active contours

y updating the fronts in porous materials until the stop condition was

atisfied. The signed distance 𝜙( x , t ) was defined for the enhanced image

n the objective void space. The distance field evolution with time 𝜕 𝜙/ 𝜕 t

s shown as Eq. (17) . 

 𝜙∕ 𝜕 𝑡 = ∇ ⋅ ( 𝑔∇ 𝜙) + 𝛽𝑔 (17)

here g is a stopping function, defined as the gradient of a convolu-

ion 1∕(1 + |∇ 𝐺 × 𝐼 0 |2 ) . I 0 represents the gray-value distribution of X-

ay image, and G is a Gaussian kernel. 𝛽 is an adjustable constant value

 Mitiche and Ayed, 2010 ). 

The D3Q7 LBM concept was employed to discretize the level set

quation as it can be considered a nonlinear diffusion equation with

 source term ( Wang et al., 2011 ). Similar to Eq. (1) , the discretized LSE

s written as Eq. (18) . 

 𝑖 ( 𝒙 + 𝒆 𝑖 𝑡, 𝑡 + Δ𝑡 ) = ℎ 𝑖 ( 𝒙 , 𝑡 ) − 

[
ℎ 𝑖 ( 𝒙 , 𝑡 ) − ℎ 

𝑒𝑞 

𝑖 
( 𝒙 , 𝑡 ) 

]
∕ 𝜏𝜙 + Δ𝑡 ⋅ 𝐹 𝑖 ( 𝒙 , 𝑡 ) (18)

here h i ( x , t ) represents the discretized distribution of distance field

( x ) along direction e i ( x , t ), and 𝜙( 𝒙 ) = 

∑
𝑖 ℎ 𝑖 ( 𝒙 ) . ℎ 

𝑒𝑞 

𝑖 
( 𝒙 , 𝑡 ) is the equilib-

ium state of h i ( x , t ), defined as ℎ 
𝑒𝑞 

𝑖 
( 𝒙 , 𝑡 ) = 𝜙( 𝒙 , 𝑡 )∕7 . F i ( x , t ) is the external

orce, leading equation to balance state, and 𝐹 𝑖 ( 𝒙 , 𝑡 ) = 𝛽𝑔∕7 . Relaxation

ime 𝜏𝜙 is defined as 𝜏𝜙 = 0 . 5 + 3 𝑔Δ𝑡 . The lattice time step Δt is usually

et 1 ( Guo et al., 2000 ). 

After each collision and streaming operations, the distance function

nd the corresponding equilibrium distance distribution function were

pdated until reaching the balanced state. During the segmentation, one

nitial seed is usually used in the active contour method. One initial seed

s suitable for continuous space, even the space contains bifurcations or

ntersections. This initial condition, however, is not suitable for porous

aterials. Because porous materials usually contain several paralleled or

nterconnecting pathways. Contour boundary cannot go through a solid

hase, meaning just one initial contour will lose part of image informa-

ion during the segmentation. Multi-point initial seed was proposed in

his paper to solve this problem. After segmentation, the contour of the
oundary was segmented by local refinement method to get the occu-

ancy ratio of void space in the grey boundary cells. 

.3. GPU parallel computing 

It has been well demonstrated that LBM and VLBM are ideally suited

or GPU parallel computing ( An et al., 2017b; Li et al., 2003 ). The prin-

iple and optimization of GPU parallelism in single-phase flow based on

he VLBM was introduced in An et al. (2017b) and the acceleration time

as more than one thousand times compared with single-CPU simula-

ion. Comparing against the single component model, the streaming and

ollision are iterated for both fluids in the two-component model, and

he Shan-Chen force term should be updated in every step. As shown

n Fig. 2 , the GPU parallelism of the two-phase algorithm has a scheme

imilar to the single-phase model. 

As host, the CPU reads data and does variable allocation at the be-

inning of the algorithm. In this process, the logically contiguous heap

emory is generated for global variables. Only contiguous memory can

e used to carry out the location transfer between GPU and CPU. At the

PU device, we organize the algorithm structure and data structure to

ealize optimal parallelization. As shown in Fig. 2 , the algorithm struc-

ure is streamlined into two kernels: one includes streaming and hydro-

ynamic update, and the other one includes force calculation, collision

nd boundary update. In each kernel, the global parameter is loaded

nce to decrease the time to access the global memory. Accessing the

lobal parameter is one of the most time-consuming parts in a kernel

hile accessing a register (on-chip memory) consumes zero clock cy-

les per instruction in most cases. Optimized algorithm structure and

rrangement of the register are central points in the improvement of

arallel efficiency. The other optimal point is a data structure, which

etermines the way how to access global memory. The Structure of Ar-

ay (SoA) data format is utilized in this paper to addresses the recall of

oalesced global memory ( An et al., 2017b ). 

.4. Upscaling pore-scale VLBM 

In addition to the GPU acceleration, upscaling the grid size is also

n efficient approach to decrease the computational cost for numerical

imulations. In the macro-scale numerical simulations for a reservoir,

ffective properties are usually used to reduce the computational cost by

etaining the main features ( Christie, 1996; Christie and Blunt, 2001;

alehi et al., 2019 ). To maintain different objective parameters, vari-

us averaging methods are specifically adopted, e.g. arithmetic average

or porosity, harmonic average or geometric average for effective per-

eability and their combining procedures. Consequently, one can carry

ut calculations using a coarse grid to reduce computation time, making

t possible to resolve larger domains. 

The scale of a few pores is no exception to having the demand to

educe computation time. With the development of X-ray scanning tech-

ology and multiscale imaging methods, we can obtain fine pore-scale

mages (nano-scale resolution). The resolution of the X-ray micro-CT

mages in this study is around 3.7 μm. Supposing we want to make a

omparative numerical study of pore-scale flow to a laboratory exper-

ment on the centimetre scale, the grid size of the simulation domain

ill be about billion-level. Considering the processing power and mem-

ry requirement, it is difficult for common lab computational facilities

o satisfy the computational demanding of pore-scale multi-phase flow

imulation on a centimetre scale. As the size of image data describing the

ame area increases dramatically, how to effectively utilize this informa-

ion without increasing the computational consumption is challenging.

n this section, we propose a pore-scale structure upscaling method to

educe the computation grid size. 

The upscaling method is proposed to replace the fine resolution

ore-structure segmented from imaging data by a coarse resolution pore

tructure based on the averaged solid ratio, which is the geological fea-

ure of lattice in the VLBM. We can perfectly realise the volume preser-
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Fig. 3. The 2D slices of a porous material at different resolution ( An et al., 

2017a ). (a) The original image at the resolution of 3.7 𝜇m/pixel. (b) and (c) 

Upscaled images 4 × and 16 × , respectively. In the 3D samples, (b) and (c) are 

coarsened 8 × and 64 × , respectively. The three images at the bottom show the 

zoom-in view of the red circle area from the top left figure. (For interpretation 

of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 
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ation during the pore-structure upscaling, meaning the porosity fea-

ure keeps identical in the equivalent pore structure. The geological

nd physical properties also remain similar until the main flow tunnels

erge. 

To better illustrate the pore-structure upscaling method, we choose

ne 2D sub-sample from the original 3D sample to represent fine-

esolution and coarse-resolution samples, as shown in Fig. 3 . From the

mage segmentation, the fine pore structure ( Fig. 3 a) is represented by

he solid ratio function  . Each mesh cell is labelled by a ( 𝒙 ) value

istinguishing solid cell (  = 1 ), fluid cell (  = 0 ) and the boundary cell

 0 <  < 1 ). The upscaling ratio in each direction should be identical. A

ubic upscaling domain is designed for the adjacent cells to realise spe-

ific upscaling time (e.g. the side length of the cubic domain is twice

han lattice length to upscale 8 times for the original image, as shown

n Fig. 3 b). The solid occupation in the upscaled lattice cell is calculated

y averaging the  value of fine cells. If both fluid and solid cells are

ncluded in an upscaled cell, the substitute cell will become a boundary

ell. By changing the size of the cubic upscaling domain, we are able to

ontinuously adjust the grid size of the image. The lattice size of Fig. 3 c

s 64 times bigger than the original image. Although the grid becomes

oarse, the feature of pore structure (solid ratio and void space shape) is

ell retained, thus other macroscale parameters (absolute permeability,

elative permeability) can be sufficiently preserved. 

Excessively upscaling may cause the merge of main flowing path-

ays with the loss of the void space topology. While the porosity of

orous materials is preserved, flow properties can not be reflected in

he excessively upscaled sample. As a result, the maximum upscaling

ime should be tested for a new sample by choosing a representative

lement sub-volume. Because the degree of pore-structure upscaling is

imited by the original resolution of images as well as the size of the

mallest pores which are in the main flow pathways (the porosity and

eterogeneity at the macro scale). 

. Application studies 

This section is centred on the validation of two-phase VLBM and the

pscaling results of two-phase flow in a sandstone. The computation

asks are carried out on an NVIDIA Tesla P100 GPU card, which has

584 CUDA cores with 1190 MHZ clock frequency and 16 GB of global

emory. To evaluate the GPU parallel performance, the serial computa-

ion is performed with Intel x86-64 CPU, which has 16 computing cores

perating at 1.87 GHz and 64 GB DDR3 Random Access Memory (RAM).
.1. Validation of two-phase VLBM 

As introduced in the Section 2.1 , the two-phase VLBM method based

n the Shan-Chan model mainly includes 5 parts: streaming, collision,

pdating macro-scale parameters, updating boundary conditions and

han-Chen force. The first four items have been certificated in the single-

hase VLBM ( An et al., 2017a ), which are identical equations in the

wo-phase flow model. The parameter which should be validated in this

aper is the modified Shan-Chen force for VLBM. From Eq. (14) , the

ontribution of the neighbour cell is a function of solid ratio  . To test

ur mathematical model, a series of droplets between two plates are de-

igned and the static contact angles are measured under different inter-

ace conditions. In all of the regions occupied by wetting or nonwetting

uid, the fluids have the initial lattice density of 8.0 and initial com-

lementary density 0. The two fluids have relaxation times 𝜏1 = 𝜏2 = 1 .
herefore the cohesion parameter can be calculated 𝐺 𝑐 ,𝑐 𝑟𝑖𝑡 = 1∕8 and

 𝑐 = 0 . 225 . Using Eq. (15) , the adhesion parameters are the only un-

nown variables. Assuming 𝐺 𝑎𝑑𝑠, 2 = − 𝐺 𝑎𝑑𝑠, 1 , we can change the con-

act angle via adjusting adhesion parameters as shown in Fig. 4 , with

 𝑎𝑑𝑠, 2 = − 𝐺 𝑎𝑑𝑠, 1 = 0 . 45 , 0 . 225 , 0 , −0 . 225 to represent the corresponding

ontact angles 180°, 120°, 90° and 60°, separately. 

For the test of modified force, the surfaces of plates are set 0.2 to

epresent the partial solid occupancy in VLBM. The simulation results

how good fitting with pre-established measuring boards. For quantita-

ive comparison of the contact angles, we calculate the contact angles

rom measurements of the base L and height H of the spherical curve

n a surface. The radius R can be calculated 𝑅 = 𝐿 

2 ∕8 𝐻 + 𝐻∕2 . So the

ontact angle 𝜃 can be deduced cos 𝜃 = 

𝐿 ∕2 
𝑅 

. 0° and right angle are just

otal same as the curve detection based on the junction points. Other

wo cases are 59.9° and 120.0°, separately. 

During immiscible two-phase flow in porous materials, both phases

xist and flow in the same channel. For co-current annular two-phase

ow in a cylindrical, we can assume that the nonwetting fluid is in the

iddle of the pore and wetting fluid creates a thin layer between the

olid wall and the nonwetting fluid. For such a geometry, Eq. (19) can

e used to estimate the relative permeability for the wetting and non-

etting phases ( Ramstad et al., 2010 ). 

 

𝑤 
𝑟 
= 𝑆 2 

𝑤 

 

𝑛𝑤 
𝑟 

= 2 𝑆 𝑛𝑤 𝑀 + 𝑆 2 
𝑛𝑤 

(1 − 2 𝑀) (19) 

here M is the viscosity ratio 𝑀 = 𝜇𝑛𝑤 ∕ 𝜇𝑤 . We set identical viscosity

or both phases, 𝑀 = 1 . The analytical solution for concurrent flow is

llustrated in Fig. 5 . 

Based on the local refinement method ( An et al., 2017a ), we gener-

te the cylindrical tube and use grey cells 0 <  < 1 to describe the solid

ccupation of boundary cells. The sub-figures in Fig. 5 illustrate the dif-
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Fig. 6. Relative permeability curve for samples with the sizes of 

192 × 192 × 256, 152 × 152 × 203, 120 × 120 × 161 and 96 × 96 × 128. The 

lines represent the relative curve for the original sample. Different symbols are 

simulation results of samples with different upscaling levels. 
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erence between continuous data and binary data. For the binary data,

ertical boundaries separate the fluid and solid, while the transitional

rey area exists in the continuous data. Then we perform the simula-

ions for different resolution levels. For the binary data, the model with

 radius 40 lattices can ideally match the analytical solution, and coars-

ning the grid would increase the deviation from the analytical solution.

or the continuous data, the simulation results can still fit the analytical

olution even with a radius of 10 lattices. In a real porous medium, the

adius of one pore in sandstone is usually less than 10 pixels under cur-

ent imaging technology and computing level, which means the binary

ata in low resolution cannot accurately describe the flow. 

From the validation of 3D cylinder, it can be seen that one advantage

f continuous data is its accurate characterization of boundary by grey

alues. In addition, the upscaling of the structure is tested in this sam-

le. With the decrease of grid size, the accuracy of simulation can still

e guaranteed by maintaining the boundary information in the coarse

ample. 

.2. Upscaling in a digital core 

In this section, we analyze the efficiency of VLBM-based upscaling

nd the applicability of pore-structure upscaling in the course of solving

ore-scale flow in a digital core. The micro-CT (MicroXCT-400) facil-

ty was operated to scan a man-made sandstone sample with resolution

.7 μm/ pixel . Since different phases have different X-ray absorption co-

fficients, the output of the scanning is a grey-scale image (dark pixel

epresents void space). A 256 cubic pixel sub-sample is cut from the

riginal image for segmentation. Before segmentation, a local threshold

nd Gauss smooth method are applied to enhance the quality of the raw

mage. Next, the GPU-paralleled LBM-based level-set model is applied in

his digital rock to capture the contour of the boundary using a distance

eld. After segmentation, we refine the lattices to accurately scatter the

istance field and calculate the solid ratio function  , which realizes a

eamless connection with the VLBM for simulations. 

Upscaling the structure sample from 256 3 to 128 3 , 85 3 , 64 3 and 32 3 ,

he pressure distribution and absolute permeability show that the pore-

tructure upscaling can retain the identical absolute permeability up un-

il 128 3 (8 times) ( An et al., 2017a ). As the structure values in VLBM are

ontinuous, we can upscale the sample in a continuously variable level.

ssuming the original resolution of one porous material sample is only

ne enough to upscale total twice the size, the level of upscaling in every

oordinate direction will be 1.26 times the grid size. For different sam-

les, we can first cut representative element volume to determine the

ppropriate level of upscaling and then apply it to the whole domain.

rom the single-phase simulation, the maximum of upscaling is set 8
ig. 5. Relative permeability curve for concurrent annular two-phase flow in a 

ylindrical tube. (a) Comparison between the VLBM simulation results and ana- 

ytical solution with the radius of 10 lattice points. (b) Binary-based simulation 

esults with the radii 40, 20, and 10 lattice points. 

F

t

s

(

o

t

v

imes for the sample used in this paper, with sizes (192 × 192 × 256),

152 × 152 × 203), (120 × 120 × 161) and (96 × 96 × 128), respectively.

In the original and upscaled samples, steady-state two-phase flow

s simulated with the following specifications: (a) Two void layers are

dded in the inlet and outlet boundaries to design periodic boundary.

b) The immiscible two phases are randomly assigned in the pore spaces

atisfying specific saturation. (c) The same body force, as a driving force,

s applied for both fluids in the flowing direction. (d) Simulation of two-

hase flow to reach the steady-state under various saturations. After

btaining the velocity fields, relative permeability curves are analyzed

nd compared under various saturation. 

Fig. 6 illustrates the relative permeability curves for the original sam-

le and the upscaled samples with 2, 4 and 8 times upscaling size. The

urves still show a similar tendency even with 8 times coarsened res-

lutions. At given wetting phase saturation, the relative permeability

lightly fluctuates but maintains the main flow characteristics. To guar-

ntee the relative permeability is well retained during pore-scale up-

caling, the preferential flow pathways should not change dramatically.

ecause the preferential flow pathways mainly contribute to the perme-

bility ( Thompson et al., 1987 ). As shown in the bottom row of Fig. 7 ,
ig. 7. Comparison between the original and upscaled void space, from left 

o right, original, 2 × upscaling, 4 × upscaling and 8 × upscaling samples, 

eparately. Top row: distribution of wetting phase (blue) and non-wetting phase 

red) in the same slice with about 50% saturation. Bottom row: 2D visualization 

f the preferential pathways for the non-wetting phase. (For interpretation of 

he references to colour in this figure legend, the reader is referred to the web 

ersion of this article.) 
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he preferential pathways of the non-wetting phase have almost identi-

al patterns in both upscaled and the original samples. 

Porosity, shape of solid boundaries and void space topology control

he flow and transport through porous materials. The proposed pore-

cale upscaling method ideally preserves the porosity of porous mate-

ials by considering the partial occupation of the solid phase in bound-

ry grey cells. The upscaling method maintains smooth solid-interface

nterface with incidental local porosity, which preserves the original

hape of solid-void interfaces. To demonstrate the local effect of up-

caling on these properties, 2D slices from different samples are shown

n Fig. 7 (top row). After 8-times, the shape of void space is well pre-

erved. We also extract the pore networks for these samples to quanti-

atively compare the average topology of porous materials. The average

oordination number, defined as the number of connected throats for

ach pore body, is 3.66, 3.65, 3.71 and 3.83 for the original sample and

pscaled samples, respectively. As the slight variation in the topology

nd relative permeability curves in Fig. 6 show, the upscaling does not

lter the original results. It should be noted that if the pore size distri-

ution along the preferential pathways is very heterogeneous there are

ery tight pore spaces as bottle necks, upscaling may need to be taken

nto account with more cautious. 

. Conclusion 

Pore-scale modelling of multi-phase flow and transport in porous

aterials is one of the main research streamlines in industry and fun-

amental research. This research presents a fundamental computational

tudy that contributes to this topic with three different aspects: 

a. The concept of volumetric lattice Boltzmann method is combined

with the Shan-Chen two-phase model. For the streaming part, par-

ticle bounce back is considered at the solid boundaries. In addition,

the force term is modified by adding the weighting factor of the solid

ratio. The volumetric lattice Boltzmann method for two-phase flow

inherits the features of LBM that are conducive to parallelism. 

b. Level-set method can provide the details of boundaries’ location.

With local refinement method, the solid ratio is calculated for ev-

ery cell, which seamlessly fed into the VLBM method. 

c. All the computational methods in (a) and (b) have been applied in

a GPU-based framework which allows parallelization of the results.

This is an important aspect of this study as it allows to simulation

much larger physical scales at a shorter computational time. 

d. The pore-scale upscaling method is proposed for the image-based

simulation. To decrease the computational demand while maintain-

ing accuracy, the continuous solid ratio is used to average the adja-

cent cells. The upscaled data set can still retain the topology of the

pore structure, especially for bigger channels. The numerical method

for upscaling was validated against the annular two-phase flow and

compared against the analytical solution. Then, it was applied to

steady-state relative permeability study and it was shown that for

the specific medium up to 8 times coarsening did not change the

relative permeability results while saving significant computational

cost. 

The upscaling scheme is restricted by the smallest pore as well as

pores in the main flow pathways. In future studies, we aim to en-

hance the upscaling method depending on the local pore-size distri-

bution. 
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