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ABSTRACT

Video stability is a significant problem for videos captured by handheld or body-worn cameras. An accurate video stability estimation that is consistent with human perception is the basis of effective video stabilization algorithms. It is also useful for comparing different video stabilization algorithms and constructing a benchmark. In this paper, we present a perception-inspired video stability estimator based on 2D image motions. It calculates the fraction of information in each frame that can be perceived by human eyes. Experimental results show that our stability estimator can accurately estimate subjective video stability scores. It requires less time to compute and is more accurate and robust under different scene structures than methods based on 3D motions.

Index Terms— Video stability, eye movement, estimator, 2D image motion

1. INTRODUCTION

Mobile cameras play an important role in our daily living. They are installed on our cellphones or wearable devices, and allow us to capture videos nearly any time and any place. However, the resulting videos are often too shaky to watch comfortably. Thus, it is important both to estimate the stability of videos before releasing them and to evaluate the effectiveness of the applied video stabilization algorithms [1–7]. Our goal is find such a video stability estimator.

The criteria of what makes a good stability estimator depends on the application [8]. For scenarios which require fast computation, such as video compression, objective estimators like Peak Signal-to-Noise Ratio (PSNR) are preferred. The stability estimator we want here should be consistent with human perception because then (1) a video that is evaluated to be stable is comfortable for humans to watch, and (2) the evaluation criteria of the estimator is consistent across different scene structures so that different stabilization algorithms can be compared using different videos statistically.

Currently, there are many video stability estimators, but few of them are consistent with human perception. Some [1–7] are side-products implicitly generated by a video stabilization algorithm. Some [9–15] are independent studies based on video quality assessment. They all compute stability scores based on the camera motion and can be classified into two categories: the motion types they analyze and the motion properties they measure.

Different motion types: The video stability estimators are based on analyzing 2D image motion or 3D camera motions. 2D image motion refers to motion in the image plane, i.e., the motion of interest points from frame to frame. Estimators [1–4, 9–15] either track local feature points or apply optical-flow algorithms to calculate the 2D motion. 3D motion refers to the real camera movements in the 3D world. These methods [5–8] estimate camera movements from frame to frame using the epipolar geometry.

To estimate the degree of video stability, approaches based on 2D motions have two advantages. Firstly, the 2D image motion is faster and more robust to compute. The whole process of 3D motion estimation is fragile and time consuming. To accurately estimate the 3D camera motion, enough local feature points need to be observed across different frames, and computational power is needed for optimization. Secondly, theoretically, video stability estimation based on 2D image motions has a greater potential to be consistent with human perception. This is because what viewers actually perceive are 2D images with 2D motions. 2D motions include the information of both the camera and the objects in the video. However, the 3D camera motion only provides information about the camera itself; the scene structure information is missing. Therefore, to achieve these two advantages, in this paper we measure the stability based on 2D image motion.

Different motion characterizations: To analyze the stability or shakiness of camera motions, methods focus on two different characterizations of the motion: intensity and frequency. Studies that focus on the camera motion intensity assume that camera motion with higher intensity is shakier. Most of them use the camera motion amplitude as the measurement of the motion intensity. For example, [9, 10] uses the average motion amplitude of local feature points between frames as the measurement. The Inter-Frame Transformation Fidelity (ITF) [11] is a special case in this category, which does not estimate the actual motion but uses the PSNR between adjacent frames as the measurement of motion intensity. One problem of these methods is that they do not consider the frequency of the camera motion. For instance, back-and-forth motion and single-direction motion may generate the same score under these algorithms but viewers would perceive a different degree of stability.

Therefore, many authors [12–15] consider the problem in
the frequency domain. After obtaining the camera motion, some use the first, second and even the third derivative of the motion amplitude to measure the motion shakiness. Many video stabilization algorithms adopt these methods since they are easy to calculate. In [12–14], the original motion is first filtered to generate a smooth motion. Then the difference between the original motion and the smoothed motion is assumed to be the high frequency component, which is used as the shakiness measurement. However, these methods also have a drawback in that they do not have a reliable human perception model. The threshold between shaky motion and smooth motion in the frequency domain is ambiguous. A recent work [15] tries to solve this problem by applying a machine learning process to analyze how different frequency bands of camera motion influence human perception.

We approach this problem using a human perception model learned from psychophysics. In our previous works [8, 16], we proposed an algorithm based on the 3D camera motion, which is called 3D-based Viewing Experience score. It is fragile because of an unstable motion estimation process, and it relies on saliency models. In this paper, based on the same human perception model, we propose an estimator that measures the video stability using 2D image motion. The resulting estimator is more robust and faster to compute. Moreover, it does not depend on different scene structures and its scores are consistent with human perception even without incorporating saliency models. In section 2, we introduce our new stability estimator: 2D-based Viewing Experience score. In section 3, experimental results are presented. We show that our stability estimator can accurately measure the subjective video stability. Under different scene structures, it is more robust than compared methods and our previous work [8], and has higher accuracy in practical situations. Finally, we conclude our work in section 4.

2. 2D-BASED VIEWING EXPERIENCE SCORE

Our new video stability estimator, 2D-based Viewing Experience Score (2D-VE score), measures the fraction of visual information that can be perceived by viewers across frames on a block-by-block basis. In this section, we introduce the inspiration of 2D-VE score: a human perception model and its 2D mathematical model.

2.1. Smooth pursuit eye movement

To evaluate the video stability, we incorporate a human perception model. This differs from existing works which evaluate the smoothness of the motion simply using derivatives of the motion. The basis of this human perception model is a human eye movement called Smooth Pursuit Eye Movement (SPEM). Its mathematical model gives us an accurate and clear answer of whether a specific motion is stable or shaky.

Watching videos can be considered as a visual tracking task. SPEM is the main eye movements that viewers apply to track visual targets. It is applied after the visual target has started to be tracked by viewers’ eyes. And during the SPEM period, visual information can be perceived by human eyes. The more information viewers can perceive, the more stable the video is. However, to track the visual target, viewers need to perform another eye movement called the catch-up saccade, which takes around 0.15 to 0.2 seconds [17]. During the catch-up saccade period, nearly no visual information is perceived, which is the reason for the feeling of shakiness. To evaluate the stability, we apply a mathematical model on 2D image motions, which helps us to judge when the SPEM or the catch-up saccade is performed. The mathematical model is proposed in our previous work [16] and based on results from psychophysics research [18].

2.2. Our previous work

Our proposed mathematical model of the eye movement status is based on the target motion and eye motion in three adjacent frames. We assume the viewer is tracking a visual target from frame $n$ to frame $(n + 1)$ using SPEM. If a target suddenly moves and its position in frame $(n + 2)$ is out of the region predicted by the human visual system, the viewer may fail to track the target and may need to perform a catch-up saccade to re-catch the same target or to choose and lock on another visual target. The proposed mathematical model is shown in condition (1). It is used to judge if the target moves out of the predicted region. The derivation of the model can be found in [16, 18].

$$0.04 \leq \frac{|PE(\beta_n; n + 2)| + b}{|\omega(\beta_n; n + 2)|} \leq 0.18 \text{ or } |PE(\beta_n; n + 2)| < MAR. \tag{1}$$

Condition (1) is based on angular values. $PE$ is the position error between the target and the eye-gaze point at frame $(n + 2)$. $\omega$ is the retinal slip at frame $(n + 2)$. $MAR$ is the minimum angular resolution of human eyes. $b$ is the bias of position error estimation. $\beta_n$ is the target angular position with respect to the camera at the $n^{th}$ frame.

Note that both the position error $PE$ and retinal slip $\omega$ are functions of the target motion and the eye motion at frame $n$ to frame $(n + 2)$. In our previous work, we use the 3D camera motion to approximate these under the assumption that the angular positions of visual targets are uniformly distributed. This leads to the consequence that the linear relationship between measure scores and subjective scores vary across different scene structures. This means, without incorporating that has an accurate saliency model, the resulting measurement depends on different scene structures. Meanwhile, if the 3D camera motion estimation fails or has errors, the measurement result is also inaccurate. Therefore, in this work, we propose a new estimator that computes the video stability using 2D image motions, so it is more robust under motion estimation errors and does not depend on different scene structures.

2.3. 2D-Mathematical model of SPEM

To create our 2D-VE stability estimator, we recalculate condition (1) based on target position on the screen with respect to human eyes using the 2D image motion of interest points instead of target angular position $\beta_n$ with respect the camera.
Assume a viewer tracks a target from frame $n$ to $(n+1)$ and its 2D image motion is estimated as shown in Fig. 1. The target moves from $(x(n), y(n))$ to $(x(n+1), y(n+1))$ while this event is observed by the viewer with viewing distance $d$ on an image with width $w$ and height $h$. $\alpha_x(n)$ and $\alpha_y(n)$ are target angular positions in the viewer’s eyes in the horizontal and vertical directions respectively. $\alpha_x(n)$ can be calculated as:

$$\alpha_x(n) = \arctan \left( \frac{x(n) - w/2}{\sqrt{(y(n) - h/2)^2 + d^2}} \right)$$

$\alpha_y(n)$ and similar results can be derived for target angular positions in frame $(n+1)$ and $(n+2)$. We assume the viewer’s eye movement has a constant speed after the target is tracked at frame $n$. Then the position error $PE$ and retinal slip $\omega$ at frame $(n+2)$ in the horizontal or vertical direction can be calculated:

$$PE_k(n + 2) = \alpha_k(n + 2) - 2\alpha_k(n + 1) + \alpha_k(n),$$

$$\omega_k(n + 2) = \frac{PE_k(n + 2)}{FPS},$$

where $k = x$ or $y$ indicating the horizontal and vertical components. $FPS$ is the video frame rate. After substituting Equations (3) and (4) into condition (1), if the condition is satisfied for both vertical and horizontal motion, we can conclude that the current tracked target can be continually tracked at frame $(n+2)$. We use $C(\cdot)$ to denote the processing of checking condition (1) based on the input motion. The output of $C(\cdot)$ is binary: “1” indicates that the condition is satisfied for both vertical and horizontal motion. “0” indicates a catch-up saccade will be triggered. During the required 200ms (about 5 frames at 30fps) nearly no information can be perceived. In the next section, we introduce how the video stability is computed using this 2D mathematical model.

### 2.4. 2D-VE of a video

Given a video, we first identify the interest points in each frame. Then we calculate the possible tracking length of each interest points using the model we propose above. The stability of a video is measured using the averaged possible tracking length of all interest points.

For a N-frame length video segment, we split its frames into $I$ by $J$ regions (vertically and horizontally). For each region, we choose its center as the interest point. Then we calculate the optical-flow of each frame. Suppose we start to track the target from frame $k$ and focus on the $(i,j)$th interest point. Its pixel location at frame $n(k < n \leq N)$ is interpolated using the computed optical-flow of frame $n$, denoted as $m_{i,j,k}(n)$. We define the stability $S$ of the $(i,j,k)$th interest point at frame $(n+2)$ to be:

$$S_{i,j,k}(n + 2) = C(m_{i,j,k}(n); m_{i,j,k}(n + 1))$$

$S_{i,j,k}(n + 2)$ represents whether the $(i,j,k)$th target can be tracked using SPEM at frame $(n+2)$. This is calculated only based on the motion of frame $n$ and $(n+1)$. However, to know about the stability of this target across the time, we need also consider the catch-up saccade periods. For example, if $S_{i,j,k}$ is “10111111”, then it needs to be converted to “1000001” to account for the fact that once a viewer can no longer track at the second frame, and that a catch-up saccade lasting 5 frames is required. For the converted resulting vector, we use the notation $S^*_{i,j,k}$.

To calculate the stability of an N-frame video segment, we need to calculate equation (5) for all $IJ$ interest points and for all possible starting frame index $k$ (1 $\leq k < N$). The overall video stability is estimated using our 2D-VE score, which is calculated as:

$$VE_{2D} = \frac{1}{K - N + 1} \sum_{k=1}^{K-N+1} \left| mean_{i,j} \left| S^*_{i,j,k} \right| \right|^2,$$

where $K$ is the total number of frames while $\left| \cdot \right|$ computes the L1 norm. $\frac{\left| S^*_{i,j,k} \right|}{N}$ calculates the fraction of frames over which the $(i,j,k)$th interest point can be tracked using SPEM. And the overall VE score is the average over all interest points. In the experiments, we set $N$ to 30 frames, $I$ and $J$ to 10 and 20.

### 3. EXPERIMENTAL RESULTS

In this section, we present the performance and usage of our stability estimator 2D-VE. We apply the results of our previous subjective test [8] to help us learn about the bias parameter in the human eye movement model (1) when using 2D motion. Meanwhile, we explore predictive models that can use the 2D-VE scores to predict subjective video stability scores. Compared with our previous work and two other estimators [11, 14], our proposed method has good predictive accuracy and is more robust across different scenes. And we demonstrate how we use our method to effectively compare different video stabilization algorithms.

#### 3.1. Performance of 2D-VE score

The bias parameter in the mathematical model (1) must be learned using subjective tests. It characterizes human visual tracking ability including the position error estimation and the feedback control of eye movements.

In [8], we built a dataset which has videos from 4 different scenes. Fig. 2 shows example frames of the dataset. Each scene has 9 different versions which have different amount of synthesized motions. For each scene, we select 4 versions to be the training set and 5 versions to be the test set. We performed a subjective test to acquire their subjective stability scores and used the scores to learn about the bias parameter for the 3D motion model. All test details can be found in [8]. Using the test result, we can obtain the optimal bias parameter which maximizes the sum value of the Pearson Linear Correlation Coefficient (PLCC) between the subjective scores and the corresponding VE scores. Meanwhile, we get the fitting models between the subjective scores and VE scores.
In this paper, we apply the same dataset and experiment to help us learn about the 2D motion model. The final bias parameter is 0.038. The learned fitting models corresponding to the optimal bias parameter are shown in Fig. 3.

We use the models to predict the subjective scores of the videos in the test set. The PLCCs and the average of mean square errors (MSE) are shown in Table 1. We also fit the subjective scores with the estimator scores of [14] and [11]. The fitting and predicting results are also shown in Table 1.

Since the videos in this database are using synthesized motions, we can access the ground truth of the camera motion. Table 1 shows that our 3D-VE with saliency models computed over ground truth motion has the lowest MSE of the prediction. However, in practice, we rarely have access to the ground truth motions. In this case, we estimate them using the state-of-art visual odometer [19], the performance of 3D-VE is not as good as before. However, even when using estimated motion, our 2D-VE still has a similar performance to the 3D-VE (using ground truth motion) though it does not incorporate any saliency model at all.

The last column of Table 1 is another important criteria for the performance of estimators, which is the coefficient of variance (cv%) of slopes of the fitting lines across different scenes. The smaller the value is, the more similar the slopes of the fitting lines are. We desire to have fitting lines with similar slopes, because it means the estimator does not depend on different scene structures. Otherwise, a similar amount of score improvement between a stabilized video and the corresponding shaky video would have different subjective meanings under different scene structures. In [8], we showed that incorporating a saliency model into the 3D-VE significantly reduced the cv%. However, our 2D-VE has a lower cv%, even without a saliency model. The reason is that the 2D motion model not only includes the information of the camera motion, but also includes the information of the scene structure.

In addition, the computational speed of our 2D-VE is much faster than 3D-VE. In our implementation, accurate 3D motion estimation needs at least 5 seconds for each frame while to compute 2D-VE, we only need 400 ms per frame.

All these desirable features of our 2D-VE score enable us to use it to effectively and statistically evaluate video stabilization algorithms using many videos. Table 2 shows an example. We apply 5 stabilization algorithms [1, 3, 20–22] on our video set [23] and compute the relative scores between the stabilized videos and original videos. As can be seen, the most effective stabilization algorithm is [21], and [20] is in the second place. However, because [20] is more carefully designed based on stability measurement, it is more robust than [21] according to the standard deviation of their 2D-VE scores. Methods [22] and [3] do not have good performance on this dataset. All these are consistent with our previous observations in [20] and can be verified visually using [23]. Note that these analyses using average scores and standard deviation are only meaningful when the estimator is accurate and does not depend on different scene structures.

### 4. CONCLUSION

In this paper, we propose a 2D-based video stability estimator: 2D-based Viewing Experience (2D-VE) score. It can accurately measure the subjective video stability and is more accurate than other methods including our previous work [8]. Although it is modified from our previous 3D-VE [8], since our 2D-VE score is based on 2D image motions, it is faster computationally and more robust under practical situations. Unlike [8], its scores are more consistent with human perception even without incorporating a saliency model. Using our 2D-VE score, video stabilization algorithms can be effectively and systematically evaluated.

---

**Table 1: Results of fitting and testing**

<table>
<thead>
<tr>
<th>Measurement</th>
<th>PLCC</th>
<th>MSE</th>
<th>Average MSE</th>
<th>cv% of slopes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D-VE</td>
<td>0.984</td>
<td>0.027</td>
<td>0.5662</td>
<td>7.0</td>
</tr>
<tr>
<td>3D-VE [8]</td>
<td>0.981</td>
<td>0.025</td>
<td>0.9311</td>
<td>0.0591</td>
</tr>
<tr>
<td>3D-VE [8]</td>
<td>0.954</td>
<td>0.866</td>
<td>0.9232</td>
<td>0.9967</td>
</tr>
<tr>
<td>3D-VE [8]</td>
<td>0.954</td>
<td>0.866</td>
<td>0.9232</td>
<td>0.9967</td>
</tr>
<tr>
<td>MV-MSE [14]</td>
<td>0.960</td>
<td>0.866</td>
<td>0.9591</td>
<td>0.8886</td>
</tr>
<tr>
<td>ITF [11]</td>
<td>0.960</td>
<td>0.866</td>
<td>0.9591</td>
<td>0.8886</td>
</tr>
</tbody>
</table>

**Table 2: Compare video stabilization methods using the difference between the 2D-VE of stabilized video and the original video**

<table>
<thead>
<tr>
<th>Method</th>
<th>Yard</th>
<th>Beach</th>
<th>Climb1</th>
<th>Climb2</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV-MSE [8]</td>
<td>0.272</td>
<td>0.342</td>
<td>0.311</td>
<td>0.283</td>
<td>0.317</td>
</tr>
<tr>
<td>MS-MSE [21]</td>
<td>0.311</td>
<td>0.299</td>
<td>0.311</td>
<td>0.283</td>
<td>0.317</td>
</tr>
<tr>
<td>MS-MSE [21]</td>
<td>0.311</td>
<td>0.299</td>
<td>0.311</td>
<td>0.283</td>
<td>0.317</td>
</tr>
<tr>
<td>Deshaker [22]</td>
<td>0.311</td>
<td>0.299</td>
<td>0.311</td>
<td>0.283</td>
<td>0.317</td>
</tr>
<tr>
<td>Youtube [1]</td>
<td>0.311</td>
<td>0.299</td>
<td>0.311</td>
<td>0.283</td>
<td>0.317</td>
</tr>
<tr>
<td>Liu et al. [1]</td>
<td>0.311</td>
<td>0.299</td>
<td>0.311</td>
<td>0.283</td>
<td>0.317</td>
</tr>
</tbody>
</table>

---

**Fig. 2: Example frames of source videos**

**Fig. 3: Fitting models of 2D-VE scores and subjective video stability scores**
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