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ABSTRACT

Obtaining full-field dynamic material state awareness would have profound and wide-

ranging implications across many fields and disciplines. For example, achieving dynamic

state awareness in soft tissues could lead to the early detection of pathophysiological con-

ditions. Applications in geology and seismology could enhance the accuracy of locating

mineral and hydrocarbon resources for extraction or unstable subsurface formations. Ensur-

ing safe interaction at the human-machine interfaces in soft robotic applications is another

example. And as a final representative example, knowing real-time material dynamics in

safety-critical structures and infrastructure can mitigate catastrophic failures. Because many

materials (e.g., carbon fiber-reinforced polymers composites, ceramic matrix composites, bi-

ological tissues, cementitious and geological materials, and nanocomposites) exhibit coupling

between their mechanical state and electrical transport characteristics, self-sensing via the

piezoresistive effect is a potential gateway to these capabilities. While piezoresistivity has

been mostly explored in static and quasi-static conditions, using piezoresistivity to achieve

dynamic material state awareness is comparatively unstudied. Herein lies the significant gap

in the state of the art: the piezoresistive effect has yet to be studied for in-situ dynamic

sensing.

In this thesis, the gap in the state of the art is addressed by studying the piezoresistive

effect of carbon nanocomposites subject to high-rate and transient elastic loading. Nanocom-

posites were chosen merely as a representative self-sensing material in this study because of

their ease of manufacturability and our good understanding of their electro-mechanical cou-

pling. Slender rods were manufactured using epoxy, modified with a small weight fraction

of nanofillers such as carbon black (CB), carbon nanofibers (CNFs), and multi-walled car-

bon nanotubes (MWCNTs), and subject to loading states such as steady-state vibration

at structural frequencies (102 − 104 Hz), controlled wave packet excitation, and high-strain

rate impact loading in a split-Hopkinson pressure bar. This work discovers foundational

principles for dynamic material state awareness through piezoresistivity.

Three major scholarly contributions are made in this dissertation. First, an investigation

was pursued to establish dynamic, high-strain rate sensing. This investigation clearly demon-
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strated the ability of piezoresistivity to accurately track rapid and spatially-varying defor-

mation for strain rates up to 102 s−1. Second, piezoresistivity was used to detect steady-state

vibrations common at structural frequencies. Utilizing simple signal processing techniques,

it was possible to extract the excitation frequency embedded into the collected electrical

measurements. The third contribution examined the dynamic piezoresistive effect through

an array of surface-mounted electrodes on CNF/epoxy rods subject to highly-controlled wave

packet excitation. Electrode-spacing adjustments were found to induce artificial signal fil-

tering by containing larger portions of the injected wave packets. The strain state in the

rod was found after employing an inverse conductivity-to-mechanics model, thereby demon-

strating the possibility of deducing actual in-situ strains via this technique. A digital twin in

ABAQUS was constructed, and an elastodynamic simulation was conducted using identical

dynamic loading, the results of which showed very good agreement with the piezo-inverted

strains.

This work creates the first intellectual pathway to full-field dynamic embedded sensing.

This work has far-reaching potential applications in many fields, as numerous materials ex-

hibit self-sensing characteristics through deformation-dependent changes to electrical prop-

erties. Therefore, piezoresistive elastodynamics has the incredible potential to be applied

not just in structural applications but in other potentially innovated applications where

measuring dynamic behavior through self-sensing materials is possible.

17



1. LITERATURE REVIEW

1.1 Introduction

1.1.1 Applications of Elastodynamics

Knowing the full-field dynamics [  1 ] [ 2 ] of materials would be immensely beneficial to a

diverse number of fields and applications, such as geology, biomedicine, and engineering.

For example, seismologists and geophysicists employ seismic waves to conduct subsurface

environmental assessment surveys for geological instabilities in seismically active areas prior

to civil construction and to advance exploration efforts to extract natural resources such as

minerals and hydrocarbons [ 3 ] [ 4 ] [ 5 ] [ 6 ] [ 7 ]. In clinical applications, ultrasound is a common

tool to inject high-frequency and nondamaging vibrations into patients. The reflections are

used to reconstruct the boundaries between fluids and tissues to aid in medical diagnostics

[ 8 ] [  9 ] [  10 ]. In the field of engineering, the structure’s dynamic response can be used to assess

its current condition [ 11 ] [ 12 ].

However, physically capturing full-field dynamic behavior is challenging to achieve with

conventional sensing. As a result, advanced analytical tools were created to comprehend

the dynamic data from a sparse sensor network and achieve material state awareness. For

example, these tools can be used to discern subtle changes in material properties within an

entire body from surface measurements. In a geological context, it is well known that different

subsurface strata exhibit different geomechanical properties (e.g., density, elastic properties,

porosity, etc.). Among the different geological layers are minerals and natural resources

that may have subtly different properties than the surrounding material. Identifying and

delineating these regions of interest can be a complex task with seismic waves due to the fact

that mechanically similar materials can produce low-amplitude wave reflections. This often

requires employing an array of geophones to enhance geolocation efforts. Chen et al. [ 13 ]

used a shallow seismic exploration method to detect and spatially locate gold ore deposits

to a depth of 600 m. In addition to identifying ore deposits, seismic velocity structures

for different lithologic layers were also determined and provided a spatial mapping of the

subsurface strata. Markovic et al. [  14 ] used seismic reflection methods for the mineral

exploration of skarn-type and apatite-rich iron-oxide deposits initially believed to be at a
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depth of 850 m based on historical drilling. Several new reflections identified additional

unknown ore veins extending 300 meters further down. Koivisto et al. [ 15 ] conducted a

reflection seismic survey on platinum group mineral veins within the local geology of layered

sedimentary and volcanic rocks down to a depth of 1.5 km. This work was found to be

in good agreement with a similar study using three-dimensional reflection seismology by

Malehmir et al. [  16 ]. It is worth mentioning the nature of geotechnical surveying invokes

a mathematical inverse problem on account that the specific depth and regions of different

subsurface materials must be calculated from a sparse set of surface measurements [  17 ] [  18 ].

The biomedical field encounters similar challenges to geologists and seismologists, where

noninvasive diagnostics (i.e., surface measurements) are heavily preferred. Therefore insights

must be made about subsurface regions of interest from remote measurements. Elastography

is a non-invasive and non-damaging imaging modality to study soft tissue biomechanics. The

fundamental principle of elastography is to utilize dynamic mechanical excitations to ascer-

tain changes to the elasticity of biological tissue [ 19 ]. Changes to the viscoelastic properties

of tissues can serve as indicators of possible pathophysiological conditions leading to fibrosis

or impaired tissue function. For example, the elasticity of ocular and periocular tissue was

examined by Li et al. [  20 ] using ultrasound elastography. Ocular hypertension was simu-

lated in the tissue sample, and a change in biomechanical properties was observed through

variations in wave velocity and tissue elasticity. Shih et al. [ 21 ] conducted an intravascular

assessment of atherosclerotic disease using a dual-frequency transducer for ultrasonic shear

wave elastography. It was found that the regions with atherosclerotic plaque can be distin-

guished. The difference in shear modulus properties between healthy and diseased tissue was

up to 1.6 kPa. Alfuraih et al. [ 22 ] utilized shear wave elastography to investigate idiopathic

inflammatory myopathies (IMM). Findings resolved through substantial differences in shear

wave velocities reduced muscle stiffness due to the effects of IMM on muscle tissue and its

effects on biomechanical properties. Elastography can also be combined with the capabilities

of magnetic resonance imaging (MRI) [  23 ] to directly capture wave motion and then apply

an inversion algorithm to convert the data collected into an elastogram. Magnetic resonance

elastography has been employed to great effect in detecting liver fibrosis [ 24 ], malignant and

benign tumors in breast [  25 ] and brain tissue [  26 ], and abnormal cardiovascular function [  27 ].
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Figure 1.1. Explosive shots were generated to transmit elastic waves and
measure reflections through an array of equally spaced geophones. (a) Raw
shot data was collected through geophones. (b) A bandpass filter, spectral
balancing, and “top-mute” were applied for signal conditioning. Red arrows
pointing to M1 and M2 likely denote mineralization. (c) Raw shot data at
another location. (d) Post-signal conditioning of collected data reveals likely
locations of subsurface fault lines in strata (R1 and R2) [ 14 ].
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In engineering, vibration methods are well-established techniques that greatly improve

operational safety and reliability by capturing changes to the nominal dynamic behavior of

structures [  28 ] [  29 ] [  30 ]. Guided waves can be utilized in various applications where the

structural components act as transmission paths or waveguides for the propagation of trans-

mitted waves and their reflections [  31 ] [ 32 ] [ 33 ] [ 34 ]. Most guided wave efforts focus on

damage/flaw detection and localization. Two examples using composite materials are as

follows: Li et al. [  35 ] employed co-linear guided waves to identify the presence and spatial

position of low-velocity impact-induced damage on a carbon fiber-reinforced polymer com-

posite. The presence of damage could be inferred in the spectral domain where the variation

in mixing frequency components peak counts was found to have a positive correlation with

impact energy, denoting more significant nonlinear acoustic behavior in the material due to

the presence of damage. Sherafat et al. [  36 ] created artificial single-ply cracks using Teflon

tape in a carbon fiber-reinforced polymer composite and employed ultrasonic-guided waves.

The condition of the composite panel was measured by the scattering of the reflected waves

as a function of wave frequency. It was found the effect of excitation wavelength is a crucial

factor in reflection, transmission, and scattering behavior in damage detection efforts.

1.1.2 Self-Sensing Materials for Discrete Structural Sensing

Common to all elastodynamic approaches is the reliance on physical sensors (e.g., metallic

foil strain gages [  37 ] [  38 ], accelerometers (PZT) [ 39 ] [  40 ], fiber optic cables [  41 ] [  42 ], lead

zirconate titanate transducers [  43 ] [ 44 ]) to accurately capture dynamic behavior. Although

physical sensors are ubiquitous and highly effective, practical limitations exist. Physical

sensors are constrained by their ability to physically sense at specific locations, and large

distributed sensing arrays may incur significant mass penalties.

One promising solution is to leverage self-sensing materials with deformation-dependent

changes to electrical behavior. Self-sensing can occur in natural materials, such as in bi-

ological cells [  45 ] [  46 ], semi-saturated soils [ 47 ] [  48 ], and certain minerals/ores [ 49 ] [  50 ], or

artificially, such as in cements [  51 ] [ 52 ], continuous carbon fiber composites [  53 ] [ 54 ], and

nanocomposites [  55 ] [  56 ]. Nanocomposites are the most commonly studied materials where
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self-sensing is expressed through the piezoresistive effect [  57 ] [ 58 ] [ 59 ] [ 60 ] [ 61 ] [ 62 ]. Piezore-

sistive materials can achieve mechanical state awareness at discrete locations or over spa-

tially distributed regions. In composites, this is made possible with the dispersion of small

quantities of nanofiller inclusions (such as CBs, CNFs, carbon nanotubes, and graphene

nanoplatelets) into the matrix material. A well-connected conductive network is formed

when the nanofillers are properly dispersed, and the deformation of the nanocomposite will

result in a change in the conductive network due to individual nanofiller movement. Varia-

tions in the inter-filler distance will change the resistance experienced by electrons as they

tunnel between adjacent nanofillers across the conductive network [  63 ] [  64 ]. This change in

electron tunneling resistance manifests as bulk changes in the intrinsic electrical properties

of the nanocomposite [  65 ] [ 66 ] [ 67 ] that can then be measured. Exploiting this deformation-

dependent electrical behavior enables piezoresistivity to be used for mechanical sensing and

inferring material state awareness.

The piezoresistive effect has proven to be highly effective in monitoring highly dynamic

behavior. Within an elastodynamic framework, the piezoresistive sensors have been employed

as surface patch sensors at discrete locations. For example, Zeng et al. [ 69 ] manufactured

various weight fractions of MWCNT and CB-modified polyvinylidene fluoride (PVDF) sen-

sors for steady-state 100 Hz–3 kHz vibration and ultrasonic guided wave monitoring up to 400

kHz. The piezoresistive sensors were found to accurately track dynamically changing loads

and capture the propagation of the zeroth symmetric and antisymmetric modes of ultrasonic

wave packet transmissions into a 600 mm × 600 mm steel plate. Zhou et al. [ 68 ] produced

inkjet-printed piezoresistive sensors using CB nanofillers and polyvinyl pyrrolidone (PVP).

The printed flexible sensors were adhered onto a 400 mm × 400 mm glass fiber reinforced

polymer (GFRP) laminate plate and subject to sinusoidal tonal bursts (i.e., wave packets)

at frequencies ranging from 50 kHz–500 kHz. The signals recorded from the CB/PVP sen-

sors faithfully recorded both the zeroth order symmetric and antisymmetric modes. In a

later study, Zhou et al. [ 70 ] found the capabilities of CB/PVP sensors maintained stable

sensing capabilities at temperatures ranging between -60 ◦C and 150 ◦C typical for aircraft

and spacecraft operations using the same ultrasonic methods. Cao et al. [ 71 ] developed

graphene/PVP material that could be sprayed onto surfaces to create a thin piezoresistive
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Figure 1.2. (a) Inkjet printed CB/PVP sensors directly deposited on poly-
imide film. (b) Experimental setup with CB/PVP sensors and PZT wafers
adhered onto a GFRP laminate place. Ultrasonic wave packets were inserted
into the plate and detected through the adhered sensors. (c) Raw ultrasound
signals were captured by the ink jet-printed CB/PVP sensors. The sensors
accurately captured the zeroth symmetric and antisymmetric modes [ 68 ].
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film. Discrete patch sensors were created on a 500 mm × 500 mm aluminum plate to mon-

itor ultra-high frequency guided wave transmission. A bonded mass on the plate simulated

energy scattering and reflection phenomenon (i.e., artificial damage). This change in wave

behavior was accurately recorded through the piezoresistive sensors. Furthermore, time-of-

flight calculations accurately determined the positioning of the bonded mass on the plate

based on wave reflections.

It is important to note that the aforementioned contributions developed surface-mounted

discrete piezoresistive sensors rather than using a continuous approach wherein the entire

structure is the sensor (which is an important distinguishing factor of this thesis work). In the

interest of advancing subsurface measurement capabilities, Sun et al. [  72 ] [  73 ] created spray-

coated graphene/PVP sensors with carbon nanotube film wires with remarkable thinness,

approximately 45 µm. The prepared sensors were implanted into an E-glass epoxy and used

for in-situ monitoring of cure kinetics using elastodynamics. Furthermore, the implanted

sensors had good sensing capabilities to observe broadband excitations ranging from steady-

state vibrations to lamb wave transmissions up to 450 kHz.

1.1.3 In-Situ Piezoresistive Dynamics

Although piezoresistive sensors have proven to be widely effective in monitoring highly

dynamic mechanical behaviors, it suffers from a significant limitation. The aforementioned

section demonstrated discrete piezoresistivity-based sensors conducting measurements at cer-

tain locations. Design and environmental constraints may prevent attaching densely or large-

scale distributed piezoresistive sensor arrays. Fortunately, imparting the piezoresistive effect

into the material itself (as opposed to attaching discrete sensors) for spatially distributed

sensing would address this limitation where entire material or structural-level sensing can

be conducted between opposite locations. This section will discuss how piezoresistivity can

be leveraged for full-scale in-situ measurements of highly dynamic behavior.

Piezoresistivity enables the sensing of highly dynamic behaviors throughout entire struc-

tures. Ubertinit et al. [ 75 ] introduced 2 wt.% carbon nanotubes (CNTs) into cement to

track cyclic excitations in the range of 0.25 Hz–15 Hz. This study showcased that large
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Figure 1.3. (a) GNP/GFRP laminate plate with printed conductive elec-
trodes adhered onto the surface. (b) Acoustic emissions can be detected from
the electrodes and PZT wafers adhered to the surface of the GNP/GFRP plate.
(c) Using time of flight calculations, the locations of acoustic emission sources
can be accurately determined [ 74 ].
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structural-level piezoresistive dynamics can be detected. Garcia et al. [  76 ] manufactured a

0.5 wt.% CB/GFRP laminate beam with electrodes placed at the ends of the beam. Electri-

cal resistance measurements were taken across the beam while the beam was subject to 30

Hz and 500 Hz and steady-state harmonic excitation. Furthermore, the effect of two different

damage types, a concentrated mass and a drilled hole, were investigated through piezore-

sistive measurements. Examination of response peaks in the frequency domain indicated a

change in the material state of the CB/GFRP beam can be clearly distinguished through

piezoresistive measurements. Li. et al. [ 77 ] leveraged the piezoresistive effect of graphene

nanoparticles (GNP) GFRP plate for guided wave applications. Printed electrical circuits

and electrodes were made to form a distributed electrode sensing array on the surface of

the GNP/GFRP plate to detect 180 kHz guided waves. The response from the sensing elec-

trodes and surface-mounted PZT wafers was found to be in good agreement. The electrode

sensing array proved a proof-of-concept application that guided wave propagation could be

monitored from any point on the nanocomposite plate through piezoresistive measurements.

Furthermore, the location of the original excitation can be triangulated with time-of-flight

calculations. In a later study, Li et al. [  74 ] revisited the topic of distributed piezoresistive-

based sensing through surface-mounted printed electrodes for guided wave applications in a

GNP/GFRP plate. The exact source location of dropped steel balls on the plate could be

obtained from piezoresistive observations of acoustic emissions below 10 kHz. The dispersion

curves of the composite plate were also experimentally determined up to 500 kHz with the

aid of commercially available software [ 78 ].

As shown above, comparatively little has been done in the field of piezoresistive dy-

namics at high rates of deformation through structural level measurements. Some have

shown tracking highly dynamic behavior is possible from direct electrical measurements from

nanofiller-modified composite structures; however, none have utilized piezoresistivity for in-

situ elastodynamics. Furthermore, no work has been done to integrate dynamic piezoresis-

tivity with conductivity imaging modalities like electrical impedance tomography [ 79 ] [ 66 ]

[ 80 ] [  81 ] to capture the spatial and time-varying behavior within a self-sensing body. Be-

cause the previously described broader applications of piezoresistive self-sensing do indeed

have precedent for using electrical impedance tomography (EIT) (e.g., biomedical imaging
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[ 82 ] [  83 ] [  84 ], geospatial prospecting and exploration [  85 ] [  86 ] [  87 ], structural health and con-

dition monitoring [  61 ] [ 88 ] [ 89 ], etc.), this very feasible next step to expand the capabilities

of conductivity imaging modalities for full-field dynamic imaging.
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2. PROBLEM STATEMENT, RESEARCH GOAL,

DISSERTATION CONTRIBUTIONS, AND DISSERTATION

ORGANIZATION

Problem Statement: The piezoresistive effect has immense potential for realizing embed-

ded sensing of full-field dynamics. Many materials, both engineered and naturally occurring,

exhibit piezoresistive behavior, and many applications would benefit from knowledge of in-

situ full-field dynamics. However, very few have used dynamic piezoresistivity to directly

extract specific material mechanical characteristics through electrical measurements. This

important is an important limitation as a successful combination of piezoresistivity with

elastodynamics can achieve unprecedented dynamic material state awareness with relatively

simple hardware requirements (i.e., power supply and voltage measurement device). Further-

more, the piezoresistive effect enables spatially distributed sensing capabilities that can be

leveraged to make these insights through remote, embedded, and subsurface measurements.

Research Goal: The goal of this thesis is to pioneer the field of piezoresistive elastodynam-

ics. None have investigated leveraging coupled electro-mechanical properties for elastody-

namics to discover the basics of dynamic self-sensing principles. Knowledge gained through

discovering dynamic behavior in a carbon nanofiller-modified epoxy material is anticipated

to be translatable to any material with piezoresistive characteristics. The work herein can

therefore open a new avenue for advancing dynamics-integrated self-sensing to obtain full-

field material state awareness.

Dissertation Contributions: This dissertation makes three important contributions to-

ward the aforementioned research goal. First, the work herein established piezoresistivity

can effectively enable material state awareness utilizing highly dynamic behavior. The sig-

nificance of this contribution is that in situ material characterization can be shown to be

achieved from dynamic and rapid mechanical perturbations such as elastic stress waves. Sec-

ond, not only can highly dynamic and transient events be tracked, but material condition-

relevant data can be ascertained, such as excitation frequencies, material speed of sound,

and dynamic modulus. Furthermore, signal filtering of excitations can be made by adjusting

electrode configuration or spacing between measurement points. Third, combining analytical
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piezoresistivity and complete electrode modeling can lead to strain state determination at

certain locations along the nanocomposite rod through the piezo-inversion process. This is

possible by employing a first-principles-based analytical piezoresistivity model to recover the

strain state from recorded electrical measurements.

1. Elastic stress wave tracking via the piezoresistive effect: High-rate impact loading, steady-

state vibrations, and repeatable wave packet excitations were effectively monitored by

utilizing electrical measurements obtained from surface-mounted electrodes on nanocom-

posite rods. The significance of this contribution is to clearly demonstrate dynamic

piezoresistivity can be utilized for in-situ material characterization, such as obtaining

excitation frequencies, material speed of sound, and dynamic modulus

2. Passive signal filtering of dynamic electrical signals: The influence of electrode spac-

ing (i.e., the distance between measurement points) on the collected electrical mea-

surements was investigated as a potential avenue to achieve passive signal filtering

on CNF/epoxy rods. This is an important contribution because it demonstrates how

electrode topology can be used as a physical filter for certain information contained in

elastic waves.

3. Material-state determination from elastodynamic testing: Recovering the strain state

in the measurement region between adjacently placed electrodes was achieved. Fur-

thermore, the energy-dissipative characteristics (i.e., damping/attenuation) were accu-

rately determined from piezo-inverted strains and utilized in an ABAQUS digital twin

model to qualitatively obtain full-field mechanics of a 1.5 wt.% CNF/epoxy rod. This

is a substantial contribution because it outlines a direct pathway to obtain full-field

material state awareness through piezoresistive elastodynamics.

Thesis Organization: The organization of this dissertation is as follows. First, an overview

of the experimental methodology is presented. This includes subsections on the nanofiller-

modified epoxy material manufacturing process, cast manufacturing to form rod structures,

and the electrode attachment process. Next, the experimental setup subsection will present
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the specific equipment arrangement for the split-Hopkinson pressure bar (SHPB) appara-

tus to subject nanocomposite rods to high-rate elastic wave propagation and an open and

closed-loop piezoelectric/magnetic shaker system to excite the manufactured rods under

steady-state vibrations and controlled wave packet injections. The following subsection will

outline the specific equipment arrangement to take piezoresistive measurements from the rods

during loading. Then, the complete electrode model is described to outline computational

modeling efforts. The experimental results section will follow the experimental methodology

section. The dissertation will finally be concluded with a brief summary of work and state

recommendations for future possible expansion of this framework or body of work developed.
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3. EXPERIMENTAL METHODOLOGY

This chapter discusses the experimental work performed to develop piezoresistive elastody-

namics for embedded sensing applications. This includes composite manufacturing, electrical

interrogation, mechanical testing, and data collection. Three types of self-sensing compos-

ites were manufactured: Carbon Black (CB), Carbon Nanofiber (CNF), and Multi-Walled

Carbon Nanotube (MWCNTs)-modified epoxy. The following sections describe the manu-

facturing and experimental procedures in detail.

3.1 Nanocomposite Specimen Preparation

As a test bed to explore dynamic piezoresistivity, carbon nanofiller-modified polymers

were manufactured and subject to dynamic loading and transient mechanical excitation.

The following sections will outline the material manufacturing procedure and the specific

cast process to form long prismatic rod specimens.

3.1.1 Nanocomposite Material Manufacturing Process

A modified nanocomposite manufacturing procedure, originally developed by Tallman et

al. [ 60 ], was utilized in this investigation for material preparation. In this manufacturing

method, nanofillers are dispersed into epoxy material with the aid of a surfactant, high-

energy mechanical mixing, and ultra-sonication [  60 ] [  90 ] [  91 ]. The work in this thesis utilized

CB Pearls 2000 (CABOT, Alpharetta, Georgia, USA), Pyrograf-III PR-24-XT-HHT un-

functionalized CNFs (Applied Sciences Inc., Cedarville, OH, USA) with an outer diameter

and length of 100 nm and 50 µm, and MWCNTs (Cheap Tubes Inc., Grafton, VT, USA)

with an outer diameter and length of <8 nm and 10-30 µm, respectively.

The specific quantity of nanofillers utilized in manufacturing a piezoresistive nanocom-

posite must consider two critical factors: 1) The likelihood of establishing a conductive

network within the subsurface and 2) processability during manufacturing. To leverage the

piezoresistive effect, nanocomposites must have particle concentrations near or exceeding the

percolation threshold. The percolation threshold is the critical concentration where there is a
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high probability that a well-connected network of particles is formed within the nanocompos-

ite. When using conductive nanoparticles, dramatic improvements to the nanocomposite’s

bulk electrical properties can be observed at this point. Localized deformation to the con-

nected nanofiller network will manifest as changes in the bulk electrical properties that can

be measured using simple current injection and voltage measurement techniques. Utilizing

a concentration of nanofillers beyond the percolation threshold can lead to fewer variations

in the spatial distribution of electrical properties and piezoresistive behaviors. However,

the benefits gained are at the expense of increased nanofiller/epoxy mixture viscosity and

diminished strain sensitivity. Therefore, the specific concentration of nanofillers used to

manufacture a piezoresistive nanocomposite should be carefully determined, taking into con-

sideration factors such as manufacturing processability and the probability of establishing a

conductive network. The work utilized nanofiller concentrations between 0.5%-1.5% relative

to the total polymer matrix (i.e., epoxy resin + hardener). This specific concentration range

exceeded the percolation threshold of each nanofiller material without producing an overly

viscous material to inhibit the lost glass casting process employed.

The procedure to manufacture polymer nanocomposites is as follows. First, a specific

quantity of nanofillers is measured and introduced into FibreGlast 2000 epoxy resin (Fibre-

Glast, Brookville, OH, USA). Acetone was then added to the mixture at an acetone-to-resin

volume ratio of 1:2. Acetone serves to thin or decrease the mixture’s viscosity and increase

the effectiveness of sonication to increase the dispersion of nanofillers [ 92 ]. Next, Triton X-

100 surfactant (bioWORLD, Dublin, OH, USA) was incorporated into the nanofiller/resin

mixture at a surfactant-to-nanofiller mass ratio of 0.76:1. Surfactants have an ameliorating

effect on carbon nanofiller dispersion through a chemical modification of the nanofiller sur-

face [ 93 ] [ 94 ] [ 95 ]. Then, the nanofiller/resin/surfactant mixture was mixed by hand for five

minutes with a glass stir rod before being stirred five minutes further in an AR-100 com-

pact planetary centrifugal mixture (Thinky USA, Laguna Hills, CA, USA). After stirring,

the nanofiller/resin/surfactant mixture was placed within a CP360HT bath sonicator (Crest

Ultrasonics, Trenton, NJ, USA) for two hours per ten grams of resin. The mixture was pe-

riodically stirred by hand using a glass stir rod to ensure even sonication. After sonication,

the nanofiller/resin/surfactant mixture was transferred to a hot plate stirrer for 24 hrs at
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600 rpm to evaporate the solvent. Next, the mixture was cooled 5 ◦C using an ice bath,

thereby extending the pot life of the material. Then, the nanofiller/resin/surfactant mixture

received the addition of FibreGlast 2020 epoxy hardener (FibreGlast, Brookville, OH, USA)

and BYK A-501 air release agent (BYK USA, Earth City, MO, USA) at a hardener-to-resin

mass and total epoxy-to-air release agent ratio of 23:100 and 0.3:100, respectively. Finally,

the nanofiller-modified epoxy mixture was mechanically stirred by hand with a glass stir rod

for five minutes and degassed in a vacuum chamber for ten minutes before being cast.

3.1.2 Cast Manufacturing of Rod Specimens

Lost glass mold casting manufacturing was employed to produce nanofiller-modified

epoxy rod structures. Lost glass mold casting is a specialized form of non-reusable cast

molding manufacturing that uses a glass mold to contain liquid material. Once solidified,

the component is removed by carefully destroying the glass mold. This method offers sev-

eral notable benefits. Components cast in glass molds have superior surface quality due to

the smoothness mold material. Furthermore, glass molds can withstand high casting tem-

peratures. However, utilizing this method poses several significant challenges. Improper

treatment or preparation of the mold surface may increase the likelihood of the cast material

adhering to the mold. A significant mismatch in the coefficients of thermal expansion of the

cast material and glass mold may produce substantial residual stresses and fracture the cast

component or mold when cooling from an elevated temperature. Lastly, the fragility of the

glass mold must not be ignored in any step of the manufacturing process.

The manufacturing steps for producing long and large aspect ratio nanofiller-modified

epoxy rod structures via lost glass mold casting are described. First, Corning Pyrex Borosil-

icate Glass Tubing (Wale Apparatus, Hellerton, PA, USA) was prepared by cleaning the

interior of the mold with acetone. Second, three thin coats of polyvinyl alcohol (PVA) re-

lease film (Fibre Glast, Brookville, OH, USA) were applied to the interior surface of the

glass mold. The PVA release film serves as a physical barrier between the liquid nanofiller-

modified epoxy mixture and the glass surface of the mold. Third, a silicone stopper was

cast at one end of the glass mold to create an airtight seal. Fourth, the prepared nanofiller-
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Figure 3.1. Manufacturing nanofiller epoxy rods involves a multistep process
to introduce and disperse the nanofillers into the epoxy material. A solvent,
such as acetone, is employed to lower the viscosity of the mixture to enable
more effective ultrasonication of the mixture by lowering its viscosity. The
prepared mixture must be carefully poured into the glass mold before being
cured and removed. This entire manufacturing process is outlined as a simple
schematic.

modified epoxy was carefully poured into the glass mold at an angle to avoid introducing air

bubbles. Fifth, the epoxy-filled tube was then cured. At this stage, the specific curing pro-

cess is determined by the overall volume of the material utilized. This is due to the fact that

the cure kinetics of thermoset epoxies produces an exothermic process that can potentially

generate large amounts of heat. In this work, the rods measuring 22 mm in diameter and

505 mm in length, and 12.6 mm in diameter, and 685.8 mm in length were manufactured for

high-strain rate impacts and controlled vibration mechanical excitation. The smaller diam-

eter rods were cured in an oven for 5 hours at 80 ◦C. The larger diameter rods were cured at
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room temperature for 12 hours due to the exothermic reaction generating sufficient internal

heat to cure and harden the material. After curing, the glass tube was carefully broken to

remove the nanofiller-modified epoxy material. Finally, the rods were cut to length using a

water-cooled tile saw. The 22 mm diameter and 12.6 mm diameter rods were cut to a length

of 560 mm and 700 mm, respectively.

Short small aspect ratio cylinders were also manufactured using the procedure described

above for dynamic mechanical characterization. A total of 36 specimens were produced

for each nanofiller type investigated. In preparation for testing in an SHPB system, the

circular surfaces of the specimens were polished on a rotary water M-prep grinder/polisher

(Allied High Tech Products Inc., Rancho Dominguez, CA, USA) using 1200 and 2400-grit

sandpaper. Additionally, unmodified epoxy specimens were fabricated to establish a baseline

for comparison of dynamic modulus. It is important to have smooth and parallel surfaces to

facilitate good transmission of the incident stress wave into the specimen.

3.1.3 Electrode Attachment

High Strain-Rate Impact and Steady-State Vibration Testing

After cutting the nanofiller-modified epoxy rods to length in a water-cooled tile saw,

the rod surfaces were sanded with sandpaper to expose the nanofiller network. Residual

particulates from sanding were removed using acetone and Kim wipes. Three electrodes were

placed at the mid-length of the rod using a combination of silver paint (Ted Pella, Redding,

CA, USA) and copper tape (Ted Pella, Redding, CA, USA). Each electrode was applied

about the circumference of the rod, measuring 3.18 mm in width and with a spacing of 3.18

mm apart. Lastly, 34 AWG wire adhered to the copper tape electrodes using conductive silver

epoxy. This specific combination of silver paint, copper tape, copper wire, and conductive

epoxy was chosen to ensure secure and stable voltage measurements from the rod under

dynamic impact loading conditions.
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Figure 3.2. (Top) Three electrodes are formed on the surface of manufac-
turer nanofiller-modified rods to observe transmitted high-rate elastic stress
waves and steady-state vibrations from the center of the rod. (a) A simplified
schematic detailing the electrode configuration with respect to current injec-
tion and grounding. (b) A cross-sectional view reveals the specific layering
sequence to create the electrodes through an embedded copper wire in con-
ductive epoxy.

Controlled Wave Packet Excitation

The electrodes on the rods for wave packet injection were prepared using a comparable

procedure to the impact rods. The rod surfaces underwent light sanding followed by a

thorough cleaning using acetone, and Kim wipes to remove residual particulates. Then the

circumferential surface of the rod was covered with painter’s tape before being etched, about

the circumference, at 6.35 mm intervals along the length of the rod. Alternating segments

of the etched tape were removed to expose the surface of the nanofiller-modified epoxy rod.

The exposed surfaces were then painted with a layer of quick-drying silver paint. Next, a

layer of 6.35 mm wide copper tape was applied on top of the dried silver-painted surfaces to

form electrodes. Finally, a second layer of copper tape was applied and formed into electrode

tabs to facilitate easy connection with alligator clips with external electrical equipment.
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Figure 3.3. (Top) Electrodes are formed on the surface of manufactured
CNF/epoxy rods with copper tape. The electrodes are spatially distributed
with equidistant spacing along the length of the rod. (a) A simple schematic
showcases the mounting configuration, (b) the specific layering sequence of
specimen/silver paint/copper tape to form electrodes, and (c) the prepared
reflective surface at the end of the rod for laser vibrometry.

3.2 Experimental Setup

3.2.1 Split–Hopkinson Pressure Bar

The SHPB [  96 ] [ 97 ] [  98 ] is an experimental apparatus that facilitates dynamic material

characterization using uniform one-dimensional stress waves at strain rates ranging between

102 − 104 s−1. Conventional SHPB tests employ four bar components: 1) striker bar, 2)

incident bar, 3) transmission bar, and 4) momentum bar. A pneumatic gas gun ejects

the striker bar to impact the incident bar. The compressive stress wave created from the

striker impact travels the length of the incident bar and is injected into the specimen. The

compression wave passes through the specimens and builds in intensity as it reflects between

the specimen-incident bar and specimen-transmission bar interfaces. If the specimen has

a mechanical impedance mismatch with the bar components, then each interaction at the

interfaces produces a reflected and transmitted wave [  99 ] [  98 ]. In this situation, strain gages
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on the incident and transmission bars observe the transmitted and reflected waves. The

momentum bar serves to “catch” the transmission of the stress waves and separates from

the transmission bar to prevent secondary reflections from the end of the SHPB system. A

momentum trap arrests the movement of the momentum bar. The profile of the incident

wave can be “shaped” by employing a sacrificial component called a pulse shaper. Pulse

shapers modify the shape of the indecent wave to produce a constant strain rate within the

specimen [ 100 ].

Figure 3.4. (Top) A SHPB apparatus consists of four bar components: a
striker, incident, transmission, and momentum bar. A pulse shaper can be
used to modify the profile or shape of the stress wave. Strain gages adhered to
the surfaces of the incident and transmission bar assess the dynamic behavior of
the specimen. (Bottom) A representative space-time plot showcases the stress
wave’s propagation and reflection along the length of the SHPB apparatus.

When the SHPB is properly aligned and calibrated, the dynamic strain recorded by the

strain gages on the incident and transmission bar components is equivalent to the strain

experienced by the specimen. The dynamic stresses measured at the specimen-incident,

σ1(t), and specimen-transmission bar, σ2(t), interfaces are given by,
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σ1(t) = AB
AS

EB (εI(t) + εR(t)) (3.1)

σ2(t) = AB
AS

EBεT (t) (3.2)

Where the parameters AB and EB refer to the cross-sectional area and elastic Young’s

modulus of the bar components, while AS denotes the cross-sectional area of the specimen,

and strains are measured on the incident and transmission bars via surface-mounted strain

gages. The strains εI(t), εT (t), and εR(t) denote the response from the surface-mounted

strain gages on the bar components in response to the initial propagation of the incident

stress wave, its propagation into the transmission bar after interacting with the specimen,

and the reflection of the stress wave from the incident bar-specimen interface, respectively.

The average strain rate, ε̇(t), engineering strain, ε(t), and engineering stress, σ(t), can be

assessed through the mean of the strains and stresses at the specimen-bar interfaces. Where

CB is the wave speed of the bar components and LS is the specimen length or thickness.

ε̇(t) = CB
LS

(εI(t)− εR(t)− εT (t)) (3.3)

ε(t) = CB
LS

∫ t

0
(εI(t)− εR(t)− εT (t)) dt (3.4)

σ(t) = 1
2
AB
AS

EB (εI(t) + εR(t) + εT (t)) dt (3.5)

To ensure the validity of the previous equations, dynamic equilibrium must be satisfied

within the specimen. To address this, let R(t) define the homogenization ratio as a means to

quantify dynamic equilibrium. This is achieved by taking the quotient of the stress gradient

with respect to the mean stress across the specimen. If the homogenization ratio is less than

5%, then equations (  3.3 )–( 3.5 ) can be simplified via εT (t) = εI(t)+εR(t) [ 98 ]. Put differently,

if the stress gradient within the specimen is sufficiently negligible compared to the mean

stress, the transmitted strain can be considered equal to the incident and reflected strains,
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essentially enforcing the stress at the specimen interfaces are equivalent, σ1(t) = σ2(t). Once

equilibrium is achieved, the determination of the material’s dynamic response is possible.

R(t) = 1
2

[
σ1(t)−σ2(t)
σ1(t)+σ2(t)

]
(3.6)

The SHPB bar components were precision-machined from VascoMax©350 Maraging steel

to a diameter of 25.4 mm. The length of the incident bar measures 1.34 m while the

transmission and momentum bars each measure 1.52 m in length. The work herein employed

two striker bars, each serving a specific purpose. The first striker bar, with a length of 76.2

mm was utilized to produce an elastic wave that is fully contained within the long 505 mm

length rods to observe distinct tension or compression phases of the reflecting waves. The

second striker bar, with a length of 609.2 mm, was utilized to conduct a traditional SHPB

test on small short aspect ratio cylindrical nanofiller-modified epoxy specimens for dynamic

mechanical characterization purposes. VascoMax©350 Maraging steel is an elastic isotropic

material with the following mechanical properties: Young’s modulus of elasticity of 200 GPa,

8100 kg/m3 density, and a Poisson’s ratio of approximately 0.30. Pulse shapers are placed

between the incident bar and the striker bar and be used to tailor the profile of the stress

wave introduced into the specimen. In the piezoresistivity investigation, small copper disks

with a diameter of 6.35 mm and thickness of 0.7 mm were used to shape the stress wave

pulse into a triangular stress wave with a well-defined shape and peak. For the dynamic

mechanical characterization of the material itself, small copper disks with a diameter of 3.97

mm and 0.5 mm thickness were employed to transform the stress wave pulse to exhibit a

bilinear profile and produce a uniform stress state within the short cylinder samples. The

strain gages on the incident and transmission bars are positioned at distances of 1.5 m and

0.75 m, respectively, from the interface where the specimen is located.

Appropriate alignment is crucial for the bar components in the SHPB apparatus to

produce purely planar one-dimensional stress waves. The calibration process ensures the

proper alignment of the SHPB apparatus by verifying the uninterrupted propagation of an

incident stress wave through all the bar components without any detected reflections from
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Figure 3.5. Voltage history of the incident and transmission bar strain gages
observing a calibration shot using a representative triangular stress wave. Cal-
ibration of the SHPB apparatus involves observing the propagation of a stress
wave across the incident/transmission bar interface. Reflections recorded by
the incident bar strain gage or a significant change in the profile amplitude of
the transmitted stress wave will denote misalignment. Shown here is a prop-
erly aligned SHPB apparatus.

the strain gages. Applying petroleum jelly at the bar interfaces can help aid in the complete

transfer of energy transfer between bar components. While the utilization of petroleum

jelly is beneficial in enhancing the transmission of stress waves at the interfaces of the bar

components, it is crucial to emphasize that it should not be regarded as a replacement for

precise alignment. This calibration process is done in the absence of a specimen at the

bar interfaces, for example, a striker producing an incident wave with a triangular profile

typically produced for the piezoresistivity investigation. For example, Figure  3.5 shows

complete transmission, and the lack of a reflected stress wave on the strain gages on the

incident bar indicates a well-align SHPB apparatus.
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3.2.2 Steady-State and Wave Packet Vibration Excitation

Upon attaching electrodes to the nanofiller-modified rods, a steel bolt was affixed to one

end of the rod with a piece of electrical tape separating physical contact between the bolt

and rod specimen. Electrical tape was applied as a precautionary measure to mitigate the

potential for electrical shorting through the shaker system, while the steel bolt served the

purpose of securely mounting the rod to the shaker system, ensuring proper and stable posi-

tioning. This basic specimen mounting preparation and configuration established the means

to utilize a model F4/F7 electromagnetic/piezoelectric shaker system (Wilcoxon Research,

Frederick, MD, USA) to mechanically excite the prepared specimens through the bolted end

with steady-state and wave packet vibrations as seen in Figure  3.6 .

One-dimensional strain waves were induced at the bolted end of the nanofiller-modified

rods. A range of frequencies on the order of 102 − 104 Hz was investigated for steady-state

vibration testing. The chosen excitation frequencies in this study do not aim to represent

a specific application. Instead, the objective was to explore the potential of piezoresistive

elastodynamics across a broad frequency range. Longer aspect ratio piezoresistive rods with

a small cross-sectional area were manufactured, and electrodes were applied to the surface of

the rods to provide spatially distributed sensing. The aim of this investigation was to explore

the possibility of utilizing piezoresistive materials to track guided wave packets across the

length of the rods and deduce any structural-level or mechanical state information, such as

strain history. This enhanced investigation involved injecting nanofiller-modified rods with

highly controlled 5.5-cycle modulated-wave packets with the modulated frequency in the

structural vibration range (e.g., 26.5 kHz to 55 kHz).

3.3 Piezoresistive Measurements

In general, observing a nanofiller-modified material’s piezoresistive response is uncompli-

cated. The deformation of a piezoresistive nanocomposite leads to changes in its electrical

resistance, which can be detected as variations in the measured voltage under constant cur-

rent conditions. The difficult aspect lies within the nature of capturing or observing this

behavior during a dynamic experiment where a wave propagation phenomenon is expected to
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occur. The following section outlines the specific techniques employed to take piezoresistive

measurements in SHPB testing and controlled wave packet injection.

3.3.1 Split-Hopkinson Pressure bar

Two SHPB setups were employed to study nanofiller-modified epoxy rods’ transient

piezoresistive response. The initial set of experiments involved employing all the bar compo-

nents within the SHPB apparatus. In this specific arrangement of the bar components, the

incident stress wave remains in compression upon reflection at the specimen interfaces with

the SHPB bar components. The second set of experiments involved removing or excluding

the transmission bar from the SHPB apparatus. In this specific arrangement, one end of the

nanofiller-modified epoxy rod is a free-end (the specimen end attached to the transmission

bar). This interface serves as a free boundary condition that allows the stress wave prop-

agating in the nanofiller-modified epoxy rod to reflect in the opposite sign (e.g., incoming

compression wave reflected as a tension wave). Furthermore, the reflected tension wave will

serve to self-separate the rod from the incident bar/specimen interface and contain the stress

wave within the rod specimen. This will produce reflecting stress waves that alternate be-

tween compression and tension, which can be observed through the voltage measurements

from the three surface-mounted electrodes via the piezoresistive effect. Increasing striker

speeds were also considered for each series of experiments.

To ensure proper transmission of the incident wave and electrical isolation of the rod from

the SHPB bar components, a thin layer of petroleum jelly and a single layer of electrical

tape were applied to the interfaces between the SHPB bars and the nanocomposite rod.

The combination of the three-electrode configuration on the nanofiller-modified epoxy rod

(i.e., grounding the outside electrodes and injecting current in the middle electrode) and

electrical tape at the interfaces of the specimens guarantees electrical current is injected into

the electrode region. This approach mitigated the potential to produce an electrical short

of the nanofiller-modified epoxy rod through the SHPB bars. To maintain the placement

and alignment of the nanofiller-modified epoxy rod, a collar was 3D printed to fit around

the SHPB bar and the nanocomposite rod specimens. Furthermore, a Precision 6221 direct
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current source (Keithley Instruments, Cleveland, OH, USA) and infiniiVision MSOx3104T

mixed-signal oscilloscope (Keysight Technologies, Santa Rosa, CA, USA) were employed to

inject current and to measure voltage changes between electrodes due to stress waves passing

underneath the electrode region due to stress waves passing underneath. The specific current

injection amplitudes were carefully selected to leverage the maximum voltage offset and

vertical scale precision of the Keysight Oscilloscope (i.e., 15 V and 50 mV/div). Furthermore,

it is worth mentioning that carbon nanofiller-modified composites demonstrate linear current-

voltage relationships when electron transport mechanisms primarily occur through direct

nanofiller contact as opposed to electron tunneling behavior, as supported by references

[ 101 ] [  102 ] [  103 ]. The data acquisition system of the SHPB utilized an MDO3014 mixed

domain oscilloscope (Tektronics Inc., Beaverton, OR, USA) to record the bar instrumentation

response and two DET10A Si photodetectors (THORLABS, Newton, NJ, USA) to determine

the speed of the striker bar and serve as a trigger source to initialize the data collection

window of the oscilloscopes.

3.3.2 Steady-State Vibration

Procedurally, a standalone waveform generator produces a sinusoidal output into a volt-

age amplifier before being transmitted to the shaker system and injected into the nanofiller-

modified rod specimen. Piezoresistive measurements from the rod specimen were taken

after steady-state conditions were established in the form of voltage history from a modified

Wheatstone bridge circuit. The Wheatstone bridge circuit utilized the rod electrodes as a

leg component, while a variable resistor was used to achieve a balanced initial configuration

of the circuit. Changes in the resistance between the electrodes due to steady-state vibration

will manifest as a change in voltage measured from the Wheatstone bridge circuit.

3.3.3 Wave Packet Excitation

The transient excitation of the nanofiller-modified epoxy rods was investigated through

piezoresistive measurements between electrode pairs. The same shaker system utilized in the

steady-state vibration investigation was employed with significant modification to account
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for the increased experimental complexity. Procedurally, a trigger signal is transmitted from

an infiniiVision MSOx3104T mixed-signal oscilloscope to a standalone waveform generator.

Then the waveform generator transmitted the 5.5-cycle modulated-wave packet to the shaker

system by means of a voltage amplifier. Finally, the force and accelerometer output of the

shaker system were recorded by the data acquisition device of a PSV-500 laser vibrometer

system (Polytec, Horsching, Austria), which also simultaneously measured the voltages from

the nanofiller-modified rod specimen electrode pairs and the velocity of the rod at the tip

through the laser scanning head. The decision to utilize an external trigger and waveform

generator source was made due to the fact that appreciable cross-talk was found between

the PSV-500 DAQ input channels and its internal waveform generator module. Therefore,

a delay between sending the trigger signal and the transmission of the wave packet was

implemented to eliminate this effect. This decision has a secondary benefit, allowing the

previous injected wave packet to dissipate before the next wave packet was injected.

A two-point probe method was employed to inject constant current and measure the

piezoresistive response of the rod in the form of recorded voltages. A separate isolated elec-

trical circuit was employed to provide power to the Precision 6221 direct current source via a

DC battery supply and DC-AC inverter. This isolated circuit provided the benefit of mitigat-

ing possible electromagnetic interference due to the power draw of the voltage amplifier. A

total of six electrode measurement pairing schemes were employed to investigate the effect of

electrode-spacing-induced mechanical filtering. This was achieved by adjusting the distance

between the electrode measurement pairs. In this approach, ‘adjacent’ measurements denote

voltage measurements were taken from the nanofiller-modified epoxy rod between electrode

pairs directly next to each other. The electrode spacing number, n, denotes the number of

electrodes between the driving electrodes. For example, n = 1, n = 2, and n = 16 indicate

there are one, two, and sixteen electrodes between the two electrodes where current injection

and voltage measurements are conducted. Thus, as n increases, the distance (and volume of

material) between the measurement electrodes also increases. Due to the closed-loop nature

of the experimental design, wave packets can be repeatedly injected into the rod while simul-

taneously collecting precisely timed data. Exploiting this fact, ensemble averaging [  104 ] [  105 ]
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was applied to a total of 1024 separate measurements, taken from each electrode pairing, to

increase the signal-to-noise ratio and quality of collected data dramatically.

3.4 Computational Modeling

Two sets of finite element models were also used in this thesis. The first set employed

an ABAQUS explicit elastodynamic model of the rods employed in the wave packet ex-

citation contribution to accurately simulate the applied transient deformation of the rod.

The second set involved a steady-state diffusion model, which simulated the voltage-current

relationship between the electrodes using the complete electrode model (CEM) framework.

More specifically, the CEM was employed to determine an implicit relationship or geometric

correction factor that accounts for the measured difference in resistance between surface-

mounted and equivalent prismatic resistance measurements. The following subsection will

outline the approach to computationally model the transient piezoresistive effect via finite

element integration.

3.4.1 Analytical Piezoresistivity Model

The piezoresistive effect for self-sensing applications has attracted considerable attention

to describing deformation-dependent conductivity changes. This thesis employs an analytical

piezoresistivity model based on first-principle physics of electron transport properties initially

outlined by Takeda et al. [ 106 ]. Tallman and Wang [  61 ] [ 65 ] later expanded this work

for finite element integration to investigate structure-property relationships in nanofiller-

modified epoxy material systems.

σp = σm + 4Pvlf
3πλ2d2

f

[
4lf

πd2
f
σf

+ h2t

Ae2
√

2mφ
exp

(
4πt
h

√
2mϕ

)] (3.7)

The analytical conductivity model, equation ( 3.7 ), relies on accurate material proper-

ties of the matrix and nanofiller material to predict nanocomposite conductivity, σp. This

includes conductivity and density of the matrix material, σm and ρm, respectively. Addi-

tionally, the filler density ρf , filler conductivity σf , filler length lf , filler diameter df , and
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filler waviness ratio λ. Physical constants are also required for model calculations: Planck’s

Constant h, the potential barrier height ϕ, the mass of an electron em, and the charge of an

electron ec.

The analytical piezoresistivity model depends on a power law relation to predict the

effect of arbitrary deformations on the percolation. Percolation probability is given by the

power law relation P = K(v− vc)ψ where K is the constant of proportionality given by K =

(1 − vc)−ψ. The proportionality constant is carefully constructed to ensure the percolation

probability is equal to one when the nanofiller volume fraction, v, equals the critical nanofiller

volume fraction, vc. The exponent of the power law relation is ψ = 0.4 for three-dimensional

systems. Within an elasticity framework, the piezoresistive effect is a deformation-dependent

phenomenon. Deformation is accounted for in the analytical piezoresistivity model through

variations in the average inter-filler separation distance,

t = γ(ν − νc)β (3.8)

Where,

γ = A+ B

1 + exp
(
−C

(
ν
νc
− 1

)) (3.9)

The expression for the average inter-filler spacing, equation (  3.8 ), takes on a sigmoidal

form through equation (  3.9 ). This ensures the analytical piezoresistivity model maintains

a smooth behavior across the critical volume fraction threshold, νc. The parameter values

in the sigmoidal expression are in relation to the principal strain state: A = α(1 + ε1) and

B = α(ε1 − ε3). The parameter C governs the behavior of the sigmoidal relation near the

critical volume fraction. In this work, C = 50 was utilized. The parameters and β can

be found through a curve-fitting process with experimentally collected conductivity data for

specific material systems for a highly calibrated analytical piezoresistivity model.

3.4.2 Complete Electrode Model

The complete electrode model (CEM) consists of solving Laplace’s equation, a second-

order partial differential equation in n dimensions (n = 2, 3) for steady-state electrical
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diffusion in a domain, Ω ⊂ Rn, with a smooth boundary and domain conductivity, σ : Ω→

Rn×n. It should be noted that the CEM boundary conditions are not readily available in

commercial solvers, so all diffusion code used in this thesis was written by the author in

Matlab. Let ΓE and ΓN be two disjoint sets representing the domain boundary (i.e., ∂Ω =

ΓE ∪ΓN). Within the framework of the CEM, ΓE refers to the boundary electrodes, whereas

ΓN denotes the domain boundary excluding the electrodes. A crucial assumption in equation

( 3.10 ) is that internal current sources are absent. It is important to note that index notation

is used as a generalization according to the dimension of the problem, and summation is

implied according to index variable pairs. Furthermore, the domain conductivity is expressed

as a tensor to accommodate electrical anisotropy.

∂

∂xi
σij
∂φ

∂xj

∣∣∣∣∣
Ω

= 0 (3.10)

Above, φ is the domain potential. Consider the inclusion of boundary conditions on

equation ( 3.10 ): Equation ( 3.11 ) represents the voltage drop between the electrodes and

the domain due to contact impedance. This boundary condition incorporates the effect of

the contact impedance or resistance between the assumed perfectly conducting electrodes

and domain. Equation (  3.12 ) enforces the conservation of charge through the electrodes

involved in current injection and voltage measurement. In other words, the sum of the

current injected into the domain through the current-driving electrodes must be equivalent

to the current passing through all the electrodes attached to the domain. Furthermore,

equation (  3.13 ) states the domain boundary not involved with active current injection or

voltage measurement is perfectly electrically insulating. In these equations, nj, zl, Vl, and

El are the unit normal vector, contact impedance, the voltage of the l’th electrode, and

the length or area of the l’th electrode (depending on the dimensionality of the problem),

respectively.

σij
∂φ

∂xi
nj

∣∣∣∣∣
ΓE

= 1
zl

(Vl − φ) (3.11)
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L∑
l=1

∫
El

σij
∂φ

∂xi
njdSl

∣∣∣∣∣
ΓE

= 0 (3.12)

σij
∂φ

∂xi
nj

∣∣∣∣∣
ΓN

= 0 (3.13)

The finite element method is a convenient tool to solve equations ( 3.10 )–( 3.13 ) through

the discretization of the domain and electrodes. The CEM consists of four individual ma-

trices, AM , AZ , AW , and AD. These matrices are succinctly expressed in equation (  3.14 )

and their general finite element integration expressions denoted in equations ( 3.15 )–( 3.18 ).

In this expression, Φ, V , 0, and I represent the domain potential vector, the vector of

voltages at the boundary electrodes, the vector of zeros, and the vector of injected currents,

respectively.

AM + AZ AW

AT
W AD


Φ

V

 =

0

I

 (3.14)

Ae
M ij =

∫
Ωe

∂wi

∂xk
σkl

∂wj

∂xl
dΩe (3.15)

AZ ij =
L∑
l=1

∫
El

1
zl
wiwj dSl (3.16)

AW li = −
∫
El

1
zl
wi dSl (3.17)

AD li = diag
(
El
zl

)
(3.18)

In the finite element method (FEM), interpolation or basis functions are mathematical

functions that are used to construct an assembly of elements that approximates the behavior

of a continuum. Put into different words, a continuum can be discretized into elements using

functions that can be used to interpolate behavior within an element that is approximately

close to the exact solution. Equation (  3.15 ) is utilized to construct i’th row and j’th column
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of the stiffness diffusion matrix for e’th element in terms of basis functions, w. This work

uses linear interpolation functions to discretize the domain into triangular or tetrahedral

elements. Equations ( 3.16 )–( 3.18 ) originate from the boundary conditions above. These

boundary conditions impose additional degrees of freedom due to the contact impedance

of the electrodes and the current injection scheme. A more detailed derivation for these

equations is presented in the Appendix.

3.5 Summary

This chapter describes the manufacturing techniques and testing methods employed in

this thesis. Long prismatic nanocomposite rod structures were manufactured with three

nanofiller types through a cast manufacturing method and characterized under dynamic

loading conditions. The nanofillers utilized herein are CB, CNF, and MWCNT at various

weights. The electrical and mechanical properties of the nanocomposite were measured dur-

ing the injection of stress waves produced by SHBP striker bar impacts or highly controlled

wavepackets generated through a piezo/electromagnetic shaker system. The next chapter

presents the experimental results for each type of nanocomposite utilized in SHPB testing

and controlled wave packet excitation as well as the results obtained by conducting a pre-

liminary piezo-inversion of the collected data to estimate the strain-response history of the

rods.
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Figure 3.6. (Top) An open-loop system test arrangement was set up to
investigate the piezoresistive behavior of a nanocomposite rod subject to
steady-state sinusoidal excitation provided by an electromagnetic/piezoelec-
tric shaker. The attached electrodes from the rod specimen were utilized as a
leg within a Wheatstone bridge circuit. An AD8221ARZ circuit (G = 1000)
was employed to magnify piezoresistivity-induced voltage changes. (Bottom) A
closed-loop system test arrangement was set up to investigate the piezoresistive
behavior of a nanocomposite rod subject to steady-state sinusoidal excitation
behavior of a nanocomposite rod subject to small-amplitude wave packets. The
piezoresistive behavior of the rod is examined across its length by adjusting
the placement and spacing of the alligator connections to the surface-mounted
electrodes. A laser vibrometer system was employed to measure and verify the
transmission of the wave packets. Due to the closed-loop configuration of this
setup, highly-repeatable measurements can be taken from the rod via the data
acquisition system.
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Figure 3.7. (Top) When all the components of an SHPB apparatus are
employed, the stress wave transmitted into the nanocomposite rod will remain
entirely in compression. Internal reflections will transmit a portion of the stress
wave’s energy into the bar components. (Bottom) When the transmission and
momentum bar is removed or separated from the apparatus, the internal stress
wave reflections will alternate signs between tension and compression due to
the free boundary condition of the nanocomposite rod.
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4. EXPERIMENTAL RESULTS AND ANALYSES

4.1 High Strain-Rate Impact Testing

4.1.1 SEM Imaging of Manufactured Nanofiller Material

Nanocomposite rods were manufactured using three different types of nanofillers: CB,

CNF, and MWCNT. Sample material underwent cryogenic fracturing, followed by the appli-

cation of an atomic layer coating of platinum. Representative scanning electron microscopy

(SEM) images of the produced material were taken by a ThermoFisher Teneo System at

various magnifications, as seen in Figure  4.1 .

4.1.2 Stress Wave-Induced Piezoresistive Behavior of Rods

Monitoring the piezoresistive behavior of the nanofiller-modified epoxy rods while subject

to transient elastic wave loading was conducted by applying a constant current and measuring

the changes to inter-electrode voltages. When all the components of the SHPB apparatus

are utilized, as seen in Figure  3.7 (top), it produces the effect of maintaining the compressive

state of the stress wave transmitted into the nanocomposite rod. Due to this, examining

the piezoresistive behavior of the rod while experiencing stress wave reflections that are only

in compression is possible. This behavior is due to the mechanical impedance mismatch

between the rod specimen and the SHPB components [  96 ][ 98 ][ 99 ]. However, each reflection

will result in a loss in the stress wave amplitude as a portion of the reflected wave’s energy

will be lost to transmissions into the SHPB components. In the next series of experiments,

where the transmission bar is decoupled from the nanocomposite rod, as seen in Figure  3.7 

(bottom), the absence of the transmission bar creates a free-end for the stress wave to reflect

Material Electrode Resistance Current Magnitude Electrode Voltage
CB/Epoxy 71.33 kΩ 210 µ A 14.98 V
CNF/Epoxy 882.9 Ω 14 µ A 15.01 V
MWCNT/Epoxy 10.71 kΩ 1.41 µ A 15.10 V

Table 4.1. Initial inter-electrode resistance, current magnitude, and resulting
voltage across the measurement region.
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Figure 4.1. SEM images revealed the representative morphology of CB (left
column), CNF (center column), and MWCNT (right column) nanofillers. The
lowest magnification (top row) demonstrates that ultrasonication is an effective
method of distributing carbon nanofillers within an epoxy material system.
At the highest magnifications (bottom row), each nanofiller’s distinct physical
morphology or geometrical characteristics are readily apparent.
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in the opposite sign (i.e., incoming compression into reflected tension). For the second pass,

the tension stress wave serves to physically decouple the nanofiller-modified epoxy rod from

the SHPB apparatus and fully contain the transmitted stress wave within until the specimen

material completely absorbs its energy.

The piezoresistive response of nanocomposite rods made with CB, CNF, and MWCNT

was determined by continuous voltage measurements between the electrodes under constant

current conditions. The piezoresistive response was calculated as a percent change in resis-

tance as the stress wave passes, as shown below. The baseline resistance of rods between the

electrodes is collected in Table  4.1 .

∆R
R0

= R(t)−R0

R0
· 100% (4.1)

The piezoresistive behavior of the impacted rods is presented in Figure  4.2 , showcasing

several interesting observations that merit examination. First, the triangular stress wave

was clearly captured as the loading passed through the electrode measurement region in

the piezoresistive rod for the three types of nanofillers used in this investigation. The time

between successive peaks in the observed piezoresistive behavior will later be shown to corre-

late to the elastic speed of sound for the material system. This observation is noteworthy as

it demonstrates piezoresistivity can be used as a tool for real-time tracking of elastic waves

in self-sensing materials. Second, the profile of the normalized resistance change curves for

each of the nanocomposite rods closely approximates the characteristics of the injected stress

wave. Recall copper disks were utilized as pulse shapers to modify the incident stress wave

to have a bilinear or triangular profile. This observation provides significant evidence for the

piezoresistive effect to recover precise wave features under dynamic or transient conditions,

such as shape or profile. Third, the sign of the wave can be discerned in terms of tension

or compression stress states. Recall when all the components of the SHPB apparatus are

employed, the stress waves reflecting inside the nanocomposite rod specimens are purely

compressive in nature. This is reflected by periodic decreases in the relative resistance mea-

surements taken at the electrodes, as seen in Figure  4.2 . This distinction is made possible by

a well-known feature of positive piezoresistivity, where the average inter-nanofiller distance
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Figure 4.2. The piezoresistive effect in response to transient elastic stress
wave propagation is measured at the mid-span of the nanofiller-modified epoxy
rods. Piezoresistive behavior is reported as normalized resistance changes. Left
column: All components of the SHPB apparatus produce purely compressive
stress wave reflections within the rod, which is observed as periodic decreases
in resistance measurements when the stress wave travels under the electrode
region. Right column: Disconnecting the transmission bar (e.g., a modified
SHPB apparatus) results in stress wave reflections within the specimen rod
alternating between compression and tension. Piezoresistive measurements
clearly indicate this behavior with alternating decreases and increases in resis-
tance measurements.
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decreases or increases under compression or tensile deformation. This results in a respective

decrease or increase in the resistance experienced by electrons which in turn is reflected as

measurable changes in bulk electrical properties. In contrast, negative piezoresistivity [  107 ]

[ 108 ] [  109 ] manifests (in rare circumstances) as increases or decreases in electrical resistivity

in response to compression or tensile loading, respectively. In the modified SHPB apparatus

setup when the transmission bar is physically detached from the specimen, the injected stress

wave will alternate between compression and tension. The behavior is clearly shown in the

right column of Figure  4.2 . Again, this matches the expectation that positive or negative

resistance measurements can be used to deduce the stress wave sign. This capability may

be particularly important for assessing the likelihood of damage in composite materials due

to unknown dynamic loading. Fourth, the magnitude of the measured resistance changes

appears to decrease with time. This is suspected to be due to the overall energy of the stress

wave also decaying with time, thereby producing a lower strain magnitude and, consequently,

a diminished piezoresistive response. And fifth, there is an evident positive relationship be-

tween piezoresistive measurement amplitude and striker impact velocity. This is sensible as

striker impact velocity and strain are proportional and can be observed through piezoresis-

tive measurements. This may be a useful method to determine the energy or velocity of

unknown impactors.

The preceding discussion outlines observations from the experimental data collected. The

following discussion delves into a deeper examination of the collected data to garner greater

insights into the material behavior of the nanocomposite rods. Specifically, we consider i)

the speed of sound in the material, ii) the decay of stress wave magnitude, and iii) striker

velocity in the following discussions.

Elastic Wave Speed Determination

Given that the piezoresistive effect is a phenomenon that depends on local deformations

(i.e., local strains), the elastic wave speed can be determined by analyzing the resistance

measurements at the electrodes. With this in mind, the elastic speed of sound can be

calculated by taking into account the time elapsed when the wave passes directly underneath
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the electrode region and the total distance traveled by the wave. Revisiting Figure  4.2 , the

time elapsed between wave passes is defined as the time separation between the maximum

peak amplitudes of relative resistance measurements. On account of the electrode region

being at the mid-span of the specimen, the total distance traveled by the wave is equivalent

to the overall length of the nanocomposite rod. This is because after the wave passes under

the electrode region of the rod, the wave must then travel to and reflect from the interfaces

of the specimen/bar before being measured again. The size of the measurement window to

record compression-only reflections was limited to three to avoid constructive interference

from a re-transmission of the reflected wave from the incident bar.

In contrast, the modified SHPB apparatus (with the transmission bar detached from the

specimen) allowed for a larger investigation window due to the fact the rod entirely captured

the transmitted wave. In other words, lacking concern for the injection of reflected waves from

the SHPB bar components into the specimen enabled capturing the piezoresistive response

from the rod for a longer duration of time and subsequently observing a greater number of

wave reflections between tension and compression stress states. The speed of sound is then

calculated as the ratio of the distance traveled by the strain wave to the elapsed time between

determined resistance peaks. As shown in Chen et al. [  98 ], the piezoresistivity-predicted

speed of sound can be validated via the SHPB from the compression-only experiments by

using the measured peaks in the strain gauge voltage response of the incident (tI) and

transmission (tT ) bar signals with the following expression.

Crod = LS

(tT − tI)−
(
LI+LT

CB

) (4.2)

Where Crod is the calculated speed of sound of the nanofiller-modified epoxy rod. The

parameters LI and LT are the distances of the strain gages on the incident and transmission

bars to the bar/specimen interfaces. The piezoresistivity-predicted speed of sound and elastic

speed of sound, as determined by the SHPB strain gage components, are presented in Table

 4.2 .
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Nanofiller Type Piezoresistivity Predictions SHPB ValidationCompressive Loading Alternating Loading
CB 1723.9±125.9 m/s 1772.4±61.8 m/s 1782.1±18.8 m/s

CNF 1757.5±57.9 m/s 1787.7±67.5 m/s 1763.3±14.0 m/s
MWCNT 1781.6±59.8 m/s 1786.5±37.0 m/s 1755.1±17.4 m/s

Table 4.2. The elastic wave speed was predicted from piezoresistivity mea-
surements on a nanofiller-modified epoxy rod for various nanofiller types and
for two loading conditions: 1) Compression-only and 2) Alternating compres-
sion and tension. Predictions were validated through the SHPB apparatus
using the strain gages on the incident and transmission bars. It can be seen
that there is good agreement between piezoresistivity predictions and SHPB
validations. This indicated piezoresistivity may be a useful tool to assess the
time of flight of propagated stress waves transmitted into nanocomposite struc-
tures.
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Decay of Stress Wave Magnitude

Next, successive passes of the stress wave are considered in relation to the decay in

amplitude in the collected piezoresistive measurements. Under purely compressive loading,

the stress wave propagates along the bar components until it encounters an interface. At

the specimen/SHPB component interface, a portion of the stress wave’s energy is trans-

mitted into the SHPB components and reflected back into the specimen. As a result, each

reflection results in an appreciable loss in the stress wave intensity that is observed as a

reduction of the stress wave amplitude. In relation to the piezoresistive effect, a reduced

stress wave amplitude will produce a similar (but nonlinear) reduction in the change of re-

sistance after each reflection, as seen in the left column of Figure  4.3 . In the second loading

condition, where there are no losses into the SHPB components and the reflections alter-

nated between compression and tension stress states, observed decreases in amplitude in the

piezoresistive measurements can be attributed to the damping or attenuation behavior of

the nanofiller-modified epoxy material itself. Illustrated in Figure  4.3 , the extracted maxi-

mum and minimum amplitude values for each nanofiller type and striker velocity are plotted

with respect to the number of times the stress wave passes under the electrode region. The

maximum and minimum amplitude values correspond to the peaks of the stress wave un-

der tension and compression. Several noteworthy observations can be made by visualizing

the decay of the stress wave magnitude in this way. First, the magnitude changes in nor-

malized resistance measurements decrease with increasing time. This is attributed to the

damping or attenuation behavior of the material system. Second, examining the case of

alternating compression and tension waves more closely, the resistance change magnitude

due to tension is greater than that of compression. This agrees with a well-established un-

derstanding of piezoresistive behavior in nanocomposites; piezoresistivity exhibits greater

sensitivity in tension than in compression due to the highly nonlinear behavior of electron

tunneling resistance [  110 ] [ 65 ]. A third interesting observation pertains to the qualitatively

similar responses of MWCNT and CB-modified epoxy rods in purely-compression loading

and alternating loading conditions. It can be seen the behavior of these two nanofiller sys-

tems produces approximately equal piezoresistive response magnitudes due to the traveling
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stress wave. However, the CNF-modified epoxy rod produces a distinctive response. In the

alternative SHPB apparatus configuration, the CNF/epoxy rod exhibits a decay of the stress

wave magnitude from a piezoresistivity standpoint, but this decay is of much lesser magni-

tude than the tensile curve. The exact cause of this distinction is unknown, but one possible

explanation for this behavior may involve the method of nanofiller dispersion. The authors

speculate the CNF nanofillers were dispersed into epoxy more effectively than the MWCNT

and CB nanofillers. As a consequence, the change in resistance magnitude is attributed to

greater electron tunneling between individual CNF particles as opposed to between agglom-

erations. Alternatively, the total quantity of energy from ultrasonication may have served

to sever and reduce the aspect ratio of fragile MWCNTs and produce a conductive nanofiller

matrix that is comparable to one made from CB nanofillers. A more careful examination of

these hypotheticals is necessary to understand this result.

Striker Velocity

Next, the relationship between striker velocity and the observed magnitude of resistance

change is explored. In order to isolate this behavior, the magnitude of the first measured

resistance change from Figure  4.2 is extracted and plotted as a function of impactor veloc-

ity, as seen in Figure  4.4 , for both loading cases of only-compression and alternating stress

states. In both loading cases, the first wave pass through the electrode region was in a

compressive state, thereby allowing us to assess the repeatability of these observations. The

alternate presentation of the data leads to several important observations. First, a positive

correlation exists between resistance change magnitude and striker velocity. Higher striker

velocity generates stress waves with larger amplitudes. Due to the fact the piezoresistive

effect is a deformation-driven phenomenon, greater amplitude stress waves will deform the

nanofiller epoxy material more significantly and produce a larger measurable local change in

electrical properties and hence greater changes in inter-electrode resistance measurements.

Second, the resistance change magnitude is approximately the same for both cases of pure-

compression waves and alternating stress wave states. This suggests piezoresistivity is a

potential method to determine unknown impact velocities reliably. Importantly, this also

61



Figure 4.3. The maximum amplitudes of the raw piezoresistivity data col-
lected from the rods are presented as a function of the increasing number of
wave passes. (Left) The valleys (or maximum change in relative resistances)
are extracted from the compression-only testing. (Right) The second loading
condition produces alternating compression and tensile loading, which man-
ifests as valleys and peaks in the collected data. The decay in amplitude is
plotted for the compression and tension waves as solid and dashed lines, re-
spectively, for increasing striker velocity.
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Figure 4.4. The magnitude of the piezoresistive response for the first pass
of the stress wave under the electrode region in the nanofiller-modified epoxy
rods are compared against increasing striker velocity. It can be seen there is
a positive correlation between striker impact velocity and piezoresistive mea-
surement magnitude.

confirms that the loading is indeed in the elastic regime since the observed responses are

repeatable. Building upon the second observation, the third observation concerns the appar-

ent flattening effect of piezoresistive behavior for striker velocities greater than 10 m/s. This

saturation of piezoresistive behavior is speculated to be a consequence of increasing com-

pression magnitude beyond a certain threshold and does not produce appreciable changes

in material conductivity. This is a physical consequence of nanofiller movement where ad-

jacent nanofillers being pushed together indefinitely do not yield measurable changes in the

resistance of the conductive network as been observed in literature for cases for infinitesimal

strain regime [ 110 ] [ 111 ] [ 112 ] [ 113 ].
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4.1.3 Dynamic Mechanical Characterization of Nanocompsites

Leveraging the full capabilities of an SHPB experimental apparatus, conventional ex-

periments were conducted to obtain the dynamic mechanical properties of the nanofiller-

modified epoxy material. According to Chen et al. [ 98 ], conventional SHPB experiments

require careful design of the incident stress wave to produce constant strain-rate deforma-

tion and stress equilibrium within specimens for dynamic mechanical characterization. The

specimen, striker bar, and pulse shaper dimensions are described in the experimental pro-

cedures section of this thesis. A total of 35 specimens were tested per nanofiller type. The

mean and standard deviation of the stress histories from the incident and transmission bar

is presented in Figure  4.5 for MWCNT-modified epoxy. These responses are very similar

regardless of nanofiller type, and low standard deviation values indicate good repeatability

was achieved. The stresses on both ends of the specimen were directly compared to assess

the dynamic stress equilibrium. Equations (  3.1 ) and ( 3.2 ) were evaluated using the mea-

sured strains from the SHPB bar components and directly compared (the green and blue

curves in Figure  4.5 , respectively). Second, a homogenization ratio, R(t), was calculated to

quantify the stress variation across the specimen as a quotient of the stress gradient with

respect to the mean stress through the specimen thickness. In this approach, equilibrium is

satisfied after an initial “ringing” period in which the specimen experiences a rapid build-up

to stress. It was calculated that the mean homogenization ratio ranged between 3% and

10% for the nanofiller-modified epoxy materials utilized in this investigation. This degree of

homogenization was determined to be sufficiently low to simplify Equations (  3.3 )–( 3.5 ) with

εT (t) = εI(t) + εR(t) for the investigation window of 100–250 µs [ 98 ] [ 114 ].

After satisfying dynamic stress equilibrium, the average stress within a short cylindrical

specimen can be calculated with Equation ( 3.5 ). Figure  4.6 shows the mean stress-strain

relationship for all nanofiller-modified epoxy specimens. Unmodified epoxy specimens were

prepared as a baseline comparison. Note the specimens did not experience catastrophic fail-

ure during experimentation. This is indicated by a steady and fairly linear stress-strain rela-

tionship. The dynamic stiffness (i.e., rate-dependent stiffness), Ed, was determined through

a linear regression curve fit in the linear-elastic region of the loading phase. The results in
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Figure 4.5. Conventional SHPB testing necessitates stress equilibrium at
either specimen end (green and blue curves). Stress equilibrium can also be
examined through a homogenization ratio, R(t). Shown here is representa-
tive stress equilibrium development in MWCNT-modified epoxy. The solid
and dashed lines are the mean and standard deviation, respectively. The left
y-axis references stresses and the right y-axis references the homogenization
ratio. Dynamic equilibrium occurs after the initial ramping period and before
unloading (i.e., in the window of 100–250 µs).
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Figure 4.6. The mechanical response of neat and nanofiller-modified epoxy
material can be examined through dynamic stress vs. strain curves. The
dynamic stiffness is the slope of this curve in the linear region. Figure adapted
from [ 117 ].

Table  4.3 show modest improvements to the nanofiller inclusions. These results are in agree-

ment with works published in the literature investigating low quantities of carbon nanofiller

inclusions that provide slight benefits to mechanical properties at high strain rates [ 115 ]

[ 116 ].

4.2 Steady-State Vibration

It was demonstrated the piezoresistive effect is well-suited to capture high-strain rate

impacts and establish an upper bound in terms of loading rate for this thesis. The following

investigation focused on intermediate loading rates within the range of structural vibrations.

Notably, steady-state vibration is a common dynamic loading condition faced by structural
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Material [GPa] ε̇ [s−1 ]
Neat Epoxy 3.24 ±0.53 235 ±32
CB/Epoxy 3.37 ±0.35 234 ±31

CNF/Epoxy 3.56 ±0.23 230 ±17
MWCNT/Epoxy 3.59 ±0.21 233 ±18

Table 4.3. Dynamic Stiffness of carbon nanofiller-modified epoxy material at
high strain rates.

elements. In order to study the potential for the piezoresistive effect to detect and extract

useful information from vibrating structures, the CNF-modified epoxy rod structure used in

the high-rate impact loading investigation was repurposed in a new experiment. The CNF/e-

poxy rod was utilized in this investigation for its superior strain-sensing capabilities in both

tension and compression. Additionally, the low baseline resistance measurement between

the electrodes, 937 Ω, allowed for the specimen to be easily incorporated within a modi-

fied Wheatstone bridge circuit, presented in Figure  3.6 . The remaining three components

of the bridge circuit utilized fixed-value resistors and a manually adjustable potentiometer

resistor for circuit balancing. On account of being connected to the Wheatstone bridge cir-

cuit, piezoresistive-induced changes in the circuit resistance will result in measurable voltage

changes that are then amplified by an AD8221 operational amplifier. The op-amp was con-

figured to produce a gain of approximately 1000 to magnify expected small voltage variations

due to the low force output of the shaker system.

In this experiment, the shaker system excited the CNF/epoxy rod specimen at frequen-

cies spanning on the order of 102 to 104. This frequency range falls within the operational

capabilities of the shaker system and does not represent a specific structural or diagnostic

application. The representative piezoresistive response at the electrodes from the CNF/e-

poxy rod specimens for a low, moderate, and high frequency are shown in Figures  4.7 – 4.9 .

The figures are divided into three subplots. The top subplot presents the amplified Wheat-

stone bridge response in the form of voltage changes before and after applying a band-pass

filter. Examining the raw data reveals there is significant noise collected through the Wheat-

stone bridge from the rod. This behavior is most prominent at the lowest frequency, where

the largest window of data collection occurs. The cause is suspected to be electromagnetic
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Figure 4.7. (Top) The change in Wheatstone bridge voltage response
demonstrates the piezoresistive behavior of the 1.5 wt.% CNF/epoxy rod was
recorded during testing, shown in black, and a bandpass filter was applied
to the raw voltage data, shown in red. (Middle) The shaker force response
illustrates the mechanical loading onto the mounted rod at a low excitation
frequency (blue). (Bottom) An FFT was applied to the collected signals to
reveal important characteristics in the frequency domain.

interference (EMI), where the conductive CNF/epoxy rod behaves as an antenna and in-

troduces environmental noise into the collected piezoresistive measurements. On account

of this, a digital band-pass filter was applied to the raw data using MATLAB’s signal pro-

cessing toolbox. This was achieved by first conducting a fast Fourier transform of the raw

signal. Second, discarding the low-frequency contributions as it was speculated to be due to

environmental factors such as EMI. Third, the frequency belonging to the most prominent
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Figure 4.8. (Top) The change in Wheatstone bridge voltage response
demonstrates the piezoresistive behavior of the 1.5 wt.% CNF/epoxy rod was
recorded during testing, shown in black, and a bandpass filter was applied to
the raw voltage data, shown in red. (Middle) The shaker force response illus-
trates the mechanical loading onto the mounted rod at a moderate excitation
frequency (blue). (Bottom) An FFT was applied to the collected signals to
reveal important characteristics in the frequency domain.

peak was identified. Finally, a digital filer was created with a pass-band centered around ±

10% of the determined frequency. Implementing this approach to signal processing resulted

in noticeable improvements and clearly showed the excitation signal embedded in the raw

data, presented as the red curve in the first subplot. Qualitative comparison to the shaker

system output force sensor corroborates the piezoresistive measurements, as shown in the

second subplots of Figures  4.7 – 4.9 .
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Several observations can be made when examining the collected and filtered signals in the

frequency domain. First, the raw Wheatstone bridge signal presents significant low-frequency

contributions around 60 Hz, a common frequency for environmental EMI. However, the raw

signal still presents a clear and distinguished frequency response that is in agreement with

the frequency response of the shaker force sensor. This is an encouraging sign, as even a

noisy piezoresistive response signal carries essential information under steady-state loading

conditions. This leads to the second observation, where employing simple or modest signal

processing techniques can lead to significant improvements in the filtered signal in both

the time and frequency domains. However, these benefits are not as apparent for high-

frequency testing because a smaller data collection window artificially suppresses the effects

of low-frequency noise in favor of more accurately capturing high-frequency behavior. At

higher frequencies, the effect of low-frequency noise is minimal or absent, and this allows for

piezoresistive behavior to be observed more directly from the raw data. This is supported by

distinct responses or poles in the frequency domain. This serves as a confirmation that the

piezoresistive effect can be effectively utilized for tracking elastic strain waves in nanofiller-

modified materials.

4.3 Wave Packet Excitation

Drawing from the insights gained in the prior contributions outlined in this thesis, the

following contribution sought to directly determine material-state dynamics from piezoresis-

tive measurements of highly controlled wave packets. In order to pursue this investigation,

slender long rods with a diameter of 12.6 mm and 685.8 mm in length (≈ 54.5 aspect ratio)

were cast and prepared with evenly spaced surface-mounted electrodes along the rod length.

Rods were manufactured with nanofiller concentrations of 0.5 wt.%–1.5 wt.% CNFs. Further-

more, the shaker system experimental setup was modified into a closed-loop configuration

and employed an isolated electrical circuit to provide power for a high-precision current sup-

ply. The benefits of these adjustments are two-fold: first, a closed-loop system allows for

highly-repeatable measurements to be taken from the CNF/epoxy rod. This was a necessary

adjustment to capture highly transient and low-strain amplitude wave packet transmission
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Figure 4.9. (Top) The change in Wheatstone bridge voltage response
demonstrates the piezoresistive behavior of the 1.5 wt.% CNF/epoxy rod was
recorded during testing, shown in black, and a bandpass filter was applied
to the raw voltage data, shown in red. (Middle) The shaker force response
illustrates the mechanical loading onto the mounted rod at a high excitation
frequency (blue). (Bottom) An FFT was applied to the collected signals to
reveal important characteristics in the frequency domain.

into the CNF/epoxy rods due to the fact that preliminary testing observed significant noise

from the piezoresistive measurements. This also enabled basic signal processing techniques,

such as ensemble averaging on the data collected, to significantly improve the signal-to-noise

ratio of piezoresistive measurements for further analysis. And second, the isolated electrical

circuit mitigated potential common mode voltage noise seen in preliminary measurements

taken from the rod that was due to the power draw of the shaker voltage amplifier. The
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impacts of this noise are apparent for very sensitive measurements, as was the case for this

investigation involving low amplitude wave packet transmission into a piezoresistive rod.

4.3.1 Spatially-Distributed Sensing

Remote wave packet excitation was conducted on CNF rods with nanofiller concentra-

tions of 0.5 wt.%, 1.0 wt.%, and 1.5 wt.% during the initial stages of testing. It was found

that the CNF/epoxy rod with the smallest quantity of CNF nanofillers could not reliably

track the propagation of the wave packet stress wave. Measurements produced an identical

response across all electrode pairs and injection patterns, indicating that the rod behaved as

an antenna and was susceptible to picking up EMI produced by the electromagnetic/piezo-

electric shaker. As a result, an additional 1.25 wt.% epoxy rod was manufactured. The

decision to avoid using a higher concentration of CNFs was driven by the significant increase

in the viscosity of nanofiller-modified epoxy mixtures. This increased mixture viscosity posed

substantial challenges in the cast manufacturing process of rod specimens. The baseline re-

sistances of the 1.0 wt.%, 1.25 wt.%, and 1.5 wt.% CNF/epoxy rods with different injection

schemes are visually presented in Figure  4.10 . Tables  4.4 - 4.6 provide concise statistical data

summarizing the baseline resistances for each injection scheme. Baseline electrical measure-

ments show significant variability of electrical properties for all rods. This variability is most

prominent in the adjacent injection scheme, as most measurements from the rod are taken

along the rod with the smallest distance between electrode pairs. This variability in electrical

properties primarily results from inconsistent nanofiller dispersion. However, air bubbles or

voids introduced during casting may also produce a similar spatially-varying distribution.

As the spacing between measurement electrode pairs increases (i.e., larger n), the baseline

resistance also increases as a larger volume of material contributes to the measurement and

more accurately represents the bulk electrical properties of the material through the rods.

To overcome the nonuniform nanofiller distribution issue, the piezoresistive behavior of the

CNF/epoxy rods will be assessed through relative changes in resistance, as evaluated in

equation  4.1 .
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Injection Scheme
Adjacent n=1 n=2 n=4 n=8 n=16

Mean [kΩ] 5.6545 8.3054 10.8573 15.6447 25.2740 40.7641
Medium [kΩ] 4.2690 6.9106 9.5752 15.1466 24.6301 39.4317
Standard Deviation [kΩ] 4.5752 4.2766 4.1619 4.4091 5.2747 5.4172
Range [kΩ] 25.6047 24.8720 25.6721 27.9172 31.0169 30.9284

Table 4.4. Statistical data for the measured baseline resistance between elec-
trode pairs along the length of the 1.0 wt.% CNF/Epoxy rod via a two-point
probe method of direct current injection and voltage measurement.

Injection Scheme
Adjacent n=1 n=2 n=4 n=8 n=16

Mean [kΩ] 5.0671 7.1887 9.8628 14.6117 23.5837 41.9799
Medium [kΩ] 2.9618 4.8213 7.7834 12.1430 21.4621 40.4199
Standard Deviation [kΩ] 6.7752 6.6696 7.7333 8.8787 9.0550 9.6432
Range [kΩ] 42.9580 37.9003 45.6357 53.2149 54.1091 52.6795

Table 4.5. Statistical data for the measured baseline resistance between elec-
trode pairs along the length of the 1.25 wt.% CNF/Epoxy rod via a two-point
probe method of direct current injection and voltage measurement.

Injection Scheme
Adjacent n=1 n=2 n=4 n=8 n=16

Mean [kΩ] 1.7577 2.8492 3.9901 6.2088 10.5872 19.1022
Medium [kΩ] 1.5545 2.6468 3.8782 6.0416 10.5216 19.1581
Standard Deviation [kΩ] 0.5669 0.6685 0.7500 0.9008 1.0145 0.7432
Range [kΩ] 2.3561 2.6520 3.4569 3.8233 3.5118 2.4047

Table 4.6. Statistical data for the measured baseline resistance between elec-
trode pairs along the length of the 1.5 wt.% CNF/Epoxy rod via a two-point
probe method of direct current injection and voltage measurement.
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Figure 4.10. The electrical resistance measurements were obtained from three
different CNF/epoxy rods: (a) 1.0 wt.%, (b) 1.25 wt%, and (c) 1.5 wt.%. The
electrical resistance measurements represent the baseline or reference state for
the set of injection schemes or electrode spacing explored. Due to wave packet
excitation, piezoresistive measurements will be presented as relative changes
in resistance, normalized to the baseline resistance.
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Wave packets, in the form of a 5.5-cycle Hanning function, were transmitted into the

CNF/epoxy rod specimens while simultaneously interrogating piezoresistive measurements

from the surface-mounted electrodes along the length of the rods. This investigation em-

ployed wave packets with carrier/modulation frequencies ranging from 2.5 kHz/27.5 kHz to

5.0 kHz/55 kHz, with carrier frequency increments of 100 Hz. To account for the different

units and substantially different magnitudes in the responses from the force sensor, laser vi-

brometry (LV) measurement, and piezoresistive responses, these signals were appropriately

scaled to allow for a clearer interpretation of a one-dimensional wave packet. It is important

to note that aside from ensemble averaging of 1024 independent and separate measurements,

the only additional signal filtering employed was a 15-point moving mean average on the col-

lected data to diminish very high-frequency noise. The piezoresistive responses from the

CNF/epoxy rods for the 2.5/27.5 kHz wave packet for the different injection schemes con-

sidered are shown as space-time plots in Figures  4.11 – 4.13 . It should also be noted that the

extrinsic measurements (e.g., force sensor and laser vibrometer) were collected at both ends

of the rod to provide a clearer understanding of the transmission and propagation of the

wave through the rod.

The space-time plots presented in Figures  4.11 – 4.13 provide multiple interesting obser-

vations for discussion. First, the CNF/epoxy rods can effectively track dynamic behavior, as

indicated by the piezoresistive measurements along the length of the rod, indicating different

arrival times of the wave packets. This can be attributed to the embedded and distributed

sensing capabilities enabled by the piezoresistive effect, where local changes in electrical

properties can be monitored in real-time through surface-mounted electrodes. This sug-

gests that it is possible to incorporate piezoresistivity as a multifunctional tool in certain

vibration-based NDE applications where the subsurface nanofiller network is accessible.

Second, there is a noticeable reduction in the overall magnitude of the piezoresistive re-

sponse as the wave packet propagates through the rod. This behavior may be attributed to

the energy-dispersive properties inherent in viscoelastic materials, like epoxies, that attenu-

ate the strain magnitude of highly-dynamic behavior, such as wave packets. On account that

piezoresistivity is a deformation-driven phenomenon, the reduction of the overall strain mag-

nitude would lead to a similar reduction movement of nanofillers within the matrix material
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Figure 4.11. Space-time plots for a 5.5 cycle modulated-wave packet, with
2.5/27.5 kHz (fc/fm) excitation, were produced for the six different injection
schemes considered. The force sensor, piezoresistive responses along the length
of the 1.0 wt.% CNF/epoxy rod and particle velocity at the tip are shown as
the blue, black, and red curves, respectively. The collected signals are scaled
accordingly for qualitative comparison.

and ultimately lead to a smaller change in measurable electrical properties. Furthermore,

closely examining the extrinsic responses of the experimental setup (e.g., the shaker force

sensor and laser vibrometry measurements) supports this hypothesis. The data collection

window was carefully chosen to observe the initial transmission and several reflections of the

wave packet within the rod. However, it can be clearly seen that the wave packet was only

recorded once with either set of extrinsic measurement devices. This is a notable observation

because there appears to be a practical limitation to this combined conductivity/vibration
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Figure 4.12. Space-time plots for a 5.5 cycle modulated-wave packet, with
2.5/27.5 kHz (fc/fm) excitation, were produced for the six different injection
schemes considered. The force sensor, piezoresistive responses along the length
of the 1.25 wt.% CNF/epoxy rod and particle velocity at the tip are shown as
the blue, black, and red curves, respectively. The collected signals are scaled
accordingly for qualitative comparison.

method approach to embedded sensing using remote excitation where the piezoresistive re-

sponse is indistinguishable from background noise. However, continued refinement of this

method may overcome this apparent limitation.

Third, from a qualitative standpoint, despite the CNF/epoxy being a viscoelastic mate-

rial, the adjacent electrode injection scheme shows very little dispersion of the wave packet

occurs. In other words, piezoresistive measurements clearly demonstrate the ability to mon-

itor the wave packet propagating through the entire length of the structure when in com-
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Figure 4.13. Space-time plots for a 5.5 cycle modulated-wave packet, with
2.5/27.5 kHz (fc/fm) excitation, were produced for the six different injection
schemes considered. The force sensor, piezoresistive responses along the length
of the 1.5 wt.% CNF/epoxy rod and particle velocity at the tip are shown as
the blue, black, and red curves, respectively. The collected signals are scaled
accordingly for qualitative comparison.

parison to the instance the wave packet was injected into the rods through the shaker force

sensor and the arrival of the wave packet at the end through the laser vibrometer tip velocity

measurements. Put differently, the propagation of the wave packet seems to travel at a linear

velocity without significant deformation of the overall profile of the wave packet.

Fourth, the impact of nanofiller concentration seems to have a negligible or no correlation

with the magnitude of the excitation response. To more clearly illustrate this observation,

the piezoresistive response using the first electrode pair of the adjacent injection scheme is
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examined in Figure  4.14 (left column). It is more apparent that the relationship between

the magnitude of the shaker and piezoresistive response is not proportional. Here, the 1.5

wt.% and 1.0 wt.% CNF/epoxy rods exhibit a larger magnitude piezoresistive response for

the same apparent input excitation than the 1.25 wt.% CNF/epoxy rod. This observa-

tion challenges conventional wisdom because it counters established wisdom that positive

piezoresistivity demonstrates greater stimulus-response sensitivity when nanofiller concen-

tration approaches the percolation threshold. However, this is predicated on the basis of the

formation of a uniform and well-connected nanofiller network where the piezoresistive effect

is primarily driven by interactions between adjacent (but physically separated) nanofillers

through the effect of deformation on electron tunneling resistance changes. In reality, the

uniform dispersion of nanofillers is unattainable. As a result, piezoresistive-driven changes

to electrical properties are a combination of alterations in electron tunneling resistance and

contact impedance of direct nanofiller-to-nanofiller junctions. To the best of the author’s

knowledge, directly isolating this behavior is experimentally impracticable without careful

consideration.

Finally, adjustable electrode spacing successfully enabled artificial signal filtering from

the CNF/epoxy rods. To elaborate on this point, it is worth noting that a larger volume

of material contributes to the electrical measurement as the number of electrodes between

the measurement electrodes, n, increases. As a consequence, the spacing between the mea-

surement electrodes exceeds the wavelength of the modulation or encompasses an ever-larger

portion of the entire wave packet. The small strain amplitude and alternating tensions/com-

pression of the wave packet have an averaging effect, increasing the difficulty of discerning

the exact piezoresistive effect from noise. Greater insights can be gleaned by examining the

effect of electrode spacing-induced signal filtering by analyzing the first electrode measure-

ment pair for each injection scheme through a fast-Fourier transform (FFT), as seen in Figure

 4.14 (right column). Additionally, an FFT was conducted on the extrinsic measurements,

such as the shaker force sensor and the laser vibrometer. Analysis of the collected signals

in the frequency domain uncovers two additional discoveries. First, the piezoresistive and

extrinsic measurements are in agreement in the frequency domain for the adjacent, n=1, and

n=2 injection schemes. Second, the injection schemes with larger electrode spacing exhibit

79



significant low-frequency noise that is comparable to or greater than the signal transmitted

at the known modulation frequency of 27.5 kHz. This definitively proves that dynamic signal

filtering is achievable through a passive method, such as adjusting the electrode spacing.

Figure 4.14. (Left column) The piezoresistive response of the first electrode
measurement pair and injection schemes, along with the shaker force and laser
vibrometer tip velocity, are compared for 2.5/27.5 kHz (fc/fm) wave packet
excitation. The collected signals are scaled accordingly for qualitative com-
parison. (Right column) A fast-Fourier transform was applied to the collected
signals for qualitative comparative analysis in the frequency domain. A triple
y-axis plot shows the amplitude contributions for a range of frequencies for the
piezoresistive measurements (black, left axis), force sensor (right, blue axis),
and LV measurement (right, red axis).
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4.3.2 Group Velocity Determination

By transmitting wave packets with a range of modulation frequencies, the dynamic char-

acteristics of the CNF/epoxy rods can be assessed in relation to the group velocity. Conceptu-

ally, the approach to determining the group velocity of the wave packets bears a resemblance

to the high strain-rate impact testing, where the arrival times for the triangular stress wave

under the electrode measurement region were utilized to determine the elastic wave speed.

Here, the response from the wave packet excitation will be utilized. Procedurally, the wave

packet envelope’s time of flight (ToF) is determined from the peak of a Hilbert transform

of the collected signals. For the extrinsic measurements (i.e., force and LV signals), the

group speed is calculated as the length of the rod divided by the ToF. However, a different

approach is employed for the piezoresistive responses to mitigate the effect of noise on the

analysis. For the piezoresistive measurements, only the first ten electrode measurement pairs

for each injection scheme were used to calculate the group velocity as opposed to one. In this

particular approach, the ToF for each measurement is determined from a Hilbert transform

for the signal magnitude. Then, the obtained ToF is plotted against the location of the

measurements along the rod. In other words, the arrival times for the peak magnitude of

the wave packet are correlated with the position of the measurement on the rod. A linear

regression curve (i.e., y = mx + b) is fitted against the relation between ToF and position.

The group velocity, as determined from the piezoresistive measurements, was calculated from

the slope of the fitted for all CNF/epoxy rods and injection schemes. The results of these

calculations are shown in Figure  4.15 .

The results bring to light several notable observations. The first observation pertains to

the results determined using the extrinsic response of the shaker force sensor and the laser

vibrometer at the tip of the rods. The calculated group velocities from the extrinsic re-

sponse signals indicate a range of 1500–2200 m/s for the group velocity of the wave packets

for the span of modulation frequencies explored. While this larger range is unexpectedly

large, the previously determined elastic wave speed determined from SHPB falls within this

range. The calculated group velocities from the piezoresistive response signals are unreliable

in accurately estimating the group velocity when compared to extrinsic verification. Partic-
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ularly, no discernible estimation can be made from the 1.0 wt.% and 1.25 wt.% CNF/epoxy

rods. The sole exception of the 1.5 wt.% CNF/epoxy rod approaching the possibility of

providing an adequate job in estimating the group velocity. Nevertheless, even in this set of

experiments, no discernible estimations are possible for modulation frequencies beyond 40

kHz or for injection schemes with n = 4, n = 8, or n = 16 electrode spacing. One possible

explanation may be due to the limitations of the shaker system, where higher frequency

excitation may not yield strain amplitudes large enough to elicit a measurable piezoresistive

response, and thus employing a Hilbert transform may not be the best technique to conduct

this type of analysis with these conditions.

4.3.3 Strain State Determination

Several tools computational tools were employed to achieve the goal of recovering the

strain state from recorded electrical measurements: 1) An analytical closed-form piezoresis-

tivity model [ 65 ] was chosen to inversely determine the strain state of the 1.5 wt.% CNF/e-

poxy rod. This model was chosen due to the fact that change in electrical resistivity has

been shown to be predicted accurately for the CNF/epoxy material systems. Furthermore,

due to the simple experimental strain state (e.g., axial deformation only), it is possible to

establish an inverse relationship between the strain state and piezoresistive behavior. 2) To

assist in the piezo-inversion process, the CEM was integrated with the analytical piezore-

sistivity model to determine a geometric correction factor. The geometric correction factor

is to account for the difference in resistance measurements between prismatic and surface-

mounted electrodes. Employing a geometric correction factor is motivated by the need to

relate normalized resistance measurements taken by surface-mounted electrodes to changes

in resistivity in the measurement region, as would be determined if end electrodes were em-

ployed for prismatic measurements of the same cylinder volume. 3) In parallel, a “digital

twin” of the CNF/epoxy rod was created on ABAQUS commercial finite element analysis

(FEA) software to conduct an explicit elastodynamic simulation. This dynamic simulation

will serve as a method to obtain the full-field strain state of the nanocomposite rod with repli-

82



Figure 4.15. The group velocity estimations from three different CNF/epoxy
rods: (a) 1.0 wt.%, (b) 1.25 wt%, and (c) 1.5 wt.%. The group velocity of the
wave packet is calculated from piezoresistive and extrinsic measurements. It
can be seen that there is significant variability, and in most cases, piezoresistive
measurements are unable to provide a discernible estimate or trend.

cated loading and boundary conditions. The resulting strain field from the FEA simulation

is then compared to the obtained strains from the piezo-inversion process.

Analytical Piezoresistivity Model

The analytical piezoresistivity model, equation (  3.7 ), employed the following material

properties for the matrix and fiber: ρm = 1134 k/g3, νm = 0.351, σf = 105 S/m, lf = 50 µm,
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Figure 4.16. Analytical conductivity predictions of CNF-modified epoxy
nanocomposites can be made with experimentally collected conductivity data.
Hassan and Tallman et al. calibrated the analytical piezoresistivity model for
CNF/epoxy material system.

df = 100 nm, and λ = 1. Prior work by Hassan and Tallman [  118 ] determined the calibrated

fitting values to be α = 1.58 and β = −0.28 for CNF/epoxy material systems, allowing for

the conductivity of a nanocomposite to be estimated as a function of weight fraction, as

shown in Figure  4.16 . The calibrated piezoresistivity model can then be employed to predict

the effects of applied axial strain on the resistivity changes of a representative body element,

as illustrated in the schematic subplot of Figure  4.17 .

The piezoresistive behavior of the representative body element for an infinitesimal strain

range of ±50 µε using the calibrated analytical model is presented in Figure  4.17 . A linear

curve fit (i.e., y = mx + b) was applied on the determined normalized resistivity change

curve as a function of axial strain. The linear regression analysis was deemed to be an

appropriately chosen model due to its exceptionally high coefficient of determination value,
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R2 = 0.99999. A high value for the coefficient of determination denotes a strong agreement

between the model data and the fitted curve. This allows us to approach piezo-inversion,

or the ability to inversely determine the strain state from normalized resistivity measure-

ments, using the simple linear relationship as opposed to attempting to invert the nonlinear

analytical piezoresistivity expression in equation ( 3.7 ) to obtain the strain state. Examples

of more challenging approaches to solve the conductivity-to-mechanics inverse problem are

contained in references [  61 ] [  88 ] [  118 ] [  119 ]. Given that both the representative body element

and the CNF/rod are subjected to a simple strain state, specifically a principal strain state,

it is justified to employ this approach. This relatively simple approach to piezo-inversion is

infeasible for relatively large strains and combinatorial loading states (i.e., a non-diagonal

strain tensor). Therefore, as opposed to inversely obtaining the exact strain state from the

analytical piezoresistivity model, the strain state is instead determined from the fitted curve

instead.

Figure 4.17. (Top-left schematic subplot) The calibrated analytical piezore-
sistivity model was leveraged to estimate the change in electrical proper-
ties for a CNF/epoxy nanocomposite experiencing a simple and infinitesimal
strain state. A linear regression analysis (dashed red line) was performed
on the piezoresistive response (black solid line) of the representative body
element in response to axial strain. The curve fit was determined to be:
∆ρ/ρ0 = (8.4593 · 10−4) · µε+ 3.0370 · 10−4[%].

85



Geometric Correction Factor

The electrical resistance measured between “end-covering” vs. “surface-mounted” elec-

trodes would differ significantly if taken from the same representative volume. The benefit

of taking electrical measurements through the entire prismatic volume is that the intrinsic

electrical properties can be directly calculated with geometric considerations of the body

(i.e., cross–sectional area and cylinder height). However, measurements taken from the sur-

face, while easier, do not permit a similar determination of intrinsic electrical properties.

An implicit geometric correction factor was introduced in this work to allow the electrical

measurements from “surface-mounted” electrodes to relate to changes in intrinsic electri-

cal properties. By applying the appropriate geometric correction factor, the experimentally

collected normalized resistance measurements can be accurately converted to equivalent nor-

malized resistivity measurements and thereby enable the piezo-inversion process outlined in

the previous section.

The first step to obtaining the geometric correction factor is to model a cylindrical vol-

ume that is a physically accurate representative body of the CNF/epoxy rod between a pair

of surface-mounted electrodes, as seen in the simple schematics of Figure  4.18 (top right).

The cross-sectional dimensions and width of the surface-mounted electrodes, wE, were held

constant as the spacing between the electrodes, Ls, was adjusted to obtain a relation for the

geometric correction factor. The CEM and analytical piezoresistivity model are integrated

for FEA of the cylinder. The CEM was constructed to obtain the resistance measurements

from “end-covering” and “surface-mounted” electrodes on the same cylinder model using a

baseline resistivity prediction for 1.5 wt.% CNF/epoxy provided by the analytical piezore-

sistivity model. The end-covered electrodes represent a prismatic measurement through the

entire volume of the cylinder, and the electrical resistance calculated from the CEM will be

equivalent to the theoretical resistance of the cylinder. The cylinder’s theoretical resistance

was then compared to the resistance measurements from the surface-mounted electrodes

found by the CEM. In regard to piezoresistive behavior, it is desired to enforce an equiva-

lency between the relative changes in measured resistance between surface and end-covering
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Figure 4.18. The CEM was applied to a representative cylinder body with
end electrodes (top left) and surface-mounted electrodes (top right). Elec-
trodes are shaded yellow for clarity. (Bottom) A representative cylinder with
a range of mesh refinement is presented.

electrodes. The calibration factor will represent the equivalence between piezoresistive mea-

surements taken by end-covering and surface-covering electrodes,

∆RS

RS,0
≈ kc

∆RE

RE,0
= ∆ρ

ρ0
(4.3)

Here, the geometric correction factor, kc, is defined as the ratio of the baseline resistances

of the surface and end-covering electrodes, kc = RS,0/RE,0 and is treated similarly as the

gauge factor for strain gages relating relative changes in electrical resistance to mechanical

strain. The geometric correction factor enables the change in resistivity of the cylinder to

be estimated and is then combined with the analytical piezoresistivity model to obtain the

strain within the measurement region.

∆ρ
ρ0
≈ 1
kc

∆RS

RS,0
(4.4)
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Figure 4.19. The convergence behavior of electrical resistance measurements
from the end-covering (left) and surface-mounted electrodes (right) on a rep-
resentative cylindrical body for various electrode spacing values.

The expression above facilitates strain state determination from surface-mounted elec-

trical resistance measurements. It is important to note the limitations of this approach,

particularly in regard to an implicit assumption of a constant strain state throughout the

volume of the cylinder. This assumption becomes violated where there is a spatially varying

strain distribution within the cylinder. For example, highly oscillatory wave propagation

when the wavelength is smaller than the electrode separation distance. This was the premise

motivating the exploration of electrode spacing-induced signal filtering in earlier investiga-

tions.

To determine the geometric correction factor as a function of electrode spacing (Ls), a

finite element model (FEM) approach was employed. The analysis involved the use of 10

cylinder models, each with a different electrode spacing ranging from 0.05 in (1.27 mm) to

0.50 in (12.7 mm), in 0.05 in (1.27 mm) increments, while maintaining a constant electrode

width of 0.25 in (6.35 mm). This specific range of electrode spacing distance was selected to

explore the evolution of the geometric calibration factor in the neighborhood of the electrode

spacing for the adjacent injection scheme. Furthermore, this specific scheme had the most

pronounced piezoresistive behavior and minimized the violation of the critical assumption
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of a non-varying strain state in the measurement region under dynamic wave packet loading

conditions. Convergence analysis of the electrical resistance measurements from the electrode

pairs was conducted for each cylinder model. The need for convergence analysis stems from

the desire to obtain a more precise and reliable determination of the geometric correction

factor. The overall mesh for the cylindrical body was refined with the finest discretization

between the surface-mounted electrodes, as seen in Figure  4.18 (bottom). The process of

producing a finer mesh discretization enables a potentially highly varying potential field to be

adequately captured and resolved, which may influence the resistance measurements between

the electrodes. In this convergence analysis effort, mesh refinement from 103 − 106 elements

was considered. Computational efficiencies that sped up these simulations are described in

the Appendix.

The results of the convergence analysis for end-covering electrodes and surface-mounted

electrodes are presented in Figure  4.19 . A total of seven mesh refinements were conducted

for each cylindrical model. The inter-electrode resistance measurements are normalized with

respect to the theoretical resistance of the representative cylindrical body. The convergence

behavior of the end-covering electrodes approaches a value of zero percent. This result is

unsurprising on account of the resistance measurements from the end-covering electrodes are

prismatic through the entire representative cylindrical body. Therefore, taking into account

the defined physical geometry of the cylinder, the intrinsic resistivity will be calculated to

be approximately equivalent to the analytical piezoresistivity model predictions for 1.5 wt.%

CNF/epoxy. This observation is consistent across the various electrode spacing values ex-

plored for end-covering electrodes. However, the rate of convergence for the surface-mounted

measurements is highly dependent on the inter-electrode spacing distance. It can be observed

that mesh refinement produces a more accurate measure of the electrical resistance between

the surface-mounted electrodes on account of large variations of the domain potential be-

coming better represented. Furthermore, convergence does occur as mesh refinement leads

to smaller improvements in the measured resistance from the surface-mounted electrodes. In

comparison to the theoretical resistance calculations, the placement of the surface-mounted

electrodes consistently underestimates the resistance of the representative cylindrical body.

This observation is consistent with the understanding current travels the path of least re-
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Figure 4.20. The geometric calibration factor is defined as the ratio of the
resistance measurements taken from surface-mounted and end-covering elec-
trodes on a representative cylindrical body (shown in the top-left schematic
subplot). A ratio value of one denotes that the resistance measured by both
sets of electrodes is equivalent. The geometric calibration factor is fitted
onto an exponential curve kc = 1 − exp(a · Lbs) with the fitting constants
of a = −1.273 and b = 0.5031.

sistance. In the case of end-covering electrodes, electrons must travel through the entire

material. For surface-mounted electrodes, electron movement covers a reduced distance.

Convergence of the electrical resistance measurements was determined based on the cri-

teria that the relative improvement from the previous mesh refinement was less than 1% for

end-covering and surface-mounted electrodes, respectively. Further improvements are pos-

sible but come at the expense of intense computational resources for marginal gains. As a

result, electrical resistance measurements taken from the finest mesh were used to determine

the geometric calibration factor. The quotient of the surface-covering and end-covering elec-

trode resistance measurement as a function of the distance between the surface electrodes,
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Ls, is plotted in Figure  4.20 . An exponential function, y = 1− exp(axb), was fit to the data

points resulting in constants of a = −1.273 and b = 0.5031. The choice of fitting the data

with the exponential equation was motivated to provide a physically meaningful interpre-

tation of the data. The limits of the expression represent two distinct behaviors. At zero

electrode spacing, the calibration factor is equal to zero and physically represents an electrical

short across the surface-mounted electrodes. As the separation distance between the surface-

mounted electrodes approaches infinity, the geometric correction factor approaches a value

of one and physically represents nearly similar or identical resistance measurements between

end-covering and surface-mounted electrodes. Furthermore, the coefficient of determination

for the exponential curve fit is 0.9980; the high value of the coefficient of determination de-

notes good agreement between the data and the fit curve. For the purpose of piezo-inversion

to determine the strain state from surface-mounted electrical resistance measurements, the

geometric correction factor for a 0.25 in (6.35 mm) spacing is kc = 0.4695.

ABAQUS Digital Twin

Digital twins are motivated by the need to accurately simulate and predict physical be-

havior through a virtual representation or model. Employing a digital twin enables enhanced

understanding and interpretation of real-world data. To create a digital twin of the rod in

ABAQUS, the initial step involves preprocessing of input signals and the estimation of mate-

rial characteristics. In this work, the recorded behavior of the shaker system was utilized as

the input to the model. More specifically, the ABAQUS model utilized a Dirichlet boundary

condition at the mount via the double integration of the shaker accelerometer output as the

applied displacement history. Prior to integrating the signal, a digital high-pass filter was

applied to the recorded acceleration signal to eliminate offset DC bias. Employing a pass

filter is an important preprocessing step to ensure that accumulated errors in integration

are not included in the model. The high pass filter was created using MATLAB’s digital

signal processing toolbox with the following characteristics: 1 kHz stopband frequency, 60

dB stopband attenuation, 15 kHz passband frequency, 1 dB passband ripple, and sampling
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frequency of 1.28 MHz. The effect of the high pass filter and the resulting displacement

history used in ABAQUS is presented in Figure  4.21 .

Given polymeric epoxy materials are well-known to have energy-dissipative properties

under dynamic loading conditions, it is important to consider a method to incorporate

these characteristics in the ABAQUS digital twin model. The most common computa-

tional method to incorporate the effect of energy-dissipative behavior in FEM software is

the Rayleigh damping model. Rayleigh damping is a convenient method to incorporate

energy-dissipative behavior by introducing a damping matrix, [C] = α[M ] + β[K], into the

equations of motion solved by FEM software. The damping matrix is constructed as a linear

combination of the model matrices for mass, [M ], and stiffness, [K], and the parameters α

and β are independently defined. The mass-proportional coefficient α introduces damping

forces that are proportional to particle movement or velocities and simulates energy loss

through viscous behavior. The stiffness-proportional coefficient β introduces damping forces

that are proportional to particle acceleration or strain rate and simulates damping associated

with the material itself [ 120 ].

Gresil and Giuriguitiu [ 121 ] outlined the process to experimentally predict the Rayleigh

damping coefficients using guided wave propagation in a carbon fiber reinforced polymer

composite. The process was adapted for this work and is briefly outlined here. Consider the

relationship between the wave damping coefficient, η, and the Rayleigh damping coefficients

as a function of angular frequency, ω, as seen in the following equation,

ζ = 1
2

(
α

ω
+ βω

)
(4.5)

Taking into account the experimental setup, vibrations are injected into the suspended

CNF/epoxy rod at one end, and the rod is supported at the opposite end. This particular

setup has the following two advantages for modeling purposes: 1) the prismatic geometry of

the specimen allows the rod to behave as a waveguide, and 2) the adjacent media of the rod is

air (excluding the mount and the tip). Therefore, it can be safe to assume energy-dissipative

behaviors are due to the rod material as opposed to energy losses to the surrounding area

92



Figure 4.21. (a) A high pass filter is applied onto the raw shaker accelerom-
eter output, shown in black. The filtered accelerometer signal, shown in red,
has the bias voltage removed. (b) The velocity at the rod mount, calculated by
integrating the filtered accelerometer signal once, is compared to the velocity
at the rod tip, shown in blue, recorded by the LV system. (c) The displace-
ment history used in ABAQUS at the mount was calculated by integrating the
filtered accelerometer signal twice.
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or the geometric spread of the wavefront. In the case of single-frequency wave propagation

in the rod and energy-dissipative material, wave motion will take the form,

φ(x, t) = φ0e−ηxei(ωt−γx). (4.6)

The variables φ0, η, ω, and γ denote the initial amplitude, structural wave damping coef-

ficient, angular frequency, and wave number, respectively. The energy-dissipative behavior of

the propagating wave, φ(x, t), is captured via e−ηx. The structural wave damping coefficient

can be determined through curve fitting of the magnitude of the received signals at discrete

locations of the waveguide. In order to relate the structural wave damping coefficient to

the Rayleigh damping coefficients, the energy-dissipative component of the traveling wave

equation is isolated,

e−ηx = e−ηc0t. (4.7)

Where the relation, x = c0t, between propagation distance and elapsed time is enforced.

Compared to the solution of a wave at a single location,

x = φ0e−ζωteiωt. (4.8)

The two energy-dissipative components can be directly compared,

e−ζωt = e−ηc0t. (4.9)

Where the relationship between the structural wave damping coefficient and the material

damping ratio can be obtained,

ζω = ηc0. (4.10)

Substituting the Rayleigh damping expression, equation (  4.5 ), into the previous equation

and organizing terms, the relationship between the structural wave damping coefficient and

the Rayleigh damping coefficients can be made as a function of angular frequency,
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η = 1
2c0

(α + βω2). (4.11)

To experimentally estimate the Rayleigh damping coefficients, first, the piezo-inversion

process was applied to the collected normalized resistance measurements. Second, a Hilbert

transform was utilized to generate an envelope of the strain signal. Then, an exponential

curve fit was applied to the amplitude values of the wave packet envelopes to ascertain the

wave-damping coefficient. Figure  4.22 showcases the attenuation behavior observed as the

wave packet travels along the length of the rod from piezo-inverted strain measurements.

An exponential curve was fit to the maximum envelop values to determine the wave damp-

ing coefficient for 2.5/27.5 kHz wave packet loading. This process was performed for each

measurement region along the length of the rod, starting with the 2.5/27.5 kHz wave packet

excitation before continuing with the first ten measurement regions, ending with the 3.4/37.4

kHz wave packet excitation. These specific frequencies and electrode pairs were chosen on

the basis of having the highest signal-to-noise ratio. Despite this, certain signals were sup-

pressed in the curve-fitting process due to outlier behavior. The structural wave damping

coefficients determined for each frequency and its corresponding coefficient of determination

are presented in Table  4.7 . For comparison, the same process was employed to calculate the

wave-damping coefficient from the extrinsic measurements of the LV system at the specimen

tip and the integrated velocity signal from the shaker mount accelerometer. On account

that only two extrinsic data points are known, the two fitting parameters are calculated di-

rectly. Following the determination of the structural wave damping coefficient as a function

of frequency, a subsequent curve fit using equation ( 4.11 ) was applied.

Through this process, the Rayleigh damping coefficients were estimated to have the fol-

lowing values for piezo-inversion strains, (α, β)piezo = (7.9664 × 10−11, 3.5701 × 10−7), and

for extrinsic values, (α, β)ext. = (7.8843 × 10−11, 5.5202 × 10−7). Several notable observa-

tions can be made from the process of estimating the Rayleigh damping coefficients. First,

there was a general positive correlation between the structural wave-damping coefficient and

excitation frequency. In the context of Rayleigh damping, this finding suggests that the

energy-dissipative behavior at the range of frequencies investigated is primarily driven by
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Figure 4.22. An exponential curve, ε = ε0e−ηx, is fitted onto the maximum
amplitude of the strain history calculated from the piezo-inversion process for
each measurement region of the 1.5 wt.% CNF/epoxy rod. The decay of the
excitation amplitude denotes the apparent attenuation of the wave packet as
it travels along the rod.
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Piezo-Inversion Strain Determined Structural Damping
fm [kHz] 27.5 28.6 29.7 30.8 31.9 33 34.1 35.2 36.3 37.4
ηpiezo 3.885 4.586 6.387 6.291 4.576 4.956 7.932 8.422 8.104 7.119
R2 0.937 0.525 0.824 0.869 0.272 0.815 0.929 0.722 0.853 0.845

Extrinsic Velocity Determined Structural Damping
ηext. 2.712 3.232 3.523 3.408 3.447 3.995 4.850 4.937 5.241 5.901

Table 4.7. The structural wave damping coefficients of the 1.5 wt.% CN-
F/epoxy rod was determined from piezo-inverted strains and extrinsic velocity
measurements.

stiffness-proportional damping rather than mass-proportional damping. This is evident from

the fact that there is a four-order of magnitude difference between the stiffness-proportional

damping coefficient, β, and the mass-proportional damping coefficient, α. The larger value of

β indicates that the response of the system is more influenced by strain rate or the material

itself. Second, the goodness of fit was assessed through the coefficient of determination. The

Rayleigh damping coefficient fitting process with the piezo-inversion determined strain sig-

nals and extrinsic measurements produced R2
piezo = 0.5432 and R2

ext = 0.9116, respectively.

Although the coefficient of determination value from the piezo-inversion determined strain

signals is not particularly high, the fit can still be considered satisfactory as the values of

the estimated Rayleigh coefficients are comparable to extrinsic validation.

An explicit elastodynamic ABAQUS analysis was carried out on a simulated 1.5 wt.%

CNF/epoxy rod to evaluate the capability of the proposed piezo-inversion process to recover

the strain state within the electrode measurement region accurately. As a digital twin, the

virtual representation of the nanocomposite rod was designed to accurately reflect the phys-

ical and loading conditions of the real-world experiment. The model was constructed with

the material and simulation parameters defined in Table  4.8 . The value of the modulus of

elasticity utilized in this model corresponds to the dynamic modulus determined from pre-

vious high-strain-rate impact testing. The contribution of nanofillers to the density of the

CNF/epoxy material is assumed to be negligible, and this physical property was extracted

from the material data sheet provided by the manufacturer. The Poisson’s ratio was not

directly evaluated in this investigation, but Koo and Tallman [ 59 ] conducted mechanical

characterization for the same Class 2000 Laminating Epoxy System (FibreGlast) with CNF
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Figure 4.23. The Rayleigh damping coefficients were estimated from piezo-
inversion strain and extrinsic measurements. The wave damping coefficients
were determined from the attenuation of the collected piezoresistivity mea-
surements on the 1.5 wt.% CNF/epoxy rod.
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Model Material Property
E [GPa] 3.56
ν [∼] 0.351
ρ [kg/m3] 1134

ABAQUS Explicit Simulation Parameters
Number of elements 43,220
Number of nodes 9,984
Step time, ∆t [µs] 0.02
α [1/s] 0, 7.8843×10−11, 7.9664×10−11

β [s] 0, 5.5202×10−7, 3.5701×10−7

Table 4.8. Material properties for 1.5 wt.% CNF/epoxy and simulation pa-
rameters necessary to conduct an explicit elastodynamic ABAQUS analysis.

inclusions; the experimentally determined Poisson’s ratio is assumed comparable and utilized

in the simulation effort. The impact of an inaccurate Poisson’s ratio is negligible due to the

fact that the rod is axially loaded with a planar stress wave, and axial strains are of interest

for validation purposes of the piezo-inversion process. Three combinations of Rayleigh damp-

ing coefficients were investigated. 1) undamped case, 2) extrinsically-determined damping

(α, β)ext. = (7.9664 × 10−11, 3.5701 × 10−7), and 3) piezoresistive-determined damping (via

strain determination form piezo-inversion) (α, β)piezo = (7.8843 × 10−11, 5.5202 × 10−7). A

step time of 20 ns was utilized in each elastodynamic simulation, regardless of the values

of the Rayleigh damping coefficients. A small step time was utilized to ensure numerical

stability and accurately capture wave propagation behavior within the model.

The ABAQUS simulation results were post-processed by first transforming the provided

logarithmic strain to engineering strain and then computing the volumetric strain average

of the measurement regions between surface-mounted electrodes. The motivation for these

post-processing steps is to have an equivalent comparison to the strains calculated through

the piezo-inversion process from surface-mounted normalized resistance measurements. The

engineering strains obtained from the ABAQUS digital twin are compared to the piezo-

inverted strains in Figure  4.24 at three distinct locations along the length of the rod: x =

73 mm, 200 mm, and 505 mm. These locations are near the mount, mid-span, and end of

the rod. These locations also align with the center of the measurement region for the 4’th,

14’th, and 38’th electrode pair, respectively.
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Figure 4.24. The piezo-inverted strains were compared to the strains
obtained from the ABAQUS digital twin model at three locations (rows).
Three cases of damping or energy-dissipative behaviors were considered: (left
column) undamped, (center column) Rayleigh damping coefficients deter-
mined from the extrinsic velocity measurements (α, β)ext., and (right column)
Rayleigh damping coefficients determined from direct piezo-inverted strains
from the rod (α, β)piezo. The behavior of the digital twin more closely matches
piezo-inverted strains after damping was included in the elastodynamic simu-
lation.
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Numerous intriguing observations can be made when comparing the piezo-inverted strains

to the strains obtained from the ABAQUS digital twin. First, the physical material proper-

ties provided in the elastodynamic FEM accurately predict the arrival of the wave packet at

the measurement regions along the length of the rod. This is unsurprising as these proper-

ties are based on previously experimentally determined values and manufacturer provided.

Furthermore, the Rayleigh damping coefficients do not impact the propagation velocity of

stress waves and are solely a computational tool to model or simulate energy-dissipative be-

havior. This leads to the second important observation: incorporating the Rayleigh damping

coefficients yields dramatic improvements in predicting the overall magnitude of the wave

packet as it travels along the length of the rod. In other words, the attenuation behavior is

observed when Rayleigh damping is incorporated. When extrinsically-determined Rayleigh

damping coefficients are utilized, the piezo-inverted strain magnitude is approximately 30%

smaller than the FEM strain magnitude at 73 mm from the mount. This difference increases

to approximately 50% at 200 mm. However, a comparison near the end of the rod can not be

made because the measurements from the rod can be considered purely noise. In contrast, the

piezoresistive-determined Rayleigh damping coefficients provide a more accurate prediction

of the attenuation behavior observed in the recorded measurements of the rod. This finding

is anticipated considering the direct incorporation of piezo-inverted strain information into

the updated digital twin model. To emphasize the significance of these observations, these

results highlight an exceptionally promising capability of the modeling processes previously

outlined to harness information derived from piezoresistive measurements at certain or few

locations to construct a remarkably accurate digital twin model. This showcases the pos-

sibility of precise modeling of comprehensive material and full-field behavior, even from a

sparse spatial sensor array and with low strain magnitude measurements.

4.4 Summary and Conclusions

This chapter presented the results of the three main experimental efforts performed in this

thesis utilizing self-sensing piezoresistive nanofiller-modified epoxy-rods: 1) high strain-rate

impact testing, 2) steady-state vibrations, and 3) wave packet excitation.
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An SHPB apparatus was utilized to investigate the behavior of CB, CNF, and MWCNT

epoxy rods under highly dynamic and transient loading conditions. Planar stress waves, with

the shape of a bilinear or triangular profile, were produced by an impacting striker bar and

pulse shaper on the incident bar. The planar stress waves were injected into the nanofiller-

modified epoxy rods while simultaneously recording voltage changes, due to changes in ma-

terial resistance, in an electrode region at the center of the rod specimens. Two SHPB

apparatus configurations were utilized to investigate the effects of different rod boundary

conditions on the injected stress wave: compression-only and alternating states of tension

and compression. The elastic speed of sound of a longitudinal wave was calculated from the

reflected stress waves observed in the piezoresistive measurements. The calculated elastic

wave speeds for each material were found to be in good agreement with extrinsic valida-

tion from the SHPB incident and transmission bar components. Furthermore, The decay

of the injected stress wave in compression and tension was examined to highlight nonlin-

ear piezoresistive behavior (i.e., greater strain sensitivity in tension than in compression).

Small short-aspect ratio cylindrical samples were prepared and subject to traditional SHPB

testing to assess the dynamic behavior of nanofiller-modified epoxy material at high strain

rates. It was found that nanofiller inclusions had a minor enhancing effect on the dynamic

stiffness, from 3.24 to 3.59 GPa, compared to neat or unmodified epoxy material at strain

rates between 230–235 s−1.

Next, the CNF-modified epoxy rod structure used in the high-rate impact loading inves-

tigation was repurposed in a new experiment to investigate steady-state vibration behavior.

The 1.5 wt.% CNF/epoxy rod was mounted in an open-loop piezoelectric/ferromagnetic

shaker system and excited under harmonic sinusoidal loading conditions. To measure the

piezoresistive response of the rod, the electrodes were interfaced in a modified Wheatstone

bridge circuit, and the output of the bridge was amplified by 1000 through an operational

amplifier before being recorded by a separate oscilloscope. Frequencies ranging from 500

Hz to 50 kHz were explored. Raw Wheatstone voltage measurements contained significant

noise and were considerably low amplitude (approximately ±20 mV) despite being amplified.

Analysis of the collected signals in the frequency domain revealed considerable low-frequency

noise. However, a prominent peak at the expected excitation frequency was present for all
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tests. Employing a bandpass filter at ± 10% of the excitation frequency led to consider-

able improvements and more clearly revealed the steady-state perturbation. A major insight

gleaned from this contribution was that the piezoresistive response carries essential informa-

tion despite the presence of EMI or other environmental factors.

Finally, wave tracking was achieved on slender long-aspect ratio CNF/epoxy rods using

spatially-distributed and surface-mounted electrodes. Three specific efforts were pursued in

this investigation: 1) electrode spacing-induced signal filtering, 2) characterization of dy-

namic behavior, and 3) strain state determination through analytical and computational

means. CNF-modified epoxy rods were manufactured with weight fractions of 1.0 wt.%,

1.25 wt.%, and 1.5 wt.% CNF relative to epoxy mass. The rods were prepared, and cir-

cumferential electrodes were applied along its length. The same shaker system from the

previous investigation was utilized to inject highly-controlled 5.5-cycle modulated wave pack-

ets and simultaneously measure the piezoresistive response from the rod through electrode

pairs. Drawing insights gained from the previous investigation, a closed-loop system was con-

structed to create an experimental setup to produce highly-repeatable wave packet injection

and piezoresistive measurements. These improvements enabled the utilization of ensemble

averaging to improve the signal-to-noise ratio of the collected measurements dramatically.

It was found that surface-mounted measurements from the CNF/epoxy rods were able to

accurately track the position of a wave packet as it traveled along the length of the rod.

Surprisingly, the 1.5 wt.% CNF/epoxy rod exhibited the greatest sensitivity to wave packet

excitation compared to that of the 1.0 wt.% and 1.25 wt.% CNF/epoxy rods. This result is

counter-intuitive as the nanofiller concentrations at weight fractions closer to the percolation

threshold exhibit greater strain sensitivity. However, due to the exceptionally low amplitude

excitement caused by the wave packet, it is hypothesized the main driver of piezoresistive

behavior in this situation is driven by changes to the contact impedance of direct nanofiller-

to-nanofiller interactions as opposed to electron tunneling behavior. Adjustable electrode

spacing did indeed show an artificial filtering effect on the collected signals. This is be-

cause a larger portion of the wave packet is contained within the measurement region and

the effects of alternating tension and compression balance. On account that wave packets

with a span of modulation frequencies were considered, efforts were made to estimate the
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group velocity to investigate possible dispersion behaviors. It was observed the piezoresis-

tive response signals are unreliable in accurately estimating the group velocity compared

to extrinsic verification. Larger magnitude wave packet citations are necessary to elicit a

larger piezoresistive response to feasibly utilize the Hilbert transform approach to conduct

this analysis. This leads to the final effort of this investigation; to extract axial strains from

piezoresistive measurements. This was achieved by leveraging an analytical piezoresistiv-

ity model based on first-principle physics to inversely determine the strain state from the

normalized resistance measurements taken from the surface-mounted electrodes. The model

was calibrated for CNF/epoxy material system, and a linear curve fit was applied on the

normalized resistivity curve for an infinitesimally small strain range. To aid in the piezo-

inversion process, the CEM was employed to create an implicit geometric calibration factor

that equates normalized resistance measurements taken from surface-mounted electrodes to

the change in innate electrical resistivity in the measurement region. An ABAQUS digital

twin was created to compare the piezo-inversion strains against FEM-determined strains.

To aid in this process, the Rayleigh damping coefficients were estimated using the piezo-

inversion strains and extrinsic measurements (i.e., shake accelerometer at the mount and

velocity at the rod tip). It was found that piezo-inversion strains fairly accurately predicted

the actual strain state of the rod when compared to the ABAQUS digital twin when the

estimated Rayleigh damping coefficients were employed. These results open the door to a

new era of insights into complex material-level dynamics or transient loading conditions.
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5. SUMMARY OF SCHOLARLY CONTRIBUTIONS AND

BROADER IMPACTS

5.1 Leveraging the piezoresistive-effect for sensing of high-rate and dynamic
behavior

The work presented in this dissertation clearly demonstrated dynamic piezoresistivity

could capture high-rate impact stress waves, steady-state vibrations, and highly–repeatable

wave packets transmitted into self-sensing rod structures. This was achieved by simultaneous

direct current injection and voltage measurements as the stress waves propagated through

the rod structure. This is an important contribution to the state of the art because in-situ

material characterization can be conducted, and insights such as the material wave speed,

dynamic modulus, and excitation frequencies can be made.

5.2 Demonstration of passive signal filtering for dynamic electrical measure-
ments applications

The design of the electrodes was illustrated to have a direct effect on the signal condition

of electrical measurements from the nanocomposite rods. Adjusting the spacing between

electrode pairs demonstrated a filtering effect on dynamic piezoresistivity. These findings

highlight the potential to tailor electrode topology to selectively enhance or attenuate fre-

quency components. This is an important contribution to the state of the art because

signal-specific electrode topologies are an additional tool to achieve passive filtering or con-

ditioning without ancillary electrical components (e.g., resistors, capacitors, inductors, or

operational amplifiers) in the form of signal-specific electrodes.

5.3 Piezoresistivity-enabled recovery of material dynamic response and prop-
erties

The third contribution of this dissertation was to derive dynamic material responses and

properties from piezoresistive measurements. By exploiting the inherent coupling between

mechanical deformation and electrical resistance, piezoresistive materials enable direct mon-

itoring of deformation-induced changes with simple electrical measurements. This unique
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capability enables in-situ material-state determination in combination with an analytical

piezoresistivity model to inversely determine the exact strains in highly dynamic loading

conditions. Furthermore, full-field mechanics can be assessed through a digital twin.
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6. RECOMMENDATIONS FOR FUTURE WORK

This thesis has presented an effort to understand the basic principles of dynamic material

state awareness by the piezoresistive effect. Although the particular nanofillers utilized in the

work herein are carbon-based (e.g., CB, CNF, MWCNT) and were dispersed into a thermoset

epoxy, these nanocomposite materials serve merely as suitable examples to demonstrate the

broader applicability of piezoresistivity in directly capturing and characterizing dynamic be-

havior. In other words, the piezoresistive effect enables accurate insights into the mechanical

state and intrinsic mechanical properties of self-materials. This chapter identifies some of

the limitations of the efforts contained in this dissertation and offers suggestions for where

future research efforts can make meaningful advancements.

1. Expand Piezoresistive Elastodynamics to 3D: This thesis marks a significant

milestone in the first-ever exploration of piezoresistive elastodynamics to obtain mate-

rial state awareness through dynamic self-sensing principles. The principles developed

in this thesis can be applied to real components of interest such as geological strata

and mineralogy, anatomical structures and biological tissues, composite structures and

cements, and energetic materials. These examples are not all-inclusive but are obvi-

ously geometrically complex and mechanically anisotropic. Undoubtedly, future stud-

ies must delve into the mechanical and geometric factors that influence elastodynamic

behavior and their effect on dynamic piezoresistivity. By investigating this connection,

we can recover invaluable insights into the behavior of real-world components in an

unprecedented way.

2. Obtain Full-Field Mechanics: One possible natural extension of this thesis is to

integrate dynamic piezoresistivity with tomographic methods, specifically electrical

impedance tomography (EIT) [ 66 ]. EIT reconstructs the interior conductivity distri-

bution from electrode voltage measurements at the boundary of the domain. This

work has proven that dynamic piezoresistivity can capture elastodynamic behavior,

and combining this insight with EIT could enable capturing internal dynamic behavior

through a reconstruction of the body’s change in electrical conductivity. Furthermore,
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by addressing the conductivity-to-strain inverse problem to EIT domain conductivity

reconstructions, it becomes possible to obtain the complete strain state and potentially

garner greater or more detailed mechanical characterization.

3. Extending Piezoresistive Elastodynamics to Adjacent Fields: The principles

of piezoresistive elastodynamics have great potential in a wide range of materials that

exhibit self-sensing properties, and their extension to adjacent fields is not out of the

realm of imagination. By harnessing the intrinsic coupling between mechanical de-

formation and electrical properties, possible applications can be envisioned in other

fields, such as geological, biomedical, and highly energetic materials. For geological

applications, piezoresistive elastodynamics could be combined with borehole seismic

surveys and produce a novel method for resource detection under certain environmen-

tal or mineralogical conditions [ 122 ] [ 123 ]. In biomedical applications, piezoresistive

elastodynamics may complement current elastography applications and improve medi-

cal diagnostic capabilities or monitor soft-tissue medical treatments [  82 ] [ 83 ] [ 84 ] [ 124 ]

[ 125 ]. Applications in highly energetic materials are a promising area as explosives

or propellants undergo rapid and complex deformation processes during combustion

or detonation. Integrating the piezoresistive effect into explosive binders may pro-

vide a possible method to directly monitor dynamic shock waves and other detonation

characteristics [ 126 ] [ 127 ] [ 128 ]. This may be achieved by transmitting elastic stress

waves across the binder or capturing acoustic emissions as it detonates and simulta-

neously measuring its dynamic piezoresistive behavior. Insights gained may lead to

improvements in explosive yields from refinements in compaction or the design of en-

ergetic materials. In summary, the principles of piezoresistive elastodynamics have the

potential to be extended well beyond the materials explored in this dissertation by

recognizing that self-sensing is the base and key premise of this new and exciting field.
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A. Finite Element Method Preliminaries
A.1 Introduction

The development of approximate methods for solving partial differential equations through
numerical means has received concerted attention and focus from mathematicians for decades,
if not centuries. Their efforts have considerably impacted adjacent fields such as physics,
chemistry, and engineering. Namely, the finite element method has facilitated the analysis
of complex geometries through discretizing a continuum, element-wise compatibility condi-
tions, and enforcing boundary/initial conditions. This appendix does not aim to provide a
comprehensive overview of the finite element method because plenty of literature resources
accomplish that goal. However, this appendix aims to diligently treat the finite element for-
mulation that is reflective of the work contained in this dissertation. This is because while
the finite element method was a crucial component of this research, it is not necessarily
its focus, nor were advancements sought in the field of solving partial differential equations
through numerical means.

A.2 From Strong-Form to Weak-Form: An FEM Formulation of the Steady-
State Parabolic Differential Equation

Consider a second-order parabolic partial differential equation for steady-state electrical
diffusion in n-dimensions. Let the domain be defined using real numbers in space, Ω ⊂ Rn,
with a spatially varying conductivity tensor that maps onto the domain, σ(x) : Ω → Rn×n.
This domain has a smooth boundary, ∂Ω, consisting of the union of two disjoint sets ΓE and
ΓN (i.e., ∂Ω = ΓE ∪ΓN). A smooth boundary also provides well-defined unit normal vectors
and ensures continuous basis functions. Furthermore, within the complete electrode model
framework, ΓE refers to the boundary electrodes, whereas ΓN denotes the domain boundary
excluding the electrodes. The rules of Einstein index notation are strictly enforced unless
stated otherwise. Consider the strong form expression for the second-order parabolic partial
differential equation for steady-state electrical diffusion,

− ∂ji
∂xi

= ∂

∂xi
σij
∂u

∂xj

∣∣∣∣∣
Ω

= f (A.1)

Subject to the following boundary conditions:

L∑
l=1

∫
El

σij
∂u

∂xi
njdSl

∣∣∣∣∣
ΓE

=
L∑
l=1
Il = 0 (A.2)

σij
∂u

∂xi
nj

∣∣∣∣∣
ΓN

= 0 (A.3)

σij
∂u

∂xi
nj

∣∣∣∣∣
ΓE

= 1
zl

(Vl − u) (A.4)
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Where f denotes an internal current source, nj is the unit normal vector, El is the curve
or surface of the l’th electrode, Il is the current amplitude through the l’th electrode, Vl is
the voltage of the l’th electrode, and L is the total number of electrodes. The parameters,
u, ji, and σij, are the domain potential, current density vector, and symmetric anisotropic
conductivity tensor of the PDE, respectively. Equation (  A.2 ) and Equation ( A.3 ) denote the
conservation of charge is enforced through domain boundaries. In other words, the flow of
current through the driving and measurement electrodes is conserved, and the boundaries not
involved in the current injection or measurement scheme are perfectly insulating. Equation
( A.4 ) represents the domain-electrode CEM interface condition due to contact impedance.

Figure A.1. Suppose a domain, Ω, in three dimensions, is examined to de-
velop the FEM formulation of the steady-state parabolic differential equation.
Electrodes (shown in red) are attached to the domain boundary, ∂Ω, where
current can be injected into the domain. It is assumed that the voltage across
the electrode, Vl, is constant.

The infinite-dimensional strong form implies the existence of the finite-dimensional weak
form. The weak form is formed by leveraging a trial function, ψ, that satisfies specified
Dirichlet boundary conditions such that the exact solution, u, is approximated throughout
the domain. This trial function represents the unknown behavior or variation of the found
solution. By introducing the trial function, the strong form expression in Equation ( A.1 )
can be rewritten as, ∫

Ω
ψ
∂

∂xi
σij
∂u

∂xj
dΩ =

∫
Ω
ψfdΩ (A.5)
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The trial function can be incorporated by leveraging the product rule (Equation ( A.6 ))
and divergence theorem/Green’s second identity (Equation ( A.7 )).

∫
Ω

(
∂

∂xi
ψσij

∂u

∂xj
− ∂ψ

∂xi
σij
∂u

∂xj

)
dΩ =

∫
Ω
ψfdΩ (A.6)∫

∂Ω
ψσij

∂u

∂xi
njdS −

∫
Ω

∂ψ

∂xi
σij
∂u

∂xj
dΩ =

∫
Ω
ψfdΩ (A.7)

Rearranging the expression,∫
Ω

∂ψ

∂xi
σij
∂u

∂xj
dΩ =

∫
∂Ω
ψσij

∂u

∂xi
njdS −

∫
Ω
ψfdΩ (A.8)

Recall that the domain boundary is the union of a disjoint set. This allows for the surface
integral on the domain boundary to be split into two integrals that belong to ΓE and ΓN .

∫
Ω

∂ψ

∂xi
σij
∂u

∂xj
dΩ =

���������:0∫
ΓN

ψσij
∂u

∂xi
njdS +

∫
ΓE

ψσij
∂u

∂xi
njdS −

∫
Ω
ψfdΩ (A.9)

The first surface integral belonging to ΓN is set to zero by imposing the boundary con-
dition of the perfectly electrically insulating surfaces, Equation ( A.3 ). The second surface
integral of ΓE is then prescribed with the contact impedance condition between the domain
and electrodes for the CEM model, Equation ( A.4 ). By assuming that internal current
sources are absent (e.g., f = 0), the weak form is shown to be derived from the strong-form.

∫
Ω

∂ψ

∂xi
σij
∂u

∂xj
dΩ =

L∑
l=1

∫
El

1
zl

(Vl − u)ψdS (A.10)

In order to employ the weak-form for FEM, the domain must be treated with an element-
wise discretization. The domain is discretized into element sub-domains Ωe ⊂ Ω and the
elements represent a unique region of space without intersecting other elements Ωei ∩Ωej = ∅
(when i 6= j). Individual element sub-domains are called finite elements. These finite elements
can be assembled to represent the entire domain and its boundary Ω = ∪eΩe. Through the
summation operator ∑e(·), the weak-form for the domain can be constructed by means of
an assembly of e-number of finite elements.

∑
e

∫
Ωe

∂ψe

∂xi
σij
∂ue

∂xj
dΩe =

∑
e

L∑
l=1

∫
El e

1
zl

(Vl − ue)ψedSe (A.11)

A set of nodes defines each element as vertices and a basis function, w, that interpolates
the behavior of the potential solution, u, and its variation, ψ, within its interior.

ue =
N∑
A=1

wAdAe (A.12)
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ψe =
N∑
A=1

wAcAe (A.13)

Where A refers to the A’th local node number of the e’th element, and wA denotes the
A’th basis function. Quantities dAe and cAe represent the potential solution and variation at
the A’th node of the e’th element, respectively. The expressions for ue and ψe are substituted
into the left-hand side of the finite-element expression of the weak-form in Equation ( A.11 ).
This provides the means to approach the construction of the element matrix weak-form for
FEM using interpolation/basis functions; the assembly of the element matrices into the
global matrix is elaborated in Section:  A.4 Matrix Assembly, including an illustrated
example. Henceforth, we drop the summation operator, ∑e(·), to narrow the discussion to
a representative finite element, Ωe.

∫
Ωe

∂ψe

∂xi
σij
∂ue

∂xj
dΩe =

N∑
A=1

N∑
B=1

cAe

∫
Ωe

∂wA

∂xi
σij
∂wB

∂xj
dΩed

B
e (A.14)

The quantities cAe and dBe are pulled out of the integration over the element domain,∫
(·)dΩe, considering they are constant values. Next, the basis functions must be defined to

compute their gradients. However, defining the basis functions with respect to the nodal co-
ordinates in the global coordinate system (i.e., wA = wA(x)) will result in a computationally
expensive process when the integral is evaluated. To circumvent this issue, a linear mapping
between the element domain and the isoparametric domain, ζ : Ωe ↔ Ωζ , can be employed
to conduct the integration in the more practical coordinate system. Additionally, the basis
functions (i.e., wA = wA(ζ)) can be employed to describe the interior of an element, xe

i (ζ), as
a continuous function of the isoparametric variable using the nodal coordinates in the global
coordinate system. Put differently, the basis functions and nodal coordinates are used to
interpolate spatial position within an element.

xe
i (ζ) =

N∑
A=1

wA(ζ)xe
i A (A.15)

Where xe
i A is the i’th coordinate component of the A’th node in the e’th element. The

basis function is in terms of the isoparametric variable, ζ, and is defined within the isopara-
metric domain with the bounds of [0, 1] for triangular/tetrahedral elements and [− 1, 1] for
square/hexahedral elements. Leveraging the chain rule for differentiation, the gradient of
the basis functions is expressed as the product of two partial derivatives in terms of ζ and x.

∂wA

∂xi
= ∂wA

∂ζj

∂ζj

∂xi
(A.16)

The partial derivatives of the basis functions, ∂w
∂x

, in the finite element weak-form in
Equation ( A.14 ) can now be expanded. However, shifting the element integrated from the
original domain to the isoparametric domain requires the transformation dΩe = det | J |dΩζ

and a change in integration limits. The Jacobian, Jij = ∂xi
∂ζj

, physically represents a linear and
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exact mapping between the element domain and the bounded isoparametric domain. The
transformation produces an expression that can be computed in the isoparametric domain,

∫
Ωe

∂ψe

∂xi
σij
∂ue

∂xj
dΩe =

N∑
A=1

N∑
B=1

cAe

∫
Ωeζ

∂wA

∂ζk

∂ζk
∂xi

σij
∂wB

∂ζl

∂ζl
∂xj

det

Jmn︷ ︸︸ ︷∣∣∣∣∣∂xm∂ζn

∣∣∣∣∣dΩeζ
dBe (A.17)

Gaussian Quadrature is an effective and efficient computational tool to directly evaluate
the finite element weak-form integral, especially for a finely discretized domain or when using
higher-order basis functions. In the isoparametric domain, Gaussian Quadrature evaluates
the integral of a function, f(ζi), using a number of integration points, ninti , weights, ωli ,
and function evaluations at specific points, ζ lii . The expression shown in Equation (  A.18 )
presents the general multivariate form of Gaussian Quadrature.

Figure A.2. The inverse of the Jacobian operator maps an arbitrary element
onto the isoparametric domain. Triangular and tetrahedral elements will have
the bounds [0, 1] in the isoparametric domain. The mapping is reversible.
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∫
Ωeζ

f(ζi)dΩeζ
≈

ninti∑
li

f(ζ lii ) ωli (A.18)

Where li is the index variable for the ∑ninti
li

(·) operator that belongs to the i’th-direction
in the isoparametric element domain, Ωeζ

; explicitly, li does not imply the li’th polynomial
power of ζ lii . For numerical integration in three dimensions, Gaussian Quadrature employs
a triple summation.

∫
f(ζ1, ζ2, ζ3)dζ1dζ2dζ3 ≈

nint3∑
l3=1

nint2∑
l2=1

nint1∑
l1=1

f(ζ l11 , ζ
l2
2 , ζ

l3
3 ) ωl1ωl2ωl3 (A.19)

In general, the multivariate approach to Gaussian Quadrature involves multiple sum-
mations. However, to achieve exact integral evaluation, careful attention must be made
to choosing an appropriate number of integration points and weights for each direction ac-
cording to the highest polynomial order of ζi. Gaussian Quadrature can exactly evaluate
polynomials of up to order 2nint − 1. The roots of orthogonal Legendre polynomials are
used as the weights; these can be calculated or are easily found as tabulated values. Before
applying the Gaussian Quadrature, it is critical that the integration over the general interval
[a, b] is transformed into an interval over [− 1, 1] for accurate calculation.

Let kABe denote the finite element diffusion stiffness matrix for the e’th element where
the superscripts A and B represent the index location of ke. Using an element connectivity
matrix, the element diffusion matrix will be assembled into the global diffusion stiffness
matrix, AM , and be a square matrix equal in size to the number of domain nodes, nn. The
details of this process are discussed in Appendix  A.4 .

∫
Ωe

∂ψe

∂xi
σij
∂ue

∂xj
dΩe =

N∑
A=1

N∑
B=1

cAe

∫
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∂ζk
∂xi

σij
∂wB

∂ζl

∂ζl
∂xj

det
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kAB

e
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=
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N∑
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cAe k
AB
e dBe

=
[
c1

e c2
e · · · cNe

]
ke


d1

e
d2

e
...
dNe

 (A.20)

A.3 The Complete Electrode Model Matrices

The CEM matrices AZ and AW can be formed by isolating the integral on the right-hand
side of the equality sign for the weak-form of a discretized domain and providing a similar
treatment to these expressions as the finite element diffusion matrix, ke. Equation ( A.11 ) is
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reproduced below for convenience and simplified by dropping the summation operator ∑e(·)
with the goal of constructing the finite element matrix expressions of the CEM model.

∫
Ωe

∂ψe

∂xi
σij
∂ue

∂xj
dΩe =

L∑
l=1

∫
El e

1
zl

(Vl − ue)ψedSe

Organize the expression to collect all terms to a single side of the equality and expand
the integral corresponding to the boundary electrodes.

∫
Ωe

∂ψe

∂xi
σij
∂ue

∂xj
dΩe +

L∑
l=1

∫
El e

1
zl
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∫
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∂xj
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1
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Al
Z e
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(
− 1
zl
Vlψe

)
dSe︸ ︷︷ ︸

Al
W e

= 0 (A.21)

It is essential to utilize dimensionally appropriate basis functions for the CEM formula-
tion. For example, the formulation of the element diffusion stiffness matrix, ke, uses basis
functions that are the same dimension as the domain due to the integration operation occur-
ring over the entire finite element. Whereas the boundary of the domain is one order lower
than the dimension of the finite element, such as a face or edge for three or two-dimensional
elements, respectively. Consequently, Al

Z e and Al
W e are formed by collapsing one dimension

of the isoparametric domain and utilizing reduced-dimensional basis functions.
To obtain the matrix AZ , consider the first integral operator

∫
(·)dSe corresponding to

the e’th element of the l’th electrode. By substituting the reduced-dimensional form of the
basis function expressions for the potential solution, ue, and for its variation, ψe, we can
express the resulting matrix as:

∫
El e

1
zl
ueψedSe =

N∑
A=1

N∑
B=1

cAe

∫
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1
zl
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Z e d
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e
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e c2
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e
d2

e
...
dNe

 (A.22)

Here, w represents the reduced-dimensional basis functions for the local nodes A and B of
the e’th element, corresponding to the element feature (2D surface or 1D edge) that belongs
to the set of elements at the boundary electrodes. The double summation operators treat
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the local node numbers as superscript indices. The element matrix Al
Z e is a square matrix

with a size equal to the N-number of nodes that make up a finite element’s edge/face feature.
The global AZ matrix is a square matrix with a size equal to the total number of nodes in
the domain, nn. It is a sparsely populated matrix with its nonzero values corresponding
to the nodes at the electrodes and will contribute to the global diffusion stiffness matrix,
AM . Physically, AZ represents the resistance at the interface between the electrodes and
the domain. This effect is known as contact impedance and is assumed to be constant across
the electrode surfaces.

To obtain the matrix AW , consider the second integral operator
∫
(·)dSe corresponding

to the e’th element of the l’th electrode. By substituting reduced-dimensional basis function
expressions for the solution variation, ψe, we can express the resulting element matrix Al

W e
with the following.

−
∫
El e

1
zl
VlψedSe = −

N∑
A=1

cAe

∫
Ωeζ

1
zl
wAdΩeζ︸ ︷︷ ︸

AA l
W e

Vl

=
N∑
A=1

cAe A
A l
W eVl

=
[
c1

e c2
e · · · cNe

]
Al
W eVl (A.23)

Here, w represents the reduced-dimensional basis functions for the variation for the A’th
node of the e’th element, corresponding to the element feature (2D surface or 1D edge) that
belongs to the set of elements at the l’th electrode. Because the voltage at the electrodes
is assumed to be constant, Vl is outside the integral operator. The summation operator,∑N
A (·), denotes the construction of a column vector for Al

W e with a length, N, equal to the
number of element feature nodes corresponding to the electrode boundary. The size of the
global AW has a number of rows equal to the number of nodes of the entire domain, nn, used
in the finite element simulation and the number of columns corresponding to the number of
electrodes, L, in the CEM model. Physically, AW links the domain voltage to the electrodes.

The final CEM matrix AD can be formed by considering the total current in the system
through the conservation of charge, Equation (  A.2 ), and the domain-electrode CEM inter-
face conduction due to contact impedance, Equation ( A.4 ). These expressions have been
reproduced below for convenience.

L∑
l=1

Il =
∫
El

1
zl

(Vl − u)dS

= 1
zl
El︸ ︷︷ ︸

Al
D

Vl −
∫
El

1
zl
udS = 0 (A.24)
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⇒ AlD =
∫
El

1
zl
dSe

⇒ AD = diag
(
El
zl

)
(A.25)

Recall Il and Vl are the current and voltage at the l’th electrodes. The contact impedance,
zl, at the interface between the domain and electrode is assumed to be constant. The second
integral operator can be recognized from the derivation of Equation (  A.23 ) with the nodal so-
lution instead of the nodal variation and accounts for the domain-electrode voltage coupling.
This integral operator must be evaluated element-by-element using reduced-dimensional ba-
sis functions (as was done prior). The first integral operator

∫
El

(·)dS corresponds to a surface
or line integral taken over the l’th electrode and can be evaluated directly. Evaluating the
first integral operator will produce the total length or area, El, of the l’th electrode. The
element matrix, AlD, will be this geometric quantity divided by the contact impedance, zl.
The global AD matrix will be a square array with a size equal to the total number of elec-
trodes, L, with the diagonal components corresponding to the l’th electrode. Physically, AD

relates the electrode voltages to the electrode currents.

A.3.1 Two-dimensional Elements

This subsection seeks to outline the process of obtaining the two-dimensional element
matrices, ke, Al

Z e, and Al
W e through the integration of the basis functions. The matrix AD

can be found directly using geometric relations using nodal coordinates from the FEM mesh.
This work employed the use of linear Lagrange basis functions. The work in this section will
be outlined using major steps, with the intermediate steps left up to the reader as practice.

Triangular Elements

For two-dimensional elements, three linear basis functions are used, with each local node
consisting of a single function. The linear form of the basis functions facilitates easier
integration and direct evaluation of the element matrices. Let the basis functions wA be
defined in the isoparametric domain ζ in two dimensions. The basis functions at local node
number A are presented as,

wA =


ζ1
ζ2

1− ζ1 − ζ2


Taking the gradient of the basis functions with respect to the isoparametric variable,

∂wA

∂ξi
, results in a matrix with constant integer coefficients.
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∂wA

∂ζi
=


∂w1

∂ζ1
∂w1

∂ζ2
∂w2

∂ζ1
∂w2

∂ζ2
∂w3

∂ζ1
∂w3

∂ζ2

 =

 1 0
0 1
−1 −1


The isoparametric mapping of the element domain can be represented as a function of the

isoparametric domain variable and the nodal coordinates. Recall the isoparametric mapping,

xe
i (ζ) =

N∑
A=1

wA(ζ)xe
i A

Let xe
1 = xe and xe

2 = ye. The indical notation has been abandoned here for the sake
of convenience, where xe

i and ye
i are the ’x-’ and ’y-coordinate’ of the ith node of the eth

element. The nodal number is now denoted as the subscript for the nodal coordinates and
superscripts for the basis functions.

xe = w1xe
1 + w2xe

2 + w3xe
3 ye = w1ye

1 + w2ye
2 + w3ye

3

= ζ1x
e
1 + ζ2x

e
2 + (1− ζ1 − ζ2)xe

3 = ζ1y
e
1 + ζ2y

e
2 + (1− ζ1 − ζ2)ye

3

= ζ1(xe
1 − xe

3) + ζ2(xe
2 − x2

3) + x2
3 = ζ1(ye

1 − ye
3) + ζ2(ye

2 − y2
3) + ye

3

The Jacobian can be formed from the partial derivatives of the isoparametric mapping
relations with respect to the isoparametric variable,

J = ∂xi

∂ζj
=
[∂xe

∂ζ1
∂xe

∂ζ2
∂ye

∂ζ1

∂ye

∂ζ2

]
=
[
xe

1 − xe
3 xe

2 − xe
3

ye
1 − ye

3 ye
2 − ye

3

]

Interestingly, the area of the e’th element can be calculated via Ae = 1
2 det | J | in the

special case when linear basis function are utilized. Alternatively, the element area can be
directly calculated using the nodal coordinates of the vertices,

Ae = 1
2 det

∣∣∣∣∣∣
1 xe

1 ye
1

1 xe
2 ye

2
1 xe

3 ye
3


∣∣∣∣∣∣

Recall the expression for the element diffusivity stiffness matrix,

kABe =
∫

Ωeζ

∂wA

∂ζk

∂ζk
∂xi

σij
∂wB

∂ζl

∂ζl
∂xj

det
∣∣∣∣∣∂xm∂ζn

∣∣∣∣∣dΩeζ

By substituting the expressions for the gradient of the basis functions and Jacobian, the
diffusion stiffness matrix can be expressed as the following integral:
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ke =
∫ 1

0

∫ 1−ζ1

0

 1 0
0 1
−1 −1

 [xe
1 − xe

3 xe
2 − xe

3
ye

1 − ye
3 ye

2 − ye
3

]−1 [
σ11 σ12
σ12 σ22

]
. . .

. . .

[
xe

1 − xe
3 xe

2 − xe
3

ye
1 − ye

3 ye
2 − ye

3

]−T
 1 0

0 1
−1 −1


T

det
∣∣∣∣∣
[
xe

1 − xe
3 xe

2 − xe
3

ye
1 − ye

3 ye
2 − ye

3

]∣∣∣∣∣dζ2dζ1 (A.26)

Notably, the terms inside the double integral are independent of the isoparametric vari-
able (i.e., a constant) and can be pulled out. Due to the fact that the double integral is
performed over the entire element in the isoparametric domain, it yields the area of the
(unit) triangular element.

ke = 1
2

 1 0
0 1
−1 −1

 [xe
1 − xe

3 xe
2 − xe

3
ye

1 − ye
3 ye

2 − ye
3

]−1 [
σ11 σ12
σ12 σ22

]
. . .

. . .

[
xe

1 − xe
3 xe

2 − xe
3

ye
1 − ye

3 ye
2 − ye

3

]−T
 1 0

0 1
−1 −1


T

det
∣∣∣∣∣
[
xe

1 − xe
3 xe

2 − xe
3

ye
1 − ye

3 ye
2 − ye

3

]∣∣∣∣∣ (A.27)

Or alternatively,

ke = Ae

 1 0
0 1
−1 −1

 [xe
1 − xe

3 xe
2 − xe

3
ye

1 − ye
3 ye

2 − ye
3

]−1 [
σ11 σ12
σ12 σ22

]
. . .

. . .

[
xe

1 − xe
3 xe

2 − xe
3

ye
1 − ye

3 ye
2 − ye

3

]−T
 1 0

0 1
−1 −1


T

(A.28)

Recall that evaluating the CEM matrices AZ and AW at the electrode boundaries requires
using reduced-dimensional basis functions. In the case of triangular elements, the reduced-
dimensional basis functions in the isoparametric domain are collapsed into one dimension
over the interval [− 1, 1],

wA =
{

1
2 (1− ζ)
1
2 (1 + ζ)

}
The expression for the isoparametric mapping of the element edge can be written as a

function of a single variable, ζ, by employing the reduced-dimensional basis functions.
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xe = w1xe
1 + w2xe

2 ye = w1ye
1 + w2ye

2

= 1
2 (1− ζ)xe

1 + 1
2 (1 + ζ)xe

2 = 1
2 (1− ζ) ye

1 + 1
2 (1 + ζ) ye

2

= 1
2 (xe

2 + xe
1 + ζ (xe

2 − xe
1)) = 1

2 (ye
2 + ye

1 + ζ (ye
2 − ye

1))

A subtle consequence of this isoparametric mapping arises to produce a one-dimensional
function that represents a multidimensional curve in space. Otherwise known as a bijective
parametrization or a parametric function. Let this vector expression take the form r(ζ) =
{xe(ζ), ye(ζ)}. Considering the CEM matrices involving the electrode boundaries denote line
integrals, it is prudent to approach their evaluation using a bijective parameterization via∫
C f(r)dS =

∫ b
a f(r(t))‖r′(t)‖dt (recall from calculus on the topic of approaches to evaluate

line integrals). The gradient of the isoparametric mapping produces the vector:

r′(ζ) = ∂xi

∂ζ
=
{∂xe

∂ζ
∂ye

∂ζ

}
= 1

2

{
xe

2 − xe
1

ye
2 − ye

1

}

A change of variables requires the standard (Euclidean) norm of the gradient vector (sim-
ilar to taking the determinate of the Jacobian in higher dimensions) to scale the integration
to the bounds of the isoparametric domain.

‖r′(ζ)‖ = 1
2
√

(xe
2 − xe

1)2 + (ye
2 − ye

1)2 = he

2 (A.29)

Where he is the line element length of the e’th element feature (e.g., edge) that belongs
to the electrode boundary. By substituting the reduced-dimensional basis functions and
employing a bijective parameterization to transform the line integrals to a standard single-
variable definite integral in the isoparametric domain, the following simplified expression can
be obtained for Al

Z e.

AAB l
Z e =

∫
Ωeζ

1
zl
wAwBdΩeζ

=
∫ 1

−1

1
4zl

[
1− 2ζ + ζ2 1− ζ2

1− ζ2 1 + 2ζ + ζ2

]
he

2 dζ︸ ︷︷ ︸
‖r′(ζ)‖dΩζ

Al
Z e = he

6zl

[
2 1
1 2

]
(A.30)

Integration can be evaluated directly due to the relatively low polynomial order observed.
However, this is mainly due to the fact that the Euclidean norm of the gradient of the
isoparametric mapping produces a constant. Leveraging higher-order basis functions will
require Gaussian Quadrature. Employing the same approach for Al

W e, the column vector of
the e’th linear line element of the l’th electrode in two-dimensional analysis is,
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AA l
W e = −

∫
Ωeζ

1
zl
wAdΩeζ

= −
∫ 1

−1

1
zl

[
1
2 (1− ζ)
1
2 (1 + ζ)

]
he

2 dζ︸ ︷︷ ︸
‖r′(ζ)‖dΩζ

Al
W e = − h

e

2zl

[
1
1

]
(A.31)

The global matrix, AD can be formed using purely geometric information provided by
the nodal coordinate matrix. Here, the l’th diagonal of AD corresponds to the quotient of
the electrode length, El, and contact impedance, zl. The total length of the electrode can
be constructed through a summation of all the line element lengths, he, of the e’th element
features for the l’th electrode.

AD(l, l) = El
zl

= 1
zl

∑
e
he (A.32)

A.3.2 Three-dimensional Elements

This subsection seeks to outline the process of obtaining the three-dimensional element
matrices, ke, Al

Z e, and Al
W e through the integration of the basis functions. The matrix AD

can be found directly using geometric relations using nodal coordinates from the FEM mesh.
This work employed the use of linear Lagrange basis functions. The work in the section will
be outlined using major steps, with the intermediate steps left up to the reader as practice.

Tetrahedral Elements

For three-dimensional elements, three linear basis functions are used, with each local node
consisting of a single function. The linear form of the basis functions for easier integration and
evaluation of the element matrices. Let the basis functions wA be defined in the isoparametric
domain ζ in three dimensions. The basis functions at local node number A are presented as,

wA =


ζ1
ζ2
ζ3

1− ζ1 − ζ2 − ζ3


Taking the gradient of the linear basis functions with respect to the isoparametric vari-

able, ∂wA

∂ξi
, results in a matrix with constant integer coefficients.
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∂wA

∂ζi
=


∂w1

∂ζ1
∂w1

∂ζ2
∂w1

∂ζ3
∂w2

∂ζ1
∂w2

∂ζ2
∂w2

∂ζ3
∂w3

∂ζ1
∂w3

∂ζ2
∂w3

∂ζ3
∂w4

∂ζ1
∂w4

∂ζ2
∂w4

∂ζ3

 =


1 0 0
0 1 0
0 0 1
−1 −1 −1


The isoparametric mapping of the element domain can be represented as a function of the

isoparametric domain variable and the nodal coordinates. Recall the isoparametric mapping,

xe
i (ζ) =

N∑
A=1

wA(ζ)xe
i A

Let xe
1 = xe, xe

2 = ye, and xe
3 = ze. The indical notation has been abandoned here for

the sake of conceptual convenience, where xe
i , ye

i , and ze
i are the ’x-,’ ’y-,’ and ’z-coordinate’

of the i’th node of the e’th element. The nodal number is now denoted as the subscript for
the nodal coordinates and superscripts for the basis functions.

xe = w1xe
1 + w2xe

2 + w3xe
3 + w4xe

4

= (xe
1 − xe

4)ζ1 + (xe
2 − xe

4)ζ2 + (xe
3 − xe

4)ζ3 + xe
4

ye = w1ye
1 + w2ye

2 + w3ye
3 + w4ye

4

= (ye
1 − ye

4)ζ1 + (ye
2 − ye

4)ζ2 + (ye
3 − ye

4)ζ3 + ye
4

ze = w1ze
1 + w2ze

2 + w3ze
3 + w4ze

4

= (ze
1 − ze

4)ζ1 + (ze
2 − ze

4)ζ2 + (ze
3 − ze

4)ζ3 + ze
4

The Jacobian can be formed from the partial derivatives of the isoparametric mapping
relations with respect to the isoparametric variable,

J = ∂xi

∂ζj
=


∂xe

∂ζ1
∂xe

∂ζ2
∂xe

∂ζ3
∂ye

∂ζ1

∂ye

∂ζ2

∂ye

∂ζ3
∂ze

∂ζ1
∂ze

∂ζ2
∂ze

∂ζ3

 =

x
e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4


Interestingly, the volume of the eth element can be calculated through the determinate

of the Jacobian, V e = 1
6 det | J |, in the special case when linear basis functions are uti-

lized. Alternatively, the volume of a tetrahedral can be directly calculated using the nodal
coordinates of the vertices,

V e = 1
6 det

∣∣∣∣∣∣

1 xe

1 ye
1 ze

1
1 xe

2 ye
2 ze

2
1 xe

3 ye
3 ze

3
1 xe

4 ye
4 ze

4


∣∣∣∣∣∣

Recall the expression for the element diffusivity stiffness matrix,
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kABe =
∫

Ωeζ

∂wA

∂ζk

∂ζk
∂xi

σij
∂wB

∂ζl

∂ζl
∂xj

det
∣∣∣∣∣∂xm∂ζn

∣∣∣∣∣dΩeζ

By substituting the expressions for the gradient of the basis functions and Jacobian, the
diffusion stiffness matrix can be expressed as the following integral:

ke =
∫ 1

0

∫ 1−ζ1

0

∫ 1−ζ1−ζ2

0


1 0 0
0 1 0
0 0 1
−1 −1 −1


x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4


−1

. . .

. . .

σ11 σ12 σ13
σ12 σ22 σ23
σ13 σ23 σ33


x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4


−T

. . .

. . .


1 0 0
0 1 0
0 0 1
−1 −1 −1


T

det
∣∣∣∣∣
x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4

∣∣∣∣∣dζ3dζ2dζ1(A.33)

Notably, the terms inside the triple integral are constant and can be pulled out. Due
to the fact that the triple integral is performed over the entire element in the isoparametric
domain, it yields the volume of the (unit) tetrahedral element.

ke = 1
6


1 0 0
0 1 0
0 0 1
−1 −1 −1


x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4


−1

. . .

. . .

σ11 σ12 σ13
σ12 σ22 σ23
σ13 σ23 σ33


x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4


−T

. . .

. . .


1 0 0
0 1 0
0 0 1
−1 −1 −1


T

det
∣∣∣∣∣
x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4

∣∣∣∣∣ (A.34)

Or alternatively,
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ke = V e


1 0 0
0 1 0
0 0 1
−1 −1 −1


x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4


−1

. . .

. . .

σ11 σ12 σ13
σ12 σ22 σ23
σ13 σ23 σ33


x

e
1 − xe

4 xe
2 − xe

4 xe
3 − xe

4
ye

1 − ye
4 ye

2 − ye
4 ye

3 − ye
4

ze
1 − ze

4 ze
2 − ze

4 ze
3 − ze

4


−T


1 0 0
0 1 0
0 0 1
−1 −1 −1


T

(A.35)

Recall that evaluating the CEM matrices AZ and AW at the electrode boundaries requires
using reduced-dimensional basis functions. In the case of tetrahedral elements, the reduced-
dimensional basis functions in the isoparametric domain are collapsed into two dimensions
over the interval [0, 1],

wA =


ζ1
ζ2

1− ζ1 − ζ2


The expression for the isoparametric mapping of the element area can is represented as,

xe = w1xe
1 + w2xe

2 + w3xe
3

= ζ1(xe
1 − xe

3) + ζ2(xe
2 − xe

3) + xe
3

ye = w1ye
1 + w2ye

2 + w3ye
3

= ζ1(ye
1 − ye

3) + ζ2(ye
2 − ye

3) + ye
3

ze = w1ze
1 + w2ze

2 + w3ze
3

= ζ1(ze
1 − ze

3) + ζ2(ze
2 − ze

3) + ze
3

Careful examination of the isoparametric mapping reveals similarities to mapping for
triangular elements, now with an extension into the third dimension. When dealing with
a 3D domain and 2D electrodes, evaluating AZ and Aw requires careful attention. The
integral transformation for an element, from the original domain to the isoparametric do-
main, is achieved by the following relation, dSe = ‖J‖dΩζ . Where J is the Jacobian of the
transformation,

J = L1 × L2

The gradient of the isoparametric mapping of a surface in 3D space is calculated through,

Li =


∂xe

∂ζi
∂ye

∂ζi
∂ze

∂ζi



137



In the special case when linear basis functions are utilized, the area of the e’th element
is calculated via Ae = 1

2‖J‖. Alternatively, the area of the triangular element can be deter-
mined through the Euclidian norm of the cross-product of two vectors constructed by the
two edges of the element through a common vertex.

Ae = 1
2

∥∥∥∥∥∥

xe

1 − xe
3

ye
1 − ye

3
ze

1 − ze
3

×

xe

2 − xe
3

ye
2 − ye

3
ze

2 − ze
3


∥∥∥∥∥∥ (A.36)

Substituting the reduced-dimensional basis functions and employing an integral trans-
formation to the isoparametric domain, the following simplified expression can be obtained
for Al

Z e.

AAB l
Z e =

∫
Ωeζ

1
zl
wAwBdΩeζ

=
∫ 1

0

∫ 1−ζ1

0

1
zl

 ζ2
1 ζ1ζ2 ζ1(1− ζ1 − ζ2)

ζ1ζ2 ζ2
2 ζ2(1− ζ1 − ζ2)

ζ1(1− ζ1 − ζ2) ζ2(1− ζ1 − ζ2) (1− ζ1 − ζ2)2

 (2Ae)dζ2dζ1︸ ︷︷ ︸
‖J‖dΩζ

Al
Z e = Ae

12zl

2 1 1
1 2 1
1 1 2

 (A.37)

Integration can be evaluated directly due to the relatively low polynomial order observed.
However, this is mainly due to the fact that the Euclidean norm of the Jacobian is a constant.
Employing the same approach for Al

W e, the column vector of the e’th surface feature of the
l’th electrode in a three-dimensional domain is,

AA l
W e = −

∫
Ωeζ

1
zl
wAdΩeζ

= −
∫ 1

0

∫ 1−ζ1

0

1
zl

 ζ1
ζ2

1− ζ1 − ζ2

 (2Ae)dζ2dζ1︸ ︷︷ ︸
‖J‖dΩζ

Al
W e = −A

e

3zl

1
1
1

 (A.38)

The global matrix, AD can be formed using purely geometric information provided by
the nodal coordinate matrix. Here, the l’th diagonal of AD corresponds to the quotient of
the electrode area, El, and contact impedance, zl. The total area of the electrode can be
constructed through a summation of all the element areas, Ae, of the e’th element features
for the l’th electrode.
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AD(l, l) = El
zl

= 1
zl

∑
e
Ae (A.39)

A.4 Matrix Assembly

The matrix assembly process is a crucial step in solving the system of linear equations to
obtain a physically meaningful FEM solution. To facilitate an enhanced conceptual under-
standing of the assembly process, it is advisable to initially consider an arbitrary element,
as seen in Figure  A.3 .

Figure A.3. A simple diagram showing the equivalent local and global nota-
tion for a single triangular element. The local node numbers, A = 1, 2, 3, are
denoted with the arbitrary node numbers p, q, and r in the global notation
scheme. It is important to note that a single node will maintain its global
notation while belonging to multiple neighboring elements.

When Equation ( A.20 ) is evaluated for a two-dimensional domain and triangular element,
the element stiffness matrix will take the general form using the local notation,

cTe kede = cAe k
AB
e dBe =

[
c1

e c2
e c3

e

] k
11
e k12

e k13
e

k12
e k22

e k23
e

k13
e k23

e k33
e


d

1
e
d2

e
d3

e


Recall super scripts A and B denote the index location of the element stiffness matrix,

kABe , and vector index location for cAe and dBe using the local numbering of the nodes. How-
ever, the finite element mesh is described using a global numbering scheme. For an arbitrary
element, ei, the equivalent numbering and notation are expressed as,
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cTkeid =
[
cp cq cr

] k
11
ei

k12
ei

k13
ei

k12
ei

k22
ei

k23
ei

k13
ei

k23
ei

k33
ei


d

p

dq

dr


Where the quantities [dp, dq, dr]T and [cp, cq, cr] are the potential solution and variation for

three arbitrary nodes belonging to the ei’th element in the global numbering scheme. These
three quantities represent a vector subset of the potential solution and variation vectors for
the entire mesh. In general, the global stiffness matrix, AM , can be constructed through a
summation of the total number of elements that map element stiffness matrix contributions
with the corresponding appropriate nodal variation, c, and solution, d.

[
cT
] [

AM

] [
d
]

= ∑
e cTe kede

As an example, consider the two-dimensional triangular mesh is shown in Figure  A.4 (a).
From observation, the domain contains two electrodes at the boundary and is discretized
into 8 elements. In an effort to enhance conceptual understanding of the assembly process,
an element-by-element approach is employed. Figure  A.4 (b-c) presents a clear and visually
distinguishable representation of the individual elements in a color-coded assembly drawing
explosion schematic. Equations ( A.40 )-( A.47 ) provide the individual element stiffness ma-
trices for each element following the labeling convention presented in Figure  A.3 . The left
and right sides of the equality sign represent the local and global notation of the element
stiffness matrix in a color-coded fashion. Special attention is given to the right-hand side of
the equation, it is important to observe structure and ordering of the element stiffness matrix
is preserved with respect to the local node numbering. However, the local node numbering
represented in the accompanying potential solution and variation vectors is replaced with
the global node numbering of the mesh. When viewed from the perspective of maintaining
a system of linear equations through a reordering of vector-matrix operations, the assembly
process of the global stiffness matrix involves the summation of contributions from a set of
smaller equations. The expanded global stiffness matrix is presented in Equation (  A.48 ) and
more compactly in Equation ( A.49 ).
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Element 1:
[
c1

e c2
e c3

e

] k
11
e k12

e k13
e

k12
e k22

e k23
e

k13
e k23

e k33
e


d

1
e
d2

e
d4

e

⇔ [
c2 c1 c4

] k
11
e1 k12

e1 k13
e1

k12
e1 k22

e1 k23
e1

k13
e1 k23

e1 k33
e1


d

2

d1

d4

 (A.40)

Element 2:
[
c1

e c2
e c3

e

] k
11
e k12

e k13
e

k12
e k22

e k23
e

k13
e k23

e k33
e


d

1
e
d2

e
d3

e

⇔ [
c2 c4 c5

] k
11
e2 k12

e2 k13
e2

k12
e2 k22

e2 k23
e2

k13
e2 k23

e2 k33
e2


d

2

d4

d5

 (A.41)

Element 3:
[
c1

e c2
e c3

e

] k
11
e k12

e k13
e

k12
e k22

e k23
e

k13
e k23

e k33
e


d

1
e
d2

e
d3

e

⇔ [
c2 c5 c6

] k
11
e3 k12

e3 k13
e3

k12
e3 k22

e3 k23
e3

k13
e3 k23

e3 k33
e3


d

2

d5

d6

 (A.42)

Element 4:
[
c1

e c2
e c3

e

] k
11
e k12

e k13
e

k12
e k22

e k23
e

k13
e k23

e k33
e


d

1
e
d2

e
d3

e

⇔ [
c3 c2 c6

] k
11
e4 k12

e4 k13
e4

k12
e4 k22

e4 k23
e4

k13
e4 k23

e4 k33
e4


d

3

d2

d6

 (A.43)

Element 5:
[
c1

e c2
e c3

e

] k
11
e k12

e k13
e

k12
e k22

e k23
e

k13
e k23

e k33
e


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1
e
d2

e
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e
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c4 c7 c8
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e5 k12
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e5 k33
e5


d

4

d7

d8

 (A.44)

Element 6:
[
c1

e c2
e c3

e

] k
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e k12

e k13
e

k12
e k22

e k23
e

k13
e k23

e k33
e


d

1
e
d2

e
d3

e
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c5 c4 c8
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e6 k12
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e6
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e6


d

5

d4

d8

 (A.45)

Element 7:
[
c1

e c2
e c3

e

] k
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e
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e k33
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
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1
e
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e
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e
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
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6
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d8

 (A.46)

Element 8:
[
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e c2
e c3

e

] k
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e k12

e k13
e
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e
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e
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] k
11
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e8
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e8
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e8


d

6

d8

d9

 (A.47)
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[
AM

]
=



k22
e1 k12

e1 0 k23
e1

k12
e1 k11

e1 + k11
e2 + k11
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e4 k12

e4 k13
e1 + k12

e2

0 k12
e4 k11

e4 0
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e2 0 k33
e1 + k22
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e6
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e6

0 k13
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e4 k13
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e5
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e7 + k12
e8 k13

e8

0 0 k22
e5 k23

e5 0
k13

e6 + k23
e7 k13

e7 + k12
e8 k23

e5 k33
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e7 + k22

e8 k23
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0 k13
e8 0 k23

e8 k33
e8


(A.48)

⇒
[
c1 c2 c3 c4 c5 c6 c7 c8 c9

] [
AM

]



d1

d2

d3

d4

d5

d6

d7

d8

d9


(A.49)
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Figure A.4. (a) A 2D rectangular domain is discretized into 8 triangular
elements. Electrodes are attached to the domain boundary. (b) An assembly
explosion of the mesh with the color-coded elements labeled with a local num-
bering notation. (c) An assembly explosion of the mesh with the color-coded
elements labeled with an equivalent global numbering and notation.
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B. Coding Efficiency and Implementation in MATLAB
The complete electrode model and analytical piezoresistivity code were written by the au-
thor in MATLAB (Mathworks, Natick, MA, USA), a programming language commonly used
for scientific numerical computing. Some defining features of MATLAB include matrix mul-
tiplication, implementation of algorithms, and interfacing with external programs such as
ABAQUS. However, computational resources are finite, and implementing efficient coding
practices is crucial for expensive or large operations. For example, the construction of the
global stiffness matrix or solving a large system of linear equations, Ax = b. This chapter
of the appendix aims to empower the reader with some of the best practices employed by
the author. This resource is not all-inclusive, and the reader is encouraged to discover and
implement further tools or practices for enhanced coding efficiency.

B.1 Sparse Matrices

A consequence of employing many degrees of freedom for FEM is the construction of
large and very sparsely populated matrices. A sparse matrix is defined to be a matrix
primarily populated by zeros as elements of the table. Typically, this is not a problem.
However, it is important to consider that while machines have the capability to handle and
solve large systems of linear equations with sufficient computational resources, the memory
storage requirements for both sparsely and densely populated matrices remain the same when
utilizing full storage organization in the MATLAB workspace. From a computer science
perspective, sparsely or densely populated matrices of equal size have identical memory
requirements when using full storage organization in MATLAB. This is because zero-valued
elements utilize the same number of bits as any other element in the matrix (e.g., signed
integers/decimals).

Employing sparse matrix storage and operations in MATLAB is one potential solution
for proper memory management [  129 ]. The sparse() command in MATLAB can reduce the
memory overhead required to represent large matrices by only storing the index location and
value of non-zero elements. This can lead to a potentially dramatic reduction of memory
required for data storage of sparsely populated matrices. In MATLAB, there are two main
approaches to constructing a matrix with the sparse attribute. However, the most appropri-
ate choice depends on prior knowledge of the memory limitations of the machine employed.
Consider the coefficient matrix for a system of linear equations, A. In the first approach, the
full matrix A does not exceed the machine’s random access memory (RAM) or MATLAB’s
workspace memory limits. The sparse() command can be directly applied to the matrix A.
Comparison between the original and sparse matrices will show a dramatic reduction in size
for a sufficiently large matrix size with a significant percentage of zero-valued elements. In
the second approach, the construction of the full matrix A will exceed the memory limi-
tations of the machine; exceeding the memory limitations is a common problem in FEM.
Construction of the sparse matrix should be approached as the concatenation of vectors that
denote the non-zero entries at certain rows and columns within the matrix. The concate-
nation is practically executed triplicate indexing. For example, the global stiffness matrix,
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Equation (  A.48 ), can be constructed from the global notation of Equation (  A.40 )-Equation
( A.47 ) with the one-time call of the sparse(i,j,v) function,

i =


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1
4
2
1
4
2
1
4
2
4
5
2
4
...



, j =


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1
1
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4
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

, v =


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

(B.1)

Triplet notation i, j, v denotes the construction of the sparse matrix, AM(i(k), j(k)) =
v(k), through vectorization. It is important to note that vectorized array elements with
repeated indices are summed, and the newly created matrix with the sparse attribute is
considered a distinct storage class within the workspace. While the sparse matrix is con-
sidered a different storage class than the full matrix, it contains the same information.
Furthermore, the integrity of matrix operations is preserved. Matrices with the sparse at-
tribute in MATLAB do not require special treatment in regard to matrix operations such as
multiplication/division, addition/subtraction, and inversion. Significant computational time
improvements can be found for matrices, with more than a third of the table elements being
zero-valued.

B.2 Parallel Computing Toolbox

Multi-core processors and sophisticated graphical processing units (GPUs) are common-
place in modern computing systems. Advancement in hardware architecture has led to
significant improvements in computational capabilities. To harness the advancements in
multi-core processing, MathWorks has developed the Parallel Computing Toolbox to accel-
erate data processing. This toolbox effectively distributes the workload across multiple cores,
also known as workers, enabling the efficient and expedient execution of computationally de-
manding tasks. For instance, the parallel processing toolbox can significantly reduce the
execution time for matrix calculations that would exceed the memory capacity of a single
machine. Furthermore, this can be scaled up to clusters and cloud computing. However, it
is important to note that effective utilization of the parallel computing toolbox necessitates
appropriate construction of transparent code structures.
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B.3 Pseudo-code and Algorithms

The following MATLAB pseudo-code provides a high-level representation of the imple-
mentation steps for the complete electrode model and the assembly of its constitutive matri-
ces. This section aims to decrease the implementation time for writing their own code. To
improve performance, the following pseudo-code incorporates MATLAB’s sparse() function
and the parallel computing toolbox. These tools assist in mitigating memory bottlenecks and
enhancing computational efficiency during the process of scaling to evaluate finite element
domains with potentially millions of elements or cloud computing on cluster machines. In
the author’s experience, these tools helped reduce the execution time from several hours to
a few minutes on a quad-core machine and eight gigabytes of RAM. Outlined below is the
pseudo-code for the complete electrode model and associated matrix assembly algorithms.
The author encourages the reader to make further improvements and enhancements to meet
the demands of their specific applications.

Complete Electrode Model Pseudo-code:
1: Load: Element Connectivity, Nodal Coordinates, and Electrode Connectivity matrices
2: Extract mesh parameters:
3: nn: Total number of domain nodes
4: Define:
5: zl: Contact impedance
6: σe: Element conductivity (cells)
7: I0: Current amplitude
8: Initialize Parallel Computing Toolbox
9: parpool(’Processes’)

10: Construct CEM ’A’ matrix:
11: Call Algorithm 1 AM Assembly
12: Call Algorithm 2 AZ Assembly
13: Call Algorithm 3 AW Assembly
14: Call Algorithm 4 AD Assembly

15: A =
[
AM + AZ AW

AT
W AD

]
16: Construct CEM ’b’ vector:
17: b = sparse

({
zeros(nn, 1)

I

})
18: Solve for domain and electrode voltages:
19: spmd
20: x = codistributed(A)\codistributed(b)
21: end spmd

22:

{
U
V

}
= full(gather(x))

23: Delete the current parallel pool
24: delete(gcp)
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Algorithm 1 AM Assembly
1: Import: Element Connectivity, Nodal Coordinates, Element Conductivity
2: Extract mesh parameters:
3: ne: Total number of domain elements
4: nne: Number of nodes in an element
5: nn: Total number of domain nodes
6: Initialize empty cell variables i, j, and v
7: parfor k = 1, 2, . . . ne do
8: σe: Extract conductivity of the k’th element
9: nodes: Extract global node numbers for the k’th element

10: xe: Extract node locations for the k’th element,
11: ke(xe, σe): Evaluate Equation (  A.26 ) or ( A.33 )
12: Store of element degrees of freedom and element diffusion stiffness matrix:
13: i{k}, j{k} ← global node numbers as indices to ke
14: v{k} ← ke(:)
15: end parfor
16: Assembly of Global Diffusion Stiffness Matrix:
17: AM = sparse(cell2mat(i),cell2mat(j),cell2mat(v),nn,nn)

Algorithm 2 AZ Assembly
1: Import: Electrode Connectivity, Nodal Coordinates, zl
2: Extract mesh parameters:
3: L: Total number of electrodes
4: nn: Total number of domain nodes
5: Initialize index counter, m = 0
6: parfor l = 1, 2, . . . L do
7: ne: Define the total number of elements belonging to the l’th electrode
8: for k = 1, 2, . . . ne do
9: m = m+ 1

10: nodes: Extract global node numbers for the k’th element of the l’th electrode
11: xe: Extract node locations for the k’th element of the l’th electrode
12: AZ e(xe, zl): Evaluate Equation (  A.30 ) or ( A.37 )
13: Store of element degrees of freedom and element matrix:
14: i{m}, j{m} ← global node numbers as indices to AZ e
15: v{m} ← AZ e(:)
16: end for
17: end parfor
18: Assembly of AZ Matrix:
19: AZ = sparse(cell2mat(i),cell2mat(j),cell2mat(v),nn,nn)
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Algorithm 3 AW Assembly
1: Import: Electrode Connectivity, Nodal Coordinates, zl
2: Extract mesh parameters:
3: L: Total number of electrodes
4: nn: Total number of domain nodes
5: Initialize index counter, m = 0
6: parfor l = 1, 2, . . . L do
7: ne: Define the total number of elements belonging to the l’th electrode
8: for k = 1, 2, . . . ne do
9: m = m+ 1

10: nodes: Extract global node numbers for the k’th element of the l’th electrode
11: xe: Extract node locations for the k’th element of the l’th electrode
12: AW e(xe, zl): Evaluate Equation (  A.31 ) or ( A.38 )
13: Store of element degrees of freedom and element matrix:
14: i{m} ← global node numbers as indices to AW e
15: j{m} ← array corresponding to electrode number, l
16: v{m} ← AW e(:)
17: end for
18: end parfor
19: Assembly of AW Matrix:
20: AW = sparse(cell2mat(i),cell2mat(j),cell2mat(v),nn,L)

Algorithm 4 AD Assembly
1: Import: Electrode Connectivity, Nodal Coordinates, zl
2: Extract mesh parameters:
3: L: Total number of electrodes
4: Initialize index counter, m = 0
5: parfor l = 1, 2, . . . L do
6: ne: Define the total number of elements belonging to the l’th electrode
7: for k = 1, 2, . . . ne do
8: m = m+ 1
9: nodes: Extract global node numbers for the k’th element of the l’th electrode

10: xe: Extract node locations for the k’th element of the l’th electrode
11: he or Ae: Evaluate Equation (  A.29 ) or ( A.36 )
12: Store of indices and element line length or triangle area:
13: i{m}, j{m} ← electrode number, l
14: v{m} ← he/zl or Ae/zl
15: end for
16: end parfor
17: Assembly of AD Matrix:
18: AD = sparse(cell2mat(i),cell2mat(j),cell2mat(v),L,L)
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