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Source Code Retrieval: = vs.

Automatic Bug L.ocalization:. :

° Qur primary interest is in addressing problems in source code retrieval.

° Automatic bug localization is convenient for testing such algorithms.

° Nonetheless it remains that not all our conclusions may apply to the
more general problem of source code retrieval.
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What Have We Done  --- In a Nutshell

° In previous research, we hademonstrated how one can uséRFbased
modellingto exploit termterm dependency constraints in source code

retrieval.

° Speaking loosely, using ted®arm constraints means that you not only want
to match queries with files on the basis of the frequencies of the individua
terms, but also on the basis of tlieequencies of pairs of terms taken

together

MSR 2019



What Have We Done - --- In a Nutshell

( Contd. )

° Nowthat we know how to exploit termterm ordering constraints in
retrieval, Is it possible to further improve a retrieval framework with
semantics--- at least with contextual semantics for now?

o Contextual semantics means that we consider two terms similar if their
contextual neighborhoodsare similar.

° Word2vechas emerged as a powerful (and popular) neuetwork based
algorithm for establishing contextual similarity between the terms.
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What Have We Done:- --- In a Nutshell

(Contd.)

° Our new work combines the ordering power of MRF with the power of
contextual semantics you get from word2vec in a single unified retrieval
framework we calsCOR

9 SCOR has outperformed ti&oWand BoW+MRMased retrieval engines.

° The performance improvements we obtain witlCORare statistically
significantbut we are not setting the world on fire-
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What Exactly. Does Word2vec- Do?

° To get a sense of what is achieved by word2vec, supposanalyzeall of
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The word2vec-nheural: -network model-

° A single-layer neural network produces a vector space that
holds contextually semantic relationships between words.

° Source code files are scanned using a window to generate
pairs of target terms and context terms .
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Training pairs:-Target and Context terms: : -
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\Weord2vec-Neural-Network : -

Input layer Projection layer Output layer

Softmaxprobabilities of
context terms are
computed at output.

Onehot encoding of
target term is provided
at input

After training finishes, each row of the weight magx
represents) -dim vectoru for a wordoin the vocabulary of size. |
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But how to set N ' --- the size of the middle .

layer in the-word2vec NN ',

° In the word2vec NN, the size of the middle layer determines the size of the
numeric vectors you use for representing the individual software terms.

° When N is either too small or too large, the word embeddings lose their
discriminative power.

° This question is answered by creating a semantic  -similarity benchmark for
experimenting with different values for N.

° This is what has been done in the past for NLP and for the medical domain,
11
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SoftwarePairs-400 ---- A semantic-similarity . .

penchmark for-the software - world

° We believe that our SoftwarePairs -400 is the first semantic similarity
benchmark for the software world

° |t contains a list of 400 software terms along with their commonly used
abbreviations in programming.
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