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ABSTRACT

Estimating the head pose with RGBD data when the pose is allowed to vary over a large angle remains challenging. In this paper, we show that an appearance-based construction of a set of locally optimum subspaces provides a good (fast and accurate) solution to the problem. At training time, our algorithm partitions the set of all images obtained by applying pose transformations to the 3D point cloud for a frontal view into appearance based clusters and represents each cluster with a local PCA space. Given a test RGBD image, we first find the appearance cluster that it belongs to and, subsequently, we find its pose from the training image that is closest to the test image in that cluster. Our paper compares the appearance-based local-subspace method with the pose-based local-subspace approach and with a PCA-based global subspace method. This comparison establishes the superiority of the appearance-based local-subspace approach.

Index Terms—3D pose estimation, 3D head pose, view-based subspace model, RGBD Sensor

1. INTRODUCTION

The work we present in this paper is for estimating the head pose from RGBD data, specifically the data produced by the popular Kinect sensor. This sensor has become popular for computer vision research because it does a good job of producing co-registered range-reflectance data in real time. A number of recent publications are based on the data produced by this sensor [1, 2, 3]. The head-pose calculations in these contributions are based on first processing the depth information (which can be an expensive operation unto itself) for the extraction of a prominent landmark, such as the tip of the nose, and then orienting the rest of the data so that it is in the same configuration as the features on a human face.

The work we report in this paper presents an alternative framework that requires no specific landmarks to be extracted from the depth information. That, together with the use of a set of locally optimum subspaces, means that our algorithm can work much faster without any special hardware such as GPUs. Since our approach does not seek out a specific landmark, that allows our algorithm to work properly over a wider range of pose variations.

The locally optimum subspaces in our framework are used to represent the appearance-based clusters of a large number of images constructed by applying pose transformations to a frontal-view RGBD image. Another way of creating locally optimum subspaces would be to cluster the images thus obtained over different ranges of the parameters in the pose space. We refer to the former as appearance-based local-subspace method and the latter as pose-based local-subspace method. Our results will demonstrate the superiority of the former. Our results will also demonstrate the superiority of the former over using a single global subspace, in the manner advocated by [4, 5], to represent all of the training images. We should also mention that the pose-based local-subspace method is similar to the contributions reported in [6, 7, 8, 9].

The remainder of this paper is organized as follows: Section 2 presents the details of our head-pose calculation framework. In Section 2.1, we start with an overview of the algorithm and describe its training and testing phases. Section 2.2 shows how we generate the training images at different poses from a single frontal view for a human subject. Section 2.3 presents the steps that go into, first, clustering of the training images, and, next, into the construction of a set of local subspaces from the clusters. Subsequently, Section 2.4 describes how the 3D pose of a query image can be estimated through hierarchical local subspace analysis. Experimental validation of the proposed framework is presented in Section 3.
2. THE METHOD

2.1. Overview of the Algorithm

In this section we will provide a high-level summary of our algorithm for head pose estimation.

During the training phase, a single RGBD image of a head is recorded for the frontal pose followed by background subtraction. This RGBD data is transformed into a 3D RGB point cloud using the camera calibration parameters. We then apply a large number of pose transformations on the 3D point cloud and, for each transformation, a corresponding 2D image is calculated by projecting the point cloud onto the camera plane. In Section 2.2 we will point out how we deal with the problems caused by variable depth resolution of the RGBD sensor in this step.

The $N$ number of training images obtained in this manner and their associated pose parameters can be represented by $\{(x_1, p_1), \ldots, (x_N, p_N)\}$. We can think of each of these synthetically generated images and its 3D pose as a training sample in a high $n$-dimensional space. Our next goal is to partition this data on the basis of the appearance of the images, then construct a locally optimum subspace for each cluster in the partition.

The training data is partitioned using a simple K-Means clustering algorithm, and the center and the covariance matrix of each of the resulting clusters are calculated. A locally optimum PCA subspace is then constructed for each cluster. Subsequently, the training images are projected into subspaces—the subspace for each image is chosen on the basis of minimum reconstruction error—as we describe in Section 2.3.

For a test RGBD image, we first find the best subspace to use on the basis of the minimum reconstruction error. We then search in that subspace for the training image that is closest to the test image. The 3D pose of the test image is then calculated from a lookup table using the nearest training image.

2.2. Generation of Training Samples from a Single RGBD Image

In this section, we will describe how the training images are created from a single RGBD image of a human subject during the training phase. Figure 1 shows some examples of such training images. This section will also discuss the construction of the 3D RGB point cloud model.

The 3D position $(X, Y, Z)$ associated with an RGBD “pixel” at the raster coordinates $(x, y)$ is calculated using the formulas:

$$X = \frac{Z_D}{f_c} (x - u_x), \quad Y = -\frac{Z_D}{f_c} (y - u_y), \quad Z = Z_D,$$

where $Z_D$ is the depth value recorded by the sensor, $f_c$ the focal length, and $u_x$ and $u_y$ the center coordinates of the image plane. Given 3D points obtained in this manner, we first carry out background subtraction by using GMM-EM (Gaussian Mixture Model with Expectation Maximization). To illustrate, we show an RGBD image in Figure 2(a) and its associated depth map in (b). The 3D point cloud is simply a collection of 6-dimensional vectors of the form:

$$\mathcal{M} = \{X_{3D}, V_{RGB}\},$$

where $X_{3D}$ contains the three spatial coordinates and $V_{RGB}$ the three color values.

Given a single RGBD image of the frontal pose, we generate $N$ training images by first applying $N$ pose transformations to its point cloud obtained as described above, then projecting the resulting point clouds back on the camera image plane. For the pose parameter vector $p$, this process is described by

$$I_t = T \left(K [I | 0^T] G(p) X_{3D} \right),$$

where $K$ is the intrinsic camera calibration matrix. The notation $T(\cdot)$ stands for the conversion from the vectorized image with RGB values to the 2D image on the camera image plane. Finally $G(\cdot)$ is the 3D transformation including the translation parameters $t = [t_x \ t_y \ t_z]^T$ and the Euler rotation matrix $R$ computed from the rotation parameters $\theta = [\theta_{rx} \ \theta_{ry} \ \theta_{rz}]$ as

$$G(p) = \begin{bmatrix} R & t \\ 0^T & 1 \end{bmatrix},$$

where $p = [\theta_{rx} \ \theta_{ry} \ \theta_{rz} \ t_x \ t_y \ t_z]$. When a pose-transformed point cloud is projected back onto the camera image plane, one often ends up with “holes” on account of the variable depth resolution of an RGBD sensor. This effect is shown in Figure 2(c). We get rid of such holes by applying bilinear interpolation to neighboring points using the constraint that the points used for bilinear interpolation possess roughly the same depth values. This technique provides both the depth value and the RGB data at what could otherwise be a hole. Figure 2(d) shows a projection when such interpolation is a part of the projection operator.

2.3. Appearance-Based Subspace Modeling

When training data is distributed in a complex manner (as
The generalized centroid is defined by

\[ R^{(i)} = \{ x \mid d(x, S^{(i)}) \leq d(x, S^{(j)}) : \forall j \neq i \} \]

where the \( i^{th} \) subspace \( S^{(i)} = \langle r^{(i)}, U^{(i)} \rangle \) denoted by the centroid \( r^{(i)} \) and a matrix \( U^{(i)} \) with eigenvectors of the covariance matrix \( C^{(i)} \), and \( d(x, S^{(i)}) \) is the reconstruction distance between a training image \( x \) and the \( i^{th} \) subspace. This distance is given by

\[ d(x, S^{(i)}) = \| x - r^{(i)} \|^T U^{(i)T} U^{(i)} (x - r^{(i)}) \]

\[ = \| x - r^{(i)} \|^T F^{(i)} (x - r^{(i)}) \]

where \( U^{(i)} \) is the \( m \times n \) matrix whose rows are the training eigenvectors of the covariance matrix \( C^{(i)} \). The projection matrix \( P^{(i)} \) is orthogonal to the local \( m \) dimensional subspaces.

According to the Lloyd Algorithm, the reference vectors \( r^{(i)} \) are to be placed at the generalized centroid of the region \( R^{(i)} \). The generalized centroid is defined by

\[ r^{(i)} = \arg \min_r \frac{1}{N_i} \sum_{x \in R^{(i)}} (x - r)^T P^{(i)} (x - r) \]

where \( N_i \) is the number of data samples in \( R^{(i)} \). As shown in [17], the generalized centroid \( r^{(i)} \) of region \( R^{(i)} \) is the same to the mean of data in \( R^{(i)} \).

We then compute the local covariance matrices

\[ C^{(i)} = \frac{1}{N_i} \sum_{x \in R^{(i)}} (x - r^{(i)}) (x - r^{(i)})^T, \text{ for } i = 1, \cdots, K \]

and build the subspaces spanned by their own eigenvectors \( e_j^{(i)} \) for \( i = 1, \cdots, K \) and \( j = 1, \cdots, m \).

Finally, the process of partitioning and finding the centroid is iterated until the relative change in the total reconstruction error is below some threshold. For fair comparison between subspaces, we used the same dimensionality \( m \) to calculate the reconstruction distance. The initial seeds for K-Means are supplied by sampling just the yaw parameter at \( K \) points. In order to place greater emphasis on the pose-space points that are at the two ends of the yaw-angle range, a sigmoidal function is used to distribute the sampling points nonlinearly.

### 2.4. 3D Pose Estimation by Local Subspace Analysis

In this section we describe how to estimate the 3D pose for a given query image using hierarchical local subspace analysis. With the set of local subspaces, \( \{ S_1, \ldots, S_K \} \), for a query image \( x \), we first find the best subspace to use by minimizing the reconstruction distance of Eq.6:

\[ q = \arg \min_i d(x, S^{(i)}) \text{, for } i = 1, \cdots, K. \]

Let the training samples \( x^{(q)}_i \) in the \( q^{th} \) subspace thus ascertained have their local-subspace representations given by the vectors \( y^{(q)}_i = U^{(q)} (x^{(q)}_i - r^{(q)}) \) for \( i = 1, \cdots, N_q \) where \( N_q \) is the number of samples in the \( q^{th} \) subspace. Subsequently, we search in the local subspace for that training image which is closest to the query image \( x \). This is accomplished through the minimization:

\[ l^* = \arg \min_i \| y^{(q)}_i - U^{(q)} (x - r^{(q)}) \|^2, \text{ for } i = 1, \cdots, N_q. \]

The 3D pose returned for the query image \( x \) is the pose associated with the nearest training sample image as represented in the local subspace through its coefficient vector \( y^{(q)}_i \).

### 3. EXPERIMENTAL VALIDATION

The protocol we have used for the experimental validation of the head pose calculation algorithm consists of the following steps:

- For the training phase, record a single frontal RGBD image of a human subject. Apply pose transformations to the 3D point cloud of the recorded image within the following angular ranges: [-75, 75] for yaw, [-90, 90]
Fig. 4. Average computation time for the pose-based and the appearance-based subspace modeling methods. 

\[ K = 1 \] corresponds to the global subspace approach and \( K = 2, \ldots, 8 \) the local subspace approach.

for pitch, and \([-75,75]\) for roll, at intervals of 15 degrees with respect to each of the three pose angles. This yields a total of 1573 training images with the size of 45 by 40 through just their intensity values. (\( n = 1800 \))

• Construct a set of locally optimum subspaces from this training data in the manner described in Section 2 for different values of the user-specified “number of clusters” parameter \( K \). Note that when \( K = 1 \), we have a single global subspace to use for representing all the training images and for calculating the pose of a given test image. Therefore, \( K = 1 \) corresponds to how the subspace method has traditionally been used in appearance-based object recognition. This brings to an end the training phase of the algorithm.

• For the testing phase, record a set of frontal images for the same human subject but with possibly different facial expressions. For the results we will report in this section, this set of frontal RGBD images is shown in Figure 3.

• For each of the five RGBD image in the test set shown in Figure 3, apply randomly selected pose transformations to its 3D point cloud to create 1000 images. This gives a total of 5000 images with random poses for testing the algorithm. It is important to note that, in addition to the pose parameters associated with these 5000 images being random, they were constructed from the five RGBD images recorded independently of the image used for generating the subspaces. Each testing image is also represented by a \( 45 \times 40 \) matrix of gray-scale intensity values.

• Calculate the pose for each of the 5000 images in the test set using the local subspaces derived from the training data. Compute the error between the estimated pose and its ground-truth value.

To build the view-based local subspaces, we compared the conventional pose-based subspace model and our appearance-based subspace model on the computational time and the accuracy. Figure 4 illustrates the average elapsed time for the appearance-based subspace modeling and the pose-based subspace modeling. As the number of subspaces increases, the search time is radically reduced—about a three-fold reduction at \( K = 4 \) for both methods.

On the accuracy of estimating 3D poses, we evaluate the mean of average error on each pose angle. Figure 5(a) shows mean error for the pose-based subspace modeling method and Figure 5(b) the mean error for the appearance-based method. From these two graphs, one can first see that in general the appearance-based method performs better than the pose-based method. Furthermore, in the appearance-based method, the local subspace approach (i.e., \( K = 2, \ldots, 8 \)) yields comparable pose estimation results compared to the global subspace approach (i.e., \( K = 1 \)) while the computation speed is 3-4 times faster. Table 1 presents the local dimensionality, the average computation time, the mean pose estimation error (MPE), and the standard deviation of the pose estimation error (SPE) for different values of \( K \) which is the number of clusters for the partitioning of all of the images. The column whose heading is \( IS \) is for the case when all the images are used directly — without resorting to subspace representation.

<table>
<thead>
<tr>
<th>Results</th>
<th>( IS )</th>
<th>Subspace (( n = 1800, N_{train} = 1573, N_{val} = 5000))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Dim.</td>
<td>1800</td>
<td>391</td>
</tr>
<tr>
<td>MPE (°)</td>
<td>11.2</td>
<td>11.1</td>
</tr>
<tr>
<td>SPE (°)</td>
<td>15.5</td>
<td>15.2</td>
</tr>
<tr>
<td>Time (ms)</td>
<td>24.8</td>
<td>8.18</td>
</tr>
</tbody>
</table>

Table 1. The experimental results of the appearance-based subspace modeling \((IS - Image space)\)

4. CONCLUSION

Our results demonstrate the superiority of the appearance-based local-subspace modeling approach for head-pose estimation. Being hierarchical, it returns the head-pose value much faster than using a single globally optimum subspace for all of the training data. Future work is to build a more robust person-independant framework for the same.
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