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ABSTRACT

Parity non-conversation experiments provide a method to explore the weak interaction.

Precision measurements of the weak interaction will lead to more limitations on beyond the

standard model theories. Our lab will use a two-color coherent control to help us to extract

the small amplitude of the weak interaction between the nucleons of the cesium nucleus. In

this dissertation, I will discuss how our lab is investigating the anapole moment in cesium

using rf and laser fields, along with future steps to finish the measurement.
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1. INTRODUCTION

1.1 Physics Beyond the Standard Model

The standard model of physics has been very successful at describing our world and

predicting the existence of particles that we have subsequently found. It was developed over

the mid-1900’s through the work of multiple theorists trying to understand the properties

behind the weak and strong forces and to form a stronger theoretical picture of these two

forces [ 1 ]. The final developments of the standard model occurred in the 1970’s. They were

successful in bridging electromagnetic and weak interactions in the electro-weak interaction.

Later they unified the strong interaction to the electro-weak interaction within the framework

of the standard model. Currently, unifying gravity into the rest of the fundamental forces,

strong, weak, and electromagnetic, has been unsuccessful. The model also predicted a variety

of particles, like the Z0 boson, W± bosons, and Higgs Boson, that have not only been

found, but their properties have been verified to agree with the model’s predictions. Despite

the model’s many glowing successful answers to how our world works, it still leaves many

questions on the table that it has no answers for. For example, the imbalance of matter and

anti-matter and our lack of understanding dark matter/energy, are just two of the troubling

problems the standard model does not have the answer to [ 1 ]–[ 3 ].

Theorists have developed a wide range of different theories that could potentially answer

some of the remaining questions the standard model has not been able to describe, like dif-

ferent super symmetry theories. So far many of these theories are not widely accepted or

verified, though many strides are being taken to test beyond the standard model theories.

Additionally, experiments are being conducted to identify where the standard model is in-

consistent with our current understanding. Probes at different energy levels are sensitive to

different quantities of the standard model and of models beyond the standard model. The

Large Hadron Collider (LHC) and other particle colliders are able to probe higher energy

levels for new particles or processes. Another route is at lower energies with atomic, molec-

ular, and optical (AMO) methods. These tests are particularly sensitive when looking at

effects that violate fundamental symmetries (parity or time symmetry), like those found in

the weak interaction. More precise knowledge of the known quantities understood in the
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Figure 1.1. Feynman diagram of the beta decay where the down quark
becomes a up quark by the W- mediating boson [  3 ], [  9 ]–[ 12 ].

standard model would provide boundaries for new theories. In particular it could place con-

straints on theories of a massive Z’ boson, Zd boson, a light boson, or searches for potential

dark matter candidates [  1 ]–[ 8 ].

1.2 Weak Interaction

The idea of a weak interaction was first proposed in 1933 by Enrico Fermi, when he

proposed that beta decay could be explained by a four-fermion interaction using a contact

force with very short-range [  9 ]. We now know beta decay, as shown in Fig.  1.1 , is when an

up quark turns into a down quark or vice versa. This ends up with a neutron transforming

into a proton by emission of an electron and anti-neutrino or a proton transforming into a

neutron by emission of a positron and neutrino. The weak interaction is mediated through

an exchange of a Z0 or W± boson. The W± boson mediates a charged-current interaction,

where the interacting particle changes identity, like the proton turning into a neutron. The

Z0 boson has no charge, only allowing the interacting particles to exchange momentum,

spin, and energy, mediating a neutral current where the interacting particle retains the same

identity [  3 ], [  9 ]–[ 12 ].
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The Z0 boson signature was first discovered experimentally in 1973 at CERN [ 13 ], at the

Gargamelle Bubble Chamber. The Gargamelle Bubble Chamber held 1000 tons of heavy-

liquid freon. It was placed in the path of CERN’s muon-neutrino beam, produced by the

CERN Proton Synchrotron, where the paths made from neutrino interactions could be ob-

served. Even though the bubble chamber could not create paths of the neutrino’s trajectories

that we could observe, it was sensitive to the paths of other charged particles that could in-

teract with the neutrino. The experimentalists discovered the first direct evidence for neutral

currents when they observed electrons that would seemingly move on their own in the traces,

with no other charged particle to explain the movement. This movement was attributed to

the interaction of a neutrino and electron by way of a Z0 boson [  13 ].

It was only in 1983, at CERN’s proton-antiproton collider, that direct evidence of the

bosons themselves was found and their approximate masses. The weak interaction’s mediator

bosons are both massive in comparison to the size of a proton, at around 80 to 90 GeV/c2, in

comparison to the protons less than 1 GeV/c2 mass. The size of the mediator boson limits

the distance over which the weak interaction can occur to being less than the diameter of a

proton, becoming essentially a contact interaction on atomic scales [  3 ], [  9 ]–[ 11 ].

1.3 Parity Violation

Through the first half of the 20th century, physicists believed parity was conserved in

each of the fundamental laws of nature, or more simply that the laws did not distinguish

between actions that were mirror images of each other (like going left instead of right) [ 14 ].

Different quantities transform differently under parity inversion. For a parity-odd quantity,

a mirror reflection flips the sign and for a parity-even quantity, a mirror reflection does

not change the sign of the quantity. Examples of parity-odd quantities are position, linear

momentum, and electric field. Spin and orbital angular momenta along with the magnetic

field are parity-even quantities [  3 ], [  15 ].

In the mid-1950’s, Chen Ning Yang and Tsung Dao Lee proposed that, unlike the strong,

gravity, or electro-magnetic interactions in which parity was conserved, the weak interaction

violates this symmetry. This parity violation (PV), or parity non-conservation (PNC), was
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posited to mix different parity states for the weak interaction, like in a beta decay or meson

and hyperon decay [  16 ]. Madam Chien-Shiung Wu experimentally verified in 1957 that the

weak interaction did in fact violate parity through an observation of beta decay in Cobalt-

60 [ 17 ]. She measured the angular distribution of electrons coming from the beta decay

of Cobalt-60. An asymmetry was found in the distribution coming from a mirror-reversed

orientation of the nuclear spin of the parent nucleus of Cobalt and the momentum of the

electron, providing unequivocal proof that parity is not conserved in beta decay [  17 ]. After

Madam Wu’s discovery, the Nobel Prize in physics was awarded to Yang and Lee in 1957.

Initially, the weak interaction was determined to not be strong enough to be observable in

experiments in atomic systems, due to the knowledge that its effects were weak in comparison

to the electro-magnetic effects at the scales of investigation. In addition, only the W± bosons

were understood to mediate the weak interaction at this time. A W± exchange in the atom

would not cause a steady-state modification, but instead would cause a decay of the nucleus,

changing the atom into a different species. When the Weinberg-Salam-Glashow theory was

proposed in the 1960’s, they predicted another mediating boson of the weak force, the Z0

boson, which was neutral. The Z0 boson’s neutral current would just modify the electronic

wave function of the atom and not change the atomic species like the W± bosons [  1 ], [  18 ].

PNC effects that could be observed in atoms would be a useful tool to probe the weak force

in atoms. This is mainly due to the fact that the other three fundamental forces are known

to not violate parity, so any PNC effect would solely be due to the weak force. Additionally

in atoms, the electric dipole transitions between states with the same parity (like 6s to 7s

transition in cesium) are forbidden by the electromagnetic interaction. With the weak force

in play, the same parity states in the atom are mixed with the opposite parity state (in the

6s to 7s transition in cesium, the mixing of s and p states is on the order of 10−11), and

the transition between the same parity states becomes slightly allowed as an electric dipole

transition. Therefore any atom undergoing an electric dipole transition between same parity

states would be due to the weak interaction (there are other interactions that can drive the

transition, but they can be weakened). Though, due to the size of the Z0 boson causing the

weak interaction to be contact-like, this means that only electronic states that overlap with

the nucleus will be affected by the electron-nucleon weak force [  1 ], [  3 ], [  18 ]–[ 21 ].
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Precision measurements of parity violation in atoms allow us to determine the weak

charge, Qw, of the nucleus of different atoms. QW of the atom is the sum of the weak

charges of all the constituents of the neutrons and protons in the atomic nucleus, the up and

down quarks. The equation is in the form of, QW = (2Z + N)QW (u) + (Z + 2N)QW (d),

where N is the number of neutrons in the nucleus, Z is the number of protons in the nucleus,

QW (u) is the weak charge of the up quark (coupling of the electron axial-vector currents to

the up quark-vector currents), and QW (d) is the weak charge of the down quark (coupling of

the electron axial-vector currents to the down quark-vector currents). Then with the weak

charge known, one is able to obtain the electro-weak mixing angle θW from the relationship

of QW ≈ −N + Z(1 − 4sin2(θW )). Obtaining a precise value would lead to being able to

place bounds on the standard model of physics and models beyond the standard model. In

addition, the measurement in atoms would be at lower energies than those found at particle

accelerators that are also trying to measure the electro-weak mixing angle. Over different

energy scales, the standard model has predicted variation of the weak mixing angle as seen

in Fig.  1.2 and Fig.  1.3 [ 1 ], [  3 ], [ 18 ]–[ 21 ]. Fig.  1.3 is a more recent version of Fig.  1.2 ,

illustrating the effort over 4 years of the field to further fill in this picture.

Zeldovich [  22 ] originally brought forth the idea that the PNC effect could be observed in

atoms two years after Madam Wu’s experiment, but predicted that the effect would be too

tiny to observe when he studied the effect in hydrogen. It was in 1974 that Bouchiat and

Bouchiat [ 23 ] determined that the PNC effect would be amplified in heavy atoms, as the

PNC amplitude would scale as roughly Z3, where Z is the number of protons and thus the

nuclear charge. The PNC signal can be further amplified through an interference technique,

beating the PNC against a stronger signal. Then the total transition is the sum of the two

signals plus an interference term of the two signals multiplied together. The weaker term

can be extracted from the interference term which is bigger than just the weaker term. The

prediction of Bouchiat and Bouchiat [  23 ] was successfully observed by Novosibirsk’s group

in 1978, using bismuth as the heavy atom and interference between the PNC signal and

the magnetic dipole transition signal. It was followed up in the early 1990’s with similar

measurements in lead and thallium, both of which have similar masses to bismuth [ 1 ], [ 3 ],

[ 18 ]–[ 20 ].
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Figure 1.2. A plot of sin2(θW ) vs. collision energy. The data points indicate
the results of various measurements that are identified in the figure while the
solid line is the standard model. Figure from Ref. [ 3 ] from 2018.
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Figure 1.3. A plot of sin2(θW ) vs. collision energy. The data points indicate
the results of various measurements that are identified in the figure while the
solid line is the standard model. Figure from Ref. [  21 ] from 2022. The red line
is the standard model prediction using the new value of the W-boson mass
while the blue line is the previous value as seen in Fig.  1.2 
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Table 1.1. Measurements of EP NC in different atomic systems (with the
current lowest experimental uncertainty achieved).

Atom Ref Uncertainty Year
Cesium [  24 ] 0.35% 1997

Ytterbium [  25 ] 0.5% 2019
Thallium [  26 ] 1.1% 1995

Lead [  27 ] 1.1% 1995
Bismuth [  28 ] 2% 1991

1.4 Atomic PNC

So far the most accurate PNC amplitude measurement EP NC was performed in cesium in

1997 by Wood, to a 0.35% uncertainty [  3 ], [  14 ]. There are a variety of other measurements

to determine EP NC in different atomic systems, seen in Table.  1.1 .

While a PNC signal was found in bismuth, lead, and thallium, there is difficulty in

extracting different parameters of interest due to the complexity of the atoms, causing dif-

ficulties in theory. Theorists have had the most success in understanding the structure of

hydrogen and other ‘hydrogen-like’ atoms in the alkali family, due to the simplicity in the

interactions of having only one valence electron. Therefore rubidium, cesium, and francium

make attractive candidates to observe a large PNC signal due to their high Z value, and

have accurate theory to back it up [  3 ].

1.4.1 Cesium PNC

One of the more important quantities of interest that can be obtained from atomic

PNC experiments is the extraction of the weak charge of the atom from EP NC . So far,

the weak charge of cesium has been the most precisely measured weak charge of an atom.

This is mainly due to cesium’s well understood properties, which enable experimental and

theoretical values outcomes to be precise. For example the energy levels of cesium found

experimentally and theoretically match well, the low level’s energies can be seen in Figure  1.4 .

The cesium experiment, done by Wood and Wieman in the 1990’s, experimentally mea-

sured the amplitude of the PNC signal EP NC as the ratio to a known quantity, the vector
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Figure 1.4. Cesium energy levels showing the lowest energy levels of Cs-133.
Numbers are from the NIST database [ 29 ], except for the hyperfine splitting
data, which are from a variety of sources [  30 ]–[ 36 ]. The hyperfine splitting of
the 6Pj and 7Pj states are in the lower right corner instead of in the figure due
to simplicity. Figure from George Toh’s thesis [  37 ].
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polarizability of the 6s to 7s transition, β. To extract the EP NC from the experimental

quantity, they multiplied by the known quantity β. To determine the weak charge (QW )

from EP NC , theorists must calculate the ratio of EP NC and QW . This is where having a

simple atomic structure comes in handy, as theorists are better able to calculate QW/EP NC

precisely, therefore allowing the extracted QW to be more precise. The equation then to

extract QW is:

QW = EP NC

β
∗ β ∗ QW

EP NC

. (1.1)

After Wood’s measurement in cesium, the extraction of the weak charge was limited by the

uncertainty in the theoretical value of QW/EP NC . This spurred theorists to improve their

value over the next decade, until their value was as precise as experiment.

Wood’s Experimental Details

The process to obtain EP NC is detailed and precise. To get EP NC , Wood used a cesium

atomic beam experimental setup, as shown in Fig.  1.5 . The atomic beam is useful to be

able to pass the atoms through a sequence of actions, while still having a continuous signal.

For Wood’s experiment, the atomic beam passes through three regions, each with a different

purpose. The first region is the preparation region, which uses lasers to optically pump

the majority of the atoms into one specific state (F,m), while emptying out each of the

other ground hyperfine levels. (F is the quantum number for the total angular momentum

of the atomic state and m for the projection of F on the z axis.) The next region is the

interaction region, where a resonant laser drives the 6s -> 7s transition via the weak-force

induced transition, as well as a Stark-induced transition When the atoms decay from this

state there is a fraction that decay to the emptied ground hyperfine level. In the detection

region, a probe diode laser probes the once emptied ground hyperfine level, so the amount of

signal detected tells us how many atoms were excited in the interaction region. Wood used

an interference technique as proposed by Bouchiat, where the EP NC amplitude is interfered
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with a Stark amplitude to be able to have a larger signal to measure than just the weak

amplitude. The transition rate of interest is:

R =| AP NC + AM1 + AStark |2= A2
Stark + A2

P NC + 2 ∗ AP NC ∗ A∗
Stark + c.c., (1.2)

where AStark is the amplitude of the Stark transition, AP NC is the amplitude of the PNC

transition, and AM1 is the amplitude of the magnetic dipole transition for the 6s to 7s state.

Surrounding the interaction region there are electric field plates that induce a strong AStark

transition that scales with the size of the electric field caused by the field plates. AM1 is

small due to the change in principal quantum number and by the use of counter-propagating

the laser beams. Therefore the transition rate has a strong DC offset from AStark and the

only other significant term is 2 ∗AP NC ∗A∗
Stark. During the experiment, Wood reversed the

direction of the laser polarization and fields in the interaction region, which causes AP NC

to switch signs as parity reverses. Therefore, as the direction reverses there is a modulation

on R due to AP NC . Wood was able to very precisely obtain EP NC , but also discovered

many new systematic effects and had to characterize and eliminate these systematic errors

to isolate the PNC effect [  38 ].

1.4.2 NSI and NSD Contributions to EP NC

Wood et al. [  24 ], [  38 ] measured EP NC/β on two different components of the 6s − 7s

transition to determine the nuclear spin dependent (NSD) and nuclear spin independent

(NSI) components. Wood measured the PNC amplitude on both of the hyperfine changing

transitions (6s F=3 to 7s F′=4 and 6s F=4 to 7s F′=3). The average of the two amplitudes

is the NSI term, while the difference is the NSD term.

Fig.  1.6 shows the major diagrams that contribute to parity violation in atoms. There is

only one nuclear spin independent effect diagram, Fig.  1.6 .(a), where a Z0 boson is exchanged

between the electron and nucleus with the nucleon-vector and electron axial-vector currents.
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Figure 1.5. The experimental apparatus for Wieman and Wood’s PNC ex-
periment from Ref. [  38 ]. The atoms first pass through the optical pumping
region which moves a majority of the atoms into one particular state. The
interaction region houses a power build up cavity which helps to amplify the
PNC amplitude. The detection region houses a detector system that can be
used to determine the final state of the atom after the interaction
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The NSI diagram is the dominant contribution to the PNC signal in atoms and its effective

weak Hamiltonian is

HW = QW ∗ GF√
8

∗ γ5 ∗ ρ(r), (1.3)

where GF is the Fermi constant, γ5 is a Dirac matrix, and ρ(r) is the nuclear density.

The other three diagrams are due to NSD effects. The two most important NSD effects

are due to the anapole moment in Fig.  1.6 .(c), that is an electromagnetic interaction whose

contribution to the PNC Hamiltonian is

HNAM = 1.15 × 10−3 ∗ κN

I(I + 1) µN gN A2/3 ∗ GF√
2

(~α · ~I ) ρ(r), (1.4)

and a Z0 boson exchange between electron-vector and nucleon axial-vector currents in

Fig.  1.6 .(b) whose contribution to the PNC Hamiltonian is

Haxial = −C(2)
N ∗ κN − 1/2

I(I + 1) ∗ GF√
2

(~α · ~I ) ρ(r), (1.5)

where I is the nuclear spin of the atom, α is the velocity operator of the atomic electrons,

and ρ(r) is the nuclear density [ 3 ]. Therefore NSD contributions only occur in atoms whose

nuclear spin, I, is not zero. (The nuclear spin on 133Cs is I = 7/2.) A is the atomic

number and κN is the relativistic angular quantum number for the unpaired nucleon that

is equal to (I + 1/2) ∗ (−1)I+l+1/2, where l is the orbital angular momentum of the atomic

state. C(2)
N is the weak interaction coupling constant associated with valance nucleon, and N

represents either a p (proton) or n (neutron) depending on the nucleus. µN is the magnetic

moment of the unpaired nucleon expressed in units of the nuclear magneton and gN is the

weak coupling constant. Experimentally determining this term precisely is of interest to

provide a sensitive window into the electron-vector and nucleon axial-vector currents that

are typically only studied with deep inelastic scattering. The last diagram in Fig.  1.6 .(d), is

a combined action of hyperfine interaction and NSI interaction, which is usually dominated

by the anapole moment and nucleon axial-vector contributions of the NSD effect. In heavier

atoms, the anapole moment in general dominates the nucleon axial-vector, while the nucleon
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Figure 1.6. From Ref. [  3 ]. These are the four major diagrams involved in the
parity violating amplitude in atoms. N is the nucleon, e− is the atomic electron,
Ai is the axial-vector current, and Vi is the vector current, where i = N or e−.
The vertical line between (a) and (b) separates the NSI (a) from the NSD (b),
(c), and (d) diagrams. The main diagram of interest for this thesis is (c) where
it represents the anapole moment (sphere) electromagnetically interacting with
the atomic electrons.

axial vector dominates the anapole moment in lighter atoms, mainly due the A2/3 factor in

the anapole moment Hamiltonian [ 3 ], [  14 ], [  38 ].

Nuclear Anapole Moment

As seen in the equations above, there are different types of interactions that come into

play that contribute to the spin dependent effect. There is the axial coefficient that is

associated with the exchange of the Z0 boson from nucleon axial vector currents, the nuclear

anapole moment (NAM) that couples the nucleus to the atomic electrons electromagnetically,

and the nucleon-vector currents that come from the combined action of the hyperfine and

spin-independent Z0 boson exchange interaction. Cesium is a heavy atom, where the NAM

term is the primary contributor to the NSD effect.
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Figure 1.7. A visual representation of the nuclear current distribution that
generates the nuclear anapole moment (from Ref. [  3 ]). a is the anapole mo-
ment, j is the current, and B is the magnetic field. (The figure shows a
corkscrew winding of j where it is only the azimuthal component of j that
generates a. The rest of j generates the conventional dipolar magnetic field
which is not illustrated in the figure.)

The NAM is configured with a toroidal current density, where the current density, j,

produces the anapole (“up-pole”) moment, a, and the magnetic field is contained within the

‘toroid’ as seen in Figure  1.7 . The only electrons that are part of the NAM interaction are

in the region of the toroid. The NAM is proportional to the nuclear spin, I, and to the

square of the nuclear radius, the nuclear radius is proportional to the atomic number to the

one-third power, therefore the NAM is proportional to A2/3 as seen in Eq.  1.4 . The NAM

is due to the nucleon-nucleon interaction and is brought about by a meson exchange. The

meson exchange is characterized by one of the nucleon-meson vertices being strong and the

other being weak and parity violating. Better understanding of this meson exchange would

give us a better understanding of hadronic PNC and thus increase our understanding of the

nucleus [ 3 ].

The NAM is parity-odd and time-reversal even quantity. Parity-odd is when a mirror

reflection flips the sign of the quantity and time-reversal even is when reversing time does

not change the quantity (time-reversal odd the quantity will change sign). The NAM cannot

be probed by real photons, instead it must be probed through virtual photons, like those
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Table 1.2. Anapole moment constant of 133Cs from theoretical calculations.
*was derived from the results of Wood et al.’s experiment [  24 ]

Ref Anapole Moment constant Year
[ 39 ] 0.25 1984
[ 40 ] 0.24 1991
[ 41 ] 0.33(analytic) 0.26 (numerical) 1994
[ 42 ]* 0.364(62) 1997

seen in Fig  1.6 (c). Therefore one cannot measure the NAM with a static electric field, unlike

the similar situation of being able to measure a magnetic moment with a static magnetic

field [  3 ].

There have been theoretical calculations of the anapole moment constant in cesium,

seen in Table  1.2 . The final entry in this table was derived from Wood et al.’s experiment,

Ref [ 42 ]. Wood et al.’s experiment was the first experiment, and so far only, that has been

able to extract the anapole moment from the NSD effect with statistical significance in an

atom. Additionally, they obtained the meson coupling constants from the anapole term.

Interestingly, the extracted meson coupling constants are inconsistent with those derived

from high energy scattering experiments. It is therefore of great interest to explore the

anapole moment of cesium, and its derived meson coupling constants, to understand why

the values are different from all of the other experiment’s determinations [  3 ].

1.5 Our Goals

Our group plans to remeasure both the the NSI and NSD components of EP NC on the

6s−7s transition in cesium along with an independent measurement of the anapole moment

of cesium on the ground state hyperfine transition, 6sF = 3 −→ 6sF = 4. I have lead the

latter effort.

In the next sections I will discuss the current status of the shared experimental setup for

both of the main efforts, along with what has been built up by Dionysis Antypas, George

Toh, and Jungu Choi before my involvement. In addition, I will discuss the theory and

experimental setup behind the anapole experiment. Finally, I will discuss the details and
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results of the anapole moment as of now. In particular, all of the steps done to characterize

and minimize the systematics in the system and what is preventing the measurement. To

further the experiment, I will also discuss what progress can be done for the anapole moment

measurement setup.
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2. LABORATORY FACILITIES

Our group has made previous measurements using a two-color coherent control technique [  43 ]–

[ 47 ]. We were inspired by Wood et al.’s [  24 ], [ 38 ] measurement of the weak interaction as

another quantity that could benefit from the use of the two-color coherent control technique.

Other PNC investigations in different atoms and molecules also drove home the importance

of measuring the NSI and NSD effects in atomic and molecular systems precisely. In partic-

ular the efforts in francium by the TRIUMF collaboration [  48 ]–[ 52 ], efforts in ytterbium [  53 ],

and efforts in molecules, particularly 138Ba19F [ 54 ]–[ 56 ]. In particular for cesium, over the

years the related theory’s uncertainty [  57 ]–[ 59 ] has caught up with the uncertainty from

Wood et al.’s [  24 ], [  38 ] experiment. To truly benefit from more precise theory and produce

more stringent bounds on beyond the standard model physics, a more precise experiment

is needed in cesium. Additionally, new efforts into PNC theory have taken place and are

sparking more effort and interest into understanding the effect of the PNC amplitude in

measurements with atoms [ 21 ], [  60 ]–[ 64 ], in particular with more efforts into understand-

ing the hyperfine structure and electric dipole moments of atoms of interest [  65 ]–[ 69 ]. Our

analysis of the experiment, and some related measurements, indicate that the two-color co-

herent control technique can help improve on the uncertainty from Wood et al.’s [  24 ], [ 38 ],

and therefore improve the limits that the weak charge in cesium can place on beyond the

standard model physics. The two main efforts in our group are to measure the NSI and

NSD components of the PNC amplitude of the 6s − 7s transition, like Wood et al.’s [ 24 ],

[ 38 ] measurement, and one to solely measure the NSD component on the hyperfine ground

state transition (anapole moment). For the particular experiment I have been leading, the

anapole moment measurement, Wood et al.’s [  24 ], [  38 ] experiment served as motivation to

find another method to obtain the anapole moment in cesium more precisely. This was

mainly due to the fact that Wood et al.’s [  24 ], [ 38 ] determination of the anapole moment

was dependent on a small difference between two large numbers, leading to difficulties on

improving the uncertainty to below 10%. Though some of the methods we are planning to

use to obtain the anapole moment in cesium have changed, we were motivated by Wood et

al.’s [  24 ], [  38 ] methods.

38



For remeasuring the NSI and NSD components of the PNC amplitude we are planning

to use an interference method, similar to that proposed by Bouchiat and Bouchiat [  19 ], [  20 ]

and used by Wood et al.’s [  24 ], [  38 ] experiments. The transition probability is

R =| Aweak ± Aj |2≈| Aj |2 ±2Re(AjA
∗
weak), (2.1)

where Aweak is the PNC transition amplitude and Aj is a strong transition. The choice

of Aj depends on the necessary interactions for the experiment. For the anapole moment

measurement I am leading, we are still using interference to amplify the PNC amplitude

but the transition probability equation above does not fully describe the transition rate.

This will be discussed further in the next chapter. Both of our labs proposed experiments

approaches differ in comparison to Wood et al.’s [ 24 ], [ 38 ] method by using a two-color

coherent control technique. This is unique in that it uses two distinct but mutually-coherent

fields to drive the weak interaction (Aweak) and the strong interaction (Aj). This enables

both of the interactions to be driven coherently and thus their interference is coherent. This

helps reduce the importance of different systematics faced by Wood et al.’s [ 24 ], [  38 ] as we

will only need to care about systematics that are at the same rate as the interference. For

each of the efforts, we are mainly working towards improving on one of Wood et al. [ 24 ],

[ 38 ] experimental results of the NSI or anapole moment of cesium. Jonah Quirk is leading

the improvement of the NSI measurement in cesium, while I have lead the anapole moment

measurement.

Over the years, our lab has built up a setup to be able to sensitively use our two-

color approach to measure weak amplitudes in cesium. This system has already allowed

previous graduate students to measure a weak amplitude using an interference method in

our measurement of the magnetic dipole moment (M1) [  70 ].

2.1 General Setup

The setup of our experiment consists of a beam of cesium atoms generated in a vacuum

chamber, multiple diode lasers, and a multitude of mirrors and other necessary optics to

shape the diode laser beams’ specifications.
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Our laboratory’s vacuum chamber has external magnetic field coils surrounding it. The

magnetic field coils are set up to be able to zero the magnetic field due to the Earth in the

center of the vacuum chamber. The path of the atom beam in the vacuum chamber first

brings the atoms to the preparation region. This prepares the atoms into a specific state

by passing lasers through the atom beam. Then the atoms pass through the interaction

region for the experiment. The specifics of the setup depend on the which interaction we

are interested in studying. Finally, the atoms pass into the detection region, where we can

observe the final state of the atoms. We use an atom beam to be able to have a continuous

signal in comparison to trapping the atoms.

2.1.1 Atomic Beam Setup

For our experiments, an atom beam geometry is used and set up as later seen in Fig.  2.8 .

The beam is generated in the vacuum chamber through the use of an oven attached to the

side of the vacuum chamber, as seen in Fig.  2.1 and Fig.  2.2 . This setup was designed and

put into place by a previous graduate student in the lab, Dionysios Antypas.

The main chamber was designed to be able to hold additional magnetic field coils and

other equipment that could be necessary for the PNC experiments and other future works.

The chamber was made from aluminum to help not introduce stray magnetic fields. For the

PNC experiments, the main goal of the group, stray magnetic fields will cause systematic

effects that must be minimized. Additionally, there are multiple sets of optical windows on

opposite sides of the chamber to allow lasers to go through in both directions. Each set of

windows was manufactured with appropriate anti-reflection (AR) coating for the laser beams

that go through the windows, 852 nm coating for the preparation, cleanup, and detection

beam windows and dual 1079-540 nm coating on the interaction beam window, seen in

Fig.  2.1 . If necessary, we can exchange the windows to other coatings if our needs change.

To form the atomic beam, we must first lower the pressure in the vacuum chamber. This

is partly due to cesium’s volatile reaction to water/air, along with reducing contaminants/air

particles that would scatter the cesium atoms from the atom beam’s trajectory. To get down

to the appropriate pressure level we first use a roughing pump to get the pressure down to
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Figure 2.1. Drawing of vacuum chamber that holds the atom beam. From
[ 71 ]. The feedthroughs are for any electrical connections needed inside the
chamber and the gate valve is to there to close the turbo pump from the
vacuum chamber for when we need to open up the vacuum chamber
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Figure 2.2. The cesium oven setup, to produce the cesium atom beam. From [ 71 ].
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about 50 mTorr. Then the Edwards STP-451 turbo pump can be turned on to pump down

to 1e-6 Torr level. After the whole vacuum chamber is brought down to pressure in the

range of 1e-6 Torr, the rod can then be pushed down to break the cesium ampoule to release

cesium into the system. When we heat the oven, a cesium cloud is formed in the chamber

before the nozzle. These cesium atoms are able to escape through the nozzle and into the

main chamber, forming a relatively collimated and dense beam of cesium atoms.

For the appropriate heating of the oven, the nozzle is heated higher than the rest of the

body of the oven through use of the cartridge heaters to prevent clogging. The rest of the

chamber is wrapped in heat tape, with the bottom chamber holding the cesium wrapped

with slightly less heat tape. In general, the whole chamber is heated to about 140◦C with the

nozzle around 170◦C. After heating up for about 2 hours, the atom beam density is stable

on time scales of interest, with slight drifts in the hour time frame due to small temperature

changes. The changes are slight enough that no active temperature stabilization is needed.

More details of the vacuum chamber construction are available in Anytpas’s thesis [  71 ].

2.1.2 Diode Lasers

The vacuum chamber layout is split up roughly into three general regions for the PNC

experiments. Each region holds magnetic field coils and other equipment to support the

function of each region inside the vacuum chamber. After the cesium atoms exit the oven

they travel through the first region, the preparation region, where we pass laser beams that

optically pump atoms into the state we desire. The second region is the interaction region,

where we pass laser beams and house other necessary equipment to run the interaction of

interest. The last region is the detection region, where we pass a 852 nm detection laser

beam to observe the final state of the atoms after the interaction region using a photodiode.

The lasers used for detection and optical pumping are homemade 852 nm external cavity

diode lasers (ECDL) that output around 15-30 mW in Littrow configuration, as seen in

Fig.  2.3 . We house the laser diode in a collimation tube that allows us to collimate the

outgoing light into a beam that does not diverge significantly in the distance it takes the

laser beam to reach the atomic beam. Once out of the collimation tube, the laser light hits
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Figure 2.3. Our homemade ECDL setup. From [ 71 ].

a diffraction grating (1800 lines/mm), whose angle can be controlled with a piezo-ceramic

transducer (PZT). We angle the grating such that the first-order diffraction from the grating

goes back on the incoming laser, generating optical feedback that enhances the tunability

and stability of the laser. The Littrow configuration also narrows the linewidth of the laser

to around a couple of MHz, instead of around 30 MHz.

We stabilize and tune the frequency of the ECDL’s through temperature, current, and

angle of the diffraction grating. The temperature is stabilized for the laser with a ther-

moelectric cooler (TEC) and a temperature sensor (AD590). We have designed and built

homemade temperature controllers, and have also used commercial units to set and hold the

desired temperature for the laser diode, using the AD590 signal to control the TEC with a

PI (proportional/integral) control system. To have fine control of the angle of the grating we

apply a voltage to the PZT (where a change in voltage changes the length of the PZT), which

will therefore change the angle. Finally we have also built a homemade current controller

that is able to drive the diode laser with around 50-100 mA of current. By tuning all three of

our controllers, we are able to precisely tune the laser to the necessary transition wavelength

and also able to ramp the diode laser’s frequency by ramping the PZT’s voltage.
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Figure 2.4. Energy level transitions for optically pumping atoms into one
hyperfine m state. ZM=the Zeeman laser wavelength, HF= the hyperfine
laser wavelength. From [  71 ].
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Figure 2.5. Typical setup of saturated absorption measurements. From [  71 ].

For both PNC experiments, the cesium atoms need to be prepared into one state (F,m),

where F = 3 or 4 is the total angular moment of the hyperfine level and m is the angular

momentum projection quantum number. The m levels are all degenerate until a magnetic

field is present to split the levels. To prepare the initial state we use two different lasers to

optically pump the atoms into one atomic state. In addition, there are magnetic field coils

in place to split the m levels to help optimize the state preparation. The first laser used is

called the hyperfine laser, as it lases at the appropriate wavelength to push the atoms into

only one of the hyperfine levels, as seen in Fig.  2.4 . The second laser is called the Zeeman

laser, as it pushes all of the atoms towards one side of the Zeeman sub-level, m = +F or

m = −F . The hyperfine laser is linearly polarized at the vacuum chamber to pump atoms

out of one state, while the Zeeman laser is circularly polarized to drive the atoms to one

extreme m state. In general, our set-up is able to push around 90% of the atoms into one

state, (F, m), with the exact value depending on the dimensions of the atom beam and

restrictions on magnetic fields for the experiment.

We lock the lasers to one frequency using a saturated absorption setup, seen in Fig.  2.5 .

A small part of the main beam is deflected before it goes to the experimental setup to be used
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Figure 2.6. Typical saturation peaks of our homemade diode laser. The
c.o. stands for cross over peaks between the two states. (a) The absorption
spectrum directly from the photodiode. (b) The error signal from the absorp-
tion spectrum after being passed through our lock-in circuit. As seen when
the absorption spectrum goes through the peak the error signal passes through
zero. From [ 71 ].

47



to lock the laser. The beam used to lock the laser passes through a window that transmits

most of the beam through to a mirror, but picks off two beams. These two picked-off beams

pass through a cesium cell and onto their own photodiode. The beam that was transmitted

through the window crosses the cell in the opposite direction to the two picked-off beams. It

is aligned such that it overlaps one of the two picked off beams going through the cesium cell.

This produces Doppler-free absorption dips inside the Doppler broadened background for one

of the picked off beams, while the other beam is just a Doppler-broadened absorption. When

the two photodiode signals are subtracted from each other, they give saturated absorption

peaks that have no Doppler-broadened background, as seen in Fig.  2.6 (a).

The error signal in Fig.  2.6 (b) is obtained by dithering the laser current. We use the error

signal to lock the laser frequency to the peak of one of the saturated absorption peaks. With

just the photodiode signal, the laser frequency we want is at the top of the peak, and on both

sides of the peak the amplitude of the signal decreases. The control loop is unable to lock to

the top of the peak as it is not able to distinguish between negative and positive frequency

drifts, as both ways result in a decrease in signal. To lock to the peak of absorption, we

need an error signal that increases on one side of the peak and decreases on the other. To

achieve this we dither the laser current at about 25 kHz in our laser current controller. This

will therefore dither the laser beam output which then means the photodiode signal will also

have the 25 kHz modulation on it. We can then mix a 25 kHz reference signal with the

photodiode signal in an analog multiplier, which results in an error signal where the peak is

at zero amplitude, with a slope that allows us to lock to the peak at zero amplitude. We

mix the signal in a homemade lock-in circuit, originally designed by Dionysios Antypas [  71 ].

This circuit also allows us to tune the PZT and send the dither signal to the laser current

controller.

The detection laser is setup similarly to the hyperfine and Zeeman lasers. This laser is

linearly polarized at the vacuum chamber. We tune the detection laser to the transition

frequency from the initially-empty hyperfine state up to a state in the 6p3/2. We chose

the hyperfine component of the 6p3/2 level such that the atoms will only decay back to the

emptied ground hyperfine state. This way when we have nothing going on in the interaction

region, the detection laser will not excite any atoms. Only when there is an interaction
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Figure 2.7. The detection region setup. The atom beam is in the +x direc-
tion, or into the page. From [  71 ].

that excites atoms to a state that subsequently decays to the initially-empty state will

the detection laser be able to excite the atoms. Of course our preparation of the cesium

atoms is not perfect, so there is some background signal due to the imperfect preparation.

Additionally, there can be background cesium around the chamber that is leftover after the

atom beam hits the back wall and is not removed by the vacuum pump. We have a liquid

nitrogen-cooled baffle (two copper plates) that we can cool down to trap and collect the

background cesium to reduce the effects of the background cesium on the system.

In the detection region, we use a large-area photodiode (Hamamatsu # S3204-08), setup

like shown in Fig.  2.7 , with an interference filter above it that only allows 852 nm light

through. The interference filter helps eliminate noise from entering the signals as other

frequencies of light are blocked. Therefore, when the detection laser excites an atom and

the atom decays, the photodiode has a chance of picking up the emitted light. Not all of

the photons will be captured by the photodiode due to the atom decaying in all directions,

not just towards the photodiode. To improve the chance of detecting more of the emitted

photons, we place a mirror above the photodiode to help in reflecting some more of the
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emitted light from the atoms back onto the photodiode. Additionally, due to the fact that

we use multiple 852 nm lasers in the vacuum chamber, there will be scattered light from

them adding a background to the detection signal since the interference filter will not block

their light.

2.2 Measurement of EP NC on the 6s− 7s Transition

One of the main efforts in the lab using this setup is to improve on the measure-

ment of Wood et al. [  24 ], [ 38 ] of EP NC on the 6s − 7s transition, led by Jonah Quirk.

The experimental measurement done by Wood et al. found that the NSI component is

EP NC/β = 1.5935(56) mV/cm, which has a 0.35% uncertainty, from the average of their two

measurements [ 24 ]. Our lab hopes to reduce the uncertainty to '0.1%, which we believe is

possible due to potentially lower systematic errors with the two-color measurement technique

in comparison to Wood’s. This measurement will also be able to yield the NSD component,

but our measurement of the NSD component on the ground state hyperfine transition will

end up being more precise, rendering the extraction of the NSI component the main purpose

of this experiment.

These efforts are being led by Jonah Quirk. Additionally, along with George Toh, I

helped make measurements of electric dipole matrix elements in cesium that have helped

produce a more precise value of α and β, seen in Appendix  A .

2.3 Anapole Moment

Our next major experiment is to measure the anapole moment/NSD component in cesium

on the ground state hyperfine transition, which I have led. Wood et al. [  24 ], [  38 ] were able

to extract the NSD component from their measurement of EP NC of the 6s − 7s transition

and found that the NSD component of EP NC was EP NC/β = 0.077(11) mV/cm, which

has a 14% uncertainty [ 24 ]. The sizable error was due to the fact that the NSD component

was the difference between the two measurements. Our lab plans to drastically reduce the

uncertainty (and verify the value due to discrepancy with theory and Wood et al.’s value) with

a different method than Wood et al. Our method uses the interference between interactions
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Figure 2.8. Experimental setup for the anapole moment experiment.

driven by laser fields and radio frequency (rf) fields, to directly measure the NSD component

in cesium. We use a similar setup as the 6s − 7s transition measurement but with changes

in the interaction region to support the rf and laser fields, found in the experimental setup

in Fig.  2.8 .

The basic setup of the atom beam and lasers discussed in this chapter will be used for

both the anapole moment measurement and EP NC on the 6s − 7s transition measurement.

I will discuss the exclusive setup and theory in greater detail in Chapter  3 for the anapole

moment measurement.
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3. ANAPOLE MOMENT EXPERIMENTAL SETUP

3.1 Introduction

The anapole moment measurement has been led by me and is the main goal of the work

described in this thesis. This is a long term project that I have made significant progress

on, but a future student in the lab will need to complete it. There has been only one

measurement of the anapole moment in an atom, the experiment done by Wood et al. [  24 ],

[ 38 ] in cesium. The meson coupling constants extracted from the NSD component of EP NC

do not agree with those from related high energy measurements [ 42 ]. Therefore it is of great

interest to verify the anapole moment in cesium, along with reducing the error bars to see

if there is disagreement between different measurement methods. Our goal is to measure

the anapole moment in cesium using a two-color interference technique to extract the weak

interaction with an uncertainty of around 3%. In this chapter I will describe the setup I

used to attempt to measure the anapole moment. In Chapter  4 , I will discuss the current

experimental progress and results I have made towards measuring the anapole moment, along

with the roadblocks that have prevented the successful measurement of the anapole moment.

3.2 Fields

In the interaction region we have two different fields separated by ∼1 cm, a rf field and a

laser field. We apply a static Bz field at ∼7 G to define the quantization axis and to Zeeman

split the ground state to tune the interactions’ transition frequency to be at the resonance

of the rf cavity. The general setup can be seen in Fig.  2.8 for the experiment. We use the

interference of the rf and Raman laser field-induced interactions to obtain the modulation

amplitude that is large enough to be precisely detected. The use of our two-color coherent

control technique necessitates careful control over the mutual coherence of the two fields to

create the modulation signal. This means that the atoms will have to be coherent across

both of the fields in the interaction region for us to see the modulation signal. The Raman

laser field interaction is the strong interaction in comparison to the two rf interactions. It

will populate a coherent mixed state of the F=3 and F=4 ground state in cesium. The
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Figure 3.1. Energy level diagram for the NSD experiment. The red lines are
the Raman interaction of two lasers. The green arrows are the rf interactions.
VR is the Raman interaction, VM is the magnetic dipole interaction, VP NC is
the PNC amplitude, and ∆ is the detuning from directly exciting the 6p3/2
state.

rf field interaction is the weak interaction for the interference technique, a combination of

the M1 and PNC interactions. The diagram of the energy levels for the experiment can be

seen in Fig.  3.1 , along with labeling the interactions’ transitions. We must minimize the M1

interaction to be smaller than the PNC interaction amplitude and calibrate the experiment

by experimentally determining the size of the rf field amplitude inside the rf cavity at a given

input rf power. More details on how we will be able to achieve this will follow in the chapter.

3.2.1 Raman Field

The Raman laser field is generated by two lasers whose frequencies differ by the approx-

imate difference between the hyperfine components of the ground state (6s1/2) in cesium,

about 9.2 GHz. The lasers are both linearly polarized parallel to one another and along the
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z-axis (parallel to the atomic beam direction) to drive a ∆m = 0 Raman transition. The

Raman interaction can be written as

VR = α̃ εR1
z εR2

z ei(ωrf t−∆ky−φR) CF ′m
F m , (3.1)

where α̃ is the Raman polarizability that depends on the detuning from the exact transition

frequency between the hyperfine components of the ground state. εR1
z and εR2

z are the electric

field amplitudes of each of the individual lasers with parallel polarization. ωrf = ωR1−ωR2 =

2πνrf , where νrf is ≈ 9.2 GHz, the approximate difference between the hyperfine components

of the ground state in cesium (9.192631770 GHz) and ωR1 and ωR2 are the laser frequencies.

The difference between the phases of the two components, φR1 − φR2, is equal to φR and

the difference between the propagation numbers of the two lasers is ∆k. t is the time, y

is the distance of the interaction region, and CF ′m
F m are factors that are proportional to the

respective Clebsch-Gordan coefficients. CF ′m
F m are defined in Ref. [ 72 ] and seen in Table  3.1 .

VR increases as the detuning of the lasers from 6s1/2 − 6p3/2 transition frequency decreases,

but if the detuning is too small there could be direct excitation of the atoms to the 6p3/2

state. Additionally, the more power there is in the Raman lasers, the stronger the Stark

effect is, which changes the resonant frequency of the transition. We need the transition

resonance of the rf and Raman interactions to occur near the same frequency such that the

interactions are both strong and near the peak. Thankfully the two different Raman lasers

shift the resonant frequency in the opposite directions, such that we can effectively cancel

out the Stark effect shift. After some tests in the setup, discussed in the next chapter, we

decide upon a detuning of 230 MHz away from exciting directly to the 6p3/2 F=3 state.

3.2.2 RF Field

The rf field’s frequency is ≈ 9.2 GHz, approximately the difference between the hyperfine

components of the ground state (6s1/2) of cesium. The rf and Raman amplitudes both excite

atoms from one ground hyperfine state to the other in cesium, as seen in Fig.  3.1 . The rf
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Table 3.1. CF ′m′
F m from Ref. [  72 ].

F m F ′ m′ CF ′,m′

F,m

4 m′ 4 m′ 1
4(m′)

4 m′-1 4 m′ −1
8 [(5 −m′)(4 +m′)]1/2

4 m′+1 4 m′ 1
8 [(5 +m′)(4 −m′)]1/2

4 m′ 3 m′ 1
4 [16 −m′ 2]1/2

4 m′-1 3 m′ −1
8 [(5 −m′)(4 −m′)]1/2

4 m′+1 3 m′ −1
8 [(5 +m′)(4 +m′)]1/2

3 m′ 4 m′ 1
4 [16 −m′ 2]1/2

3 m′-1 4 m′ 1
8 [(3 +m′)(4 +m′)]1/2

3 m′+1 4 m′ 1
8 [(3 −m′)(4 −m′)]1/2

3 m′ 3 m′ −1
4(m′)

3 m′-1 3 m′ 1
8 [(3 +m′)(4 −m′)]1/2

3 m′+1 3 m′ −1
8 [(3 −m′)(4 +m′)]1/2

field is contained and amplified in a rf cavity that supports 9.2 GHz. The PNC interaction

is in the form of

VP NC = − EP NC εrf
z CF ′m

F m , (3.2)

where EP NC is the quantity we wish to measure and εrf
z is the electric field amplitude of

the rf wave. We will assure the coherence between the rf and laser fields by using stable rf

sources and using state-0f-the-art phase locking techniques. Additionally, the other interac-
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tion driven by the rf fields, the magnetic dipole interaction Vm, will need to be addressed

due to it being stronger by several orders of magnitude compared to the PNC interaction.

The basic magnetic dipole moment Hamiltonian is

HM1 = −µBµ0

~
(gS

~S + gL
~L+ gI

~I) · ~hrf

where µB is the Bohr magneton, µ0 is the vacuum magnetic permeability, gS is the electron

spin g-factor, gL is the electron orbital g-factor, and gI is the nuclear g-factor. ~hrf is the rf

magnetic field while ~L is the orbital angular momentum, ~S is the spin angular momentum,

and ~I is the total nuclear angular momentum [ 73 ]. In our case since we are in the ground

state, we can use ~L = 0 and gS � gI to simplify to

HM1 = −µBµ0

~
(gS

~S · ~hrf )

To then obtain the magnetic dipole transition amplitude, we can use

Vm = 〈6S1/2Fm | µBµ0(gS
~S · ~hrf ) | 6S1/2F

′m′〉

Specifically, the magnetic dipole transition amplitude contribution for the ∆m = 0 transition

in the ground state of cesium is

Vm =
√

16 −m2

8 gsµBµ0

{
hrf

z +
(
hrf

xBx + hrf
y By

Bz

)}
. (3.3)

Bi are the external static magnetic field components and hrf
i are the magnetic field compo-

nents in the rf cavity. As a note the CF ′m
F m values are already included in the amplitude value.

As long as the external Bx and By magnetic fields are well controlled then for the ∆m = 0

transition, the only rf magnetic field that contributes is the hrf
z field. For the TM010 mode

of an ideal cylindrical rf cavity, the hrf
z field is identically zero. Along the central axis of the

cylinder, hrf
x and hrf

y are at their smallest value and erf
z is at its largest, seen in equations:

erf
z (ρ) = erf

0 J0

(2.405 ∗ ρ
R0

)
(3.4)
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Figure 3.2. (a) perfect cylindrical rf cavity field modes, erf is the axial electric
field and hrf is the azimuthal magnetic field of the TM010 mode. (b) erf

z and hrf
ϕ

vs. the radial distance to show the variation in magnitude across the radius of
a perfect cylindrical cavity. (c) COMSOL data with necessary holes simulated
(orange) of erf

z (z) vs. z (along the atom beam) compared to perfect cavity
with no holes (blue).

and

hrf
φ (ρ) = −i

√
ε

µ
erf

0 J1

(2.405 ∗ ρ
R0

)
(3.5)

[ 74 ]. erf
0 is the magnitude of the electric field on the axis, ρ is the radius out from the

center of the rf cavity, and R0 is the radius of the rf cavity. ε is the permittivity and µ is

the permeability of the medium inside the rf cavity (in our case the medium is vacuum).

J1(2.405 ∗ ρ/R0) and J0(2.405 ∗ ρ/R0) are the first-order and zero-order Bessel functions of

the first kind respectively. The atom beam traverses the rf cavity along the central axis to

capitalize on this feature to minimize Vm in comparison to VP NC . Figures of the magnetic

and electric fields of the chosen design of a perfect cylindrical rf cavity can be seen in Fig.  3.2 ,

which illustrate the strong electric field and small magnetic field at the central axis of the

cavity. I will discuss the necessary adjustments to the rf cavity to design the cavity in real

life later in this chapter.

3.2.3 Potential Miscellaneous Fields

The electric quadrupole (E2) transition can also be potentially driven by the rf cavity’s

field, in the region when erf
z turns on or off as the atoms enter and exit the rf chamber.

Derevianko has calculated permanent E2 moments for each ground state hyperfine compo-
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nent [  75 ]. They are reported as QHFI
F =3 = 8.4 × 10−6 ea2

0 and QHFI
F =4 = −1.6 × 10−5 ea2

0. In

order to verify this effect should be minimal, we estimate Q ∼ 1 × 10−5 ea2
0. This leads us

to estimate that
AE2

AP NC

∼ Q (∂erf
z /∂z)

EP NCerf
z

∼ Q

EP NC∆z ∼ 0.3. (3.6)

∆z(∼ 1 mm) is the distance over which erf
z (z) turns on/off as the atoms enter or leave the

cavity, as illustrated in Fig.  3.2 (c). As a further note for the experiment, the E2 interaction

is applied over a much shorter region that the PNC interaction, so it should be lower than

this. Even if this signal is as large as our pessimistic value, E2 changes sign when reversing

m while the PNC signal does not. We will be able to identify if E2 is active in our system

by observing this signal on both the m = 3 and m = -3 starting states [ 76 ]. Differences can

be attributable to the E2 moment and we will be able to average the two signals to identify

just the PNC signal.

Another possible field which can cause an unwanted interaction, is a static electric field

in the region. This would cause a Stark-induced interaction in the interaction region. For a

∆F = ±1 transition, the Stark transition’s amplitude is related to the vector polarizability

β. β can be calculated using a sum over states expression, which can be found in Refs. [ 77 ],

[ 78 ]. The simplified expression with just the most impactful intermediate states is

β ∼ 1
6

[
| 〈6p1/2 || r || 6s1/2〉 |2

(E6s1/2 − E6p1/2)2 + 1
2

| 〈6p3/2 || r || 6s1/2〉 |2

(E6s1/2 − E6p3/2)2

]
× ∆E6s1/2,hfs. (3.7)

〈npj || r || ms1/2〉 are the reduced dipole matrix elements, E6s1/2 and E6pj are the state

energies, and ∆E6s1/2,hfs is the hyperfine splitting. For the hyperfine transition of interest

we approximate β = 0.0035 a3
0. We don’t believe this interaction will be of concern for the

experiment, as using a static electric field of 0.1 V/cm in the interaction region, which is

overly pessimistic for how big a static electric field should be in the region, the ratio of the

Stark amplitude to the PNC amplitude is at most

βE0

EP NC

∼ 0.033. (3.8)
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We also consider that our atom beam has width. hrf
y and hrf

x are only zero at the very

center of the rf cavity and increase moving off center. Therefore part of the atom beam will

travel through regions of the rf cavity with hrf
y and hrf

x . The interference between the Raman

interaction and the rf field due to hrf
y and hrf

x is spatially averaged over the atom beam to

zero when the atom beam is centered on the rf cavity. The is due to the sign flipping for the

value of hrf
y and hrf

x over the appropriate x- or y-axis of the rf cavity, as seen when converting

cylindrical coordinates to rectangular coordinates in Eq.  3.5 . It is impossible to ‘perfectly’

center the rf cavity to the atom beam or zero the Bx and By magnetic field. Therefore there

will be a small Vm signal due to hrf
y and hrf

x . For the atom beam somewhat off center (in

the range of 10’s of nm), the average magnetic dipole signal, normalized to the PNC signal

and with the factor of a small transverse magnetic field, is roughly

| Vm(ρ0) | 4ρ0∆x
| VPNC | πρ2

0
≈

√
7

2π

(
gsµBµ0

EPNC

)(hrf
y (ρ0)

erf
z (0)

)(
By

Bz

)(∆x
ρ0

)
. (3.9)

For our setup, ρ0 ∼ 0.5 mm is the radius of the atomic beam, hrf
y (ρ0) ∼ 10 A/m is the

magnetic field amplitude maximum in the atomic beam at a distance ρ0 from the axis of the

science chamber, erf
z (0) ∼ 70 kV/m is the electric field amplitude along the central axis, and

∆x is the distance from the center of the atom beam to the science chamber axis. For perfect

alignment, ∆x = 0. For this calculation the atoms are just moving in the z-direction for

simplicity. UsingBy = 3 mG,Bz = 7G, and ∆x = 30 nm (smallest resolution of the positioner

we use and best current estimate for how low we can get the Bx and By magnetic field using

the rf only signal), we estimate the transverse magnetic signal is a factor 2 times larger than

the PNC signal. We cannot use the rf only signal to reduce the Bx and By fields small enough

to observe EP NC . As an important note, since hrf
x and hrf

y are π/2 out of phase with erf
z and

VPNC is imaginary, Vm and VPNC are in phase with one another. Therefore these amplitudes

add directly, which increases the importance of reducing the magnetic dipole contribution

through spatial averaging and Bx and By magnetic field reduction. More importantly, this

means that we must reduce the magnetic dipole signal to a level much smaller than VP NC ,

otherwise Vm modifies the VP NC signal.
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Lastly, we considered the idea that the ∆m = 1 transition amplitude could have a small

effect on the ∆m = 0 transition due to the width of the transitions. The Zeeman splitting

from Bz ∼ 7G would end up placing the two transitions about 2-3 MHz away from each

other and the transitions’ line-widths are about 10-20 kHz. Since there is a small amount

of hrf
y and hrf

x causing a Vm interaction as discussed above, the ∆m = 1 transition can be

excited in the rf cavity. For our rf signal generator and amplifiers of the rf cavity’s frequency,

the spectral intensity of the rf signal 2.5 MHz from line center is about -100 dBc/
√
Hz. Even

if these transitions occur, they are expected to only add to the dc atomic signal, not to the

sinusoidal interference signal, as the ∆m = 1 transition signal would not depend on the

relative phase difference, ∆φ, between the rf field and the Raman beams. This is relaxed if

the Raman beams also excites the ∆m = 1 transition. The Raman beams could minimally

excite the ∆m = 1 transition as the spectral density in the wings of the beat signal are

small at -50 dBc/
√
Hz. Additionally, the Raman interaction has minimal signal for the

∆m = 1 transition peak due to the laser’s polarization being along the z-axis and parallel

to each other. For these reasons, we expect the interference from ∆m = 1 transitions to be

negligible.

3.3 Interference of the Raman and Weak Interactions

For our experiment we want to have the Raman and weak interaction interfere with each

other. We ensure their interference due to the fact that we use two rf sources that have the

same reference clock to drive both of the generators. To vary the phase between the Raman

and rf interactions and observe changes in the interference, we control the relative phase

difference between the two rf sources. We have developed two techniques for achieving this.

One method uses a saw-tooth scan to linearly change the relative phase of one rf source

while the other stays constant. We use this method for comparison of different magnetic

field value configurations at the same relative phase difference. In the other method we

set the two sources to slightly different rf frequencies, which will cause the relative phase

difference to change at a continuous rate, where the rate is the frequency difference of the
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two interactions. This method is preferable when working with the lock-in amplifier, as it

allows a continuous scan with no breaks.

A difference between the interference here and that done by Wood et al. [  24 ], [  38 ] is the

coherence between the two states in the transition. This is due to the fact that the lifetime

of the ground state in cesium is much longer in comparison to the 7s state in cesium, making

the coherence of the 6s − 7s transition much more limited than between the two hyperfine

components of the ground state (6s). Due to the long lifetime of the ground hyperfine

states, we had to take special care with the coherence between our two interactions and the

two states. Additionally the simple interference equation  1.2 Wood et al. used does not

adequately describe the interference in our system, which will be discussed below.

To describe the evolution of the atomic state, the system will be treated as a two-level

system, where the state of the atoms is

ψ = cg(t)ψge−iωgt + ce(t)ψee−iωet. (3.10)

cg(t) is the time-varying probability amplitude of the ground state and ce(t) is the time-

varying probability amplitude of the excited state. The interaction Hamiltonian is

V = VR + Vm + VP NC . (3.11)

When the atoms leave the interaction region the excited state becomes

| ce(∞) |2= sin2(|
∑

Θi |), (3.12)

where Θi is the integrated interaction strength from V. Θi can be represented by the Rabi

frequencies (Ω) from the individual interactions as the integration over all time as

Θi =
∫

Ωi(t)dt, (3.13)
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where Ωi(t) = Vi(t)/~. The Rabi frequency is the frequency of oscillations in the populations

of the initial and final states over time. As the atoms are moving over the region in time,

we can also represent Θ as an integration over distance instead of time as

Θi = 1
v

∫
Ωi(z)dz. (3.14)

We can numerically calculate the evolution of the atoms in the final or initial state as

the atoms transverse through the Raman and rf fields sequentially in our setup, which are

separated by about 1 cm. The equations used for the numerical calculation are below.

dce(t)
dt

= cg(t)(− i
~
V ei∆ωt) (3.15)

dcg(t)
dt

= ce(t)(−
i
~

(V )∗e−i∆ωt) (3.16)

∆ω is the difference in frequency away from the exact transition frequency, from the rotating

wave approximation.

To investigate the evolution of the atoms as they transverse through the interaction

region we looked at the evolution between the ground and exited states represented by the

Bloch sphere. A Bloch sphere is a useful way to represent the state space of a two-level

quantum system, with an example of a layout in Fig.  3.3 . The arrow on the Bloch sphere

represents the complex value of the quantum state. The arrow will point either up or down

depending on which of the two levels the quantum system is in.

We theoretically investigated the optimal Raman interaction’s strength. We varied the

strength of the interaction such that the average-velocity atoms ended up in different mix-

tures of the ground and excited states. We then had the rf field interact with the atoms

and change the mixture between the excited and ground states, with the same rf interaction

strength for the different mixtures. In simulations we found that having the rf interaction

start with a 50-50 mixture maximized the final measured amount population change due to

the rf interaction strength.

62



Figure 3.3. Layout for the Bloch sphere with spherical coordinates. If all of
the atoms are in the excited state then the arrow will be on the | 1〉 arrow and
if all of the atoms are in the ground state then the arrow will be along the | 0〉
arrow.

We used the TM010 mode from a perfect cavity for the rf field for our simulations in the

initial planning stage. In the end, our rf cavity will have imperfections due to necessary holes

to get the rf field and atoms into the cavity, but this should be sufficient for understanding

the basic setup. The phase difference between the two interactions and its effect on the final

state will be examined in the simulations. We numerically integrate Eq.  3.15 and Eq.  3.16 

to calculate the value of ce and cg throughout the time the atom spends in the rf field.

There is an example of the Bloch sphere representation in Fig.  3.4 , where I increased

the size of the rf interaction by 1e5 times in order for the trail to be seen easily. Without

the increase, the amount of change due to the transition is not apparent on the sphere. For

better clarity of what the arrow is doing over time, I have included different components

of the arrow in the included illustrations of real and imaginary parts of ce, in the top of

Fig.  3.5 . Additionally, using traditional spherical coordinates for physics, the value of the φ

and θ angles of the arrow on the sphere are shown in the bottom of Fig.  3.5 . One can see

the general evolution of the mixture of the final state due to the rf interaction.
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Figure 3.4. Example of Bloch sphere image simulation. The trail of dots
represents where the arrow was at earlier times. The starting state is pointing
along the x-axis on the equator of the sphere. The arrow is at the final position
after the interaction. The PNC interaction’s strength is increased by 1e5 in
this figure to improve visibility. Illustrations of real and imaginary parts of ce
are shown in Fig.  3.5 on the bottom and the angles φ and θ for the Bloch sphere
in Fig.  3.5 on the top. The trail shows the evolution of the atomic state as the
atom traverses through the interaction region. The calculation is through the
center of the rf cavity with no Bx and By magnetic fields, therefore the M1
interaction has no effect on the sphere. The Raman interaction prepares the
atom in a fifty-fifty mix between the excited and ground states, straight along
the positive x-axis.
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Figure 3.5. (Top) The real and imaginary parts of ce over time for the Bloch
sphere illustrated in Fig.  3.4 . The rf interaction is increased by a factor of 1e5
times a realistic value to improve visibility on the Bloch sphere. (Bottom) Θ
and φ over time for the Bloch sphere illustrated in Fig.  3.4 . The rf interaction
is increased by a factor of 1e5 times a realistic value to improve visibility on
the Bloch sphere.
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The more applicable variable of interest that I will be using from here on out is the

fractional change in population on the excited state from the initial 50-50 mixture due to

the rf field as the phase changes,

∆P = | ce(max) |2 − | ce(min) |2

2 . (3.17)

ce(max) is the maximum final ce value and ce(min) is the minimum final ce as the phase

between the rf and Raman fields changes. ∆P is the amplitude of the sinusoidal variation

of the atomic population in the excited state due to the phase. This will be the value that

we can experimentally measure. The evolution of ∆P over time through the rf interaction,

after the Raman interaction already initialized the 50-50 mixture, is seen in Fig.  3.6 for the

interactions in phase and out of phase. We will change the phase between the Raman and

rf interactions in this experiment to obtain the PNC interaction magnitude. A simulation of

∆P vs phase can be seen in Fig.  3.7 . For this calculation we have assumed that Vm is zero for

simplification. The Raman lasers interaction is only seen in this figure as the initial starting

condition. The rf field starts to interact at time = 40 µs and stop at time= 100 µs. We

used 270 m/s as the velocity of the atoms through the interaction region. The value of 270

m/s is the peak velocity in the equation from Ramsey’s equation of the velocity distribution

coming out of an atomic beam oven [  79 ]. For later calculations we use COMSOL simulations

of all of the fields of interest to obtain more realistic accounts for our rf cavity, along with

averaging over the full velocity distribution from the atomic beam oven.

3.4 Measurement Plan

Our method to measure the NSD PNC effect is to interfere the PNC interaction from the

rf cavity with the Raman interaction from the two Raman lasers. We need plans to reduce

Vm to well below VP NC . We also need a plan to calibrate the obtained experimental signal

to the PNC amplitude, EP NC . In this section I will detail the methods we have to isolate

the NSD PNC effect in the experiment.

The first step to reduce Vm was to minimize the external magnetic field in the interaction

region due to the Earth. One method to identify if an external magnetic fields exist in the
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Figure 3.6. The evolution of the change in population (∆P ) as atoms pass
through the interaction region. Top picture: the Raman and weak interactions
are in phase (phase=0): Bottom picture: the Raman and weak interactions
are out of phase (phase=π). The Raman fields give the initial state, half
the population in the excited (black) and ground (olive) state. The rf field
interaction starts at t≈40 µs and ending at t≈100 µs.
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Figure 3.7. The variation of the change in population (∆P ) vs phase differ-
ence (∆φ) between the Raman interaction and rf interaction.
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interaction region is by sweeping the rf frequency over either of the interaction’s peak at

9.1926 GHz. A single peak is expected when the magnetic field is near zero since all of the

∆m = 0 and ∆m = 1 transitions from different m states are degenerate. Any extra peaks

or broadening of the peak are indicative of a non-zero magnetic field for the interaction. For

this test, the optical pumping Zeeman beam should be off while the hyperfine laser is on, to

not have all of the atoms pushed to just one extreme m value in the ground state. We can

then optimize the magnetic field coil’s current to zero the field in the interaction region by

correcting the peak to just a single narrow peak. One can do this with either the Raman

beams or rf cavity to minimize the external magnetic field across the whole interaction region.

We then introduce the 7 G Bz field to find and isolate the ∆m = 0 transition peak for the

experiment. This introduced a small Bx and By into the interaction region. As discussed

before, we will be able to reduce Vm for a ∆m = 0 transition peak, due to hrf
y and hrf

x

with a small Bx and By value, by centering the rf cavity to the atom beam and zeroing

the transverse magnetic fields. This is achievable by iterating magnetic coil’s current values

and rf cavity position while minimizing the rf only signal (no interference) for the ∆m = 0

transition. If there is hrf
z along the path of the atom beam, we will not be able to reduce its

associated Vm. During COMSOL investigations into different rf cavity shapes, we found that

hrf
z can be introduced to the rf cavity through the holes in a perfect cylindrical rf cavity (or

in general any imperfection from a perfect cylinder). We need holes to input the rf power

and, more importantly, the atom beam. Therefore, atoms will potentially experience hrf
z in

the atom entry and exit hole. Thankfully, due to the fact that erf
z is strong over the whole

rf cavity’s length and hrf
z is most likely introduced around the entry/exit holes for the atom

beams, the two interactions will have different spatial shapes across the rf cavity, seen in

Fig.  3.8 . Since the spatial shape of the interaction is different, the spectral shape of the two

interactions peak will differ as well. The PNC interaction over frequency will be one narrow

peak while a possible magnetic dipole interaction due to the hrf
z on the holes would be wider

and dual peaks. We will use this fact to verify if hrf
z has been produced by the entry/exit

holes for the experiment.

To calibrate the experimental signal, we need to convert the voltage signal measured

by the detection system to the fractional change in population of the atom beam. We also
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Figure 3.8. The interaction amplitudes Vm and | VPNC | across the rf cavity
along the atom beam’s path.

70



need to convert the input rf power to the associated rf field amplitudes inside of the the rf

cavity. For the fractional change in population, we first need to obtain the voltage signal for

the total number of atoms in the system. We measure the detection system’s voltage signal

when the preparation lasers are turned off and when the preparation lasers are on. When

the preparation lasers are off, the atomic beam is unpumped, and the detectable population

is 9/16 of all atoms in the system (9/16 is from the degeneracy of the ground F = 4 and

F = 3 states), plus background signal from scattered light. With the preparation lasers on,

the F = 4 level is empty so only the background signal remains. The difference between

these two voltages, multiplied by a factor 16/9, is the voltage of the total number of atoms

in the system. To then obtain the fractional change in population, we can take the voltage

amplitude of the interference of the two interactions and divide it by the voltage of the total

number of atoms in the system. To calibrate the rf cavity’s rf field amplitudes, we use the

∆m = 1 transition peak for the rf cavity. This transition is relatively strong compared to

the ∆m = 0 transition and it’s strength does not overly depend on the size of the transverse

magnetic field or rf cavity’s position, as it is mainly driven by the hrf
x and hrf

y field components

of the TM010 mode. The magnetic dipole interaction for the ∆m = ±1 transition is

Vm =

√
(4 ±m)(5 ±m)

16 gsµBµ0

{
[hrf

x ∓ ihrf
y ] −

(
hrf

z [Bx ∓ iBy]
Bz

)}
. (3.18)

We need to first tune the Bz ∼ 7G field to shift the peak of the ∆m = 1 transition to the

same rf frequency we will use for the ∆m = 0 transition. This will help to ensure the shape

and power of the rf fields in the rf cavity do not vary between this measurement and the

final measurement of EP NC . There are concerns that at a different input rf frequency, the rf

equipment would react slightly different, potentially varying the rf field amplitude size due

to etalon type effects in the rf equipment. We then stay at that rf frequency and ramp the

rf power going to the rf cavity. The detection signal voltage is translated into the fraction

of atoms in the excited state vs. input rf power. We take the experimental result for the

fraction of atoms excited at different rf powers and compare it to theoretical calculations.

For the theoretical calculations, we use COMSOL data of the designed rf cavity’s rf fields

at different rf input powers in dBm, along with averaging over the width of the atom beam
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and the atomic velocity spread. We are then able to simulate the fraction of atoms excited

at different input rf powers on the fraction of atoms excited. We can then verify that the

theory and experiment match to be confident in converting the power output from the rf

signal generator to the size of the rf fields inside the cavity. In the next chapter, one will

find the experimental results of this scan, in Fig.  4.6 , that match relatively well to theory.

3.4.1 Systematic Effects and Noise

A major challenge of precision experiments is identifying and controlling possible sys-

tematic effects that can impact the results of the experiment. Using our two-color coherent

control technique, we expect to be less susceptible than Wood et al. [  24 ], [ 38 ] to many sys-

tematics and other sources of noise. Our sensitivity to any noise or systematic that is not

modulating at the same rate as the phase modulation between the Raman field and rf field

is significantly lessened. This is due to the fact that if it is not at the same rate it will add

to the dc background, whose total is of minor importance to the experiment.

There are multiple systematic effects and noise sources we considered. Some possible

systematic effects that we have already discussed are the positioning of the rf cavity and the

alignment of the external magnetic field with respect to the atom beam, along with the effect

of the width of the atom beam. Another systematic effect of concern is possible divergence

of the atom beam. If the beam is diverging, then some of the atoms would be traveling at

an angle to the rf cavity mode pattern. This would cause a similar effect to the rf cavity

physically being at an angle to the atom beam. Both of these effects would increase the

size of the M1 interaction, with minimal changes to the PNC interaction. Additionally, we

needed to consider small changes in the current of the magnetic field coils and how that will

effect the system. When magnetic field in the z-direction changes, it changes the Zeeman

splitting, therefore changing the peak frequency of the ∆m = 0 peak. The rf frequency

input for the rf cavity and the Raman lasers remain constant for the experiment. Therefore,

when the peak frequency shifts it will change the relative frequency difference between the

∆m = 0 transition peak and the constant rf frequency input. This will change the size

of the Raman, M1, and PNC interactions. When the magnetic field coil’s current vary for

72



the x- and y-direction, that will mainly change the amount of Bx and By in the interaction

region. This will cause variation in size of just the M1 interaction. Additionally, we needed

to consider the uncertainty of how polarization imperfections of the Raman lasers effect the

size of the transition peak due to the Raman interaction. We worked hard throughout the

experiment to understand and minimize all of these effects on our system.

Additionally, we worked to optimize the signal-to-noise in our system. To optimize the

signal size we optimized the optical pumping into one (F,m) level. This would allow us to

obtain a higher amount of usable atoms from the atoms coming out of the oven. (Though

as a note over the course of the experiments done in the next chapter, we found that this

optimization depended heavily on the magnetic field in the pumping region. We sacrificed

the optimal magnetic field in the pumping region to maintain the optimal magnetic field

in the interaction region.) To observe the pumping, we can use the Raman lasers to scan

the rf frequency spectrum and observe how much of the population is pushed to one of the

states on the scan with the Zeeman laser on versus off. One can then optimize the position

of the Zeeman laser and the magnetic field value to reduce all of the peaks except the edge

state peak. The scan of the rf frequency will end up being on the order of 10’s of MHz to

see a sufficient number peaks (the peaks are separated by about 2 MHz for Bz∼7 G). The

rf cavity is of limited use for this particular measurement due to the full-width half-max of

the resonant frequency peak being about 5 MHz. Therefore over the whole rf scan one will

observe the change in rf cavity’s power along with the change in peak height due to better

optical pumping, making it hard to differentiate between the two. We also changed the

nozzle on the atom beam oven to a 1 mm aperture instead of an array of capillaries (0.8 mm

inner diameter) that is in ∼1 cm aperture used previously [ 71 ]. This reduced the amount of

atoms making it into the vacuum chamber. This reduced the background level the detection

signal, therefore most of the detection signal to be due solely to atoms from the interaction

region. This helped to reduce the shot noise for our system. We were able to increase the

signal-to-noise in our system.
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3.5 Physical Setup

In this section, I will explain the experimental setup for the anapole moment measure-

ment. I will go into more detail of the required setup for the Zeeman and hyperfine lasers

to pump to the appropriate state of interest. I will discuss the magnetic field coils used to

set up of the necessary magnetic fields. Additionally, I will describe the setup needed for

implementing the Raman and rf fields. Finally, I will discuss the sources of noise for the

system.

3.5.1 Optical Pumping and Detection Setup

For our experiment we need to carefully select the initial hyperfine state using the optical

pumping lasers as described earlier. There are two possible initial F=3 states that our

optical pumping lasers will ‘push’ most of the atoms into, the extreme m = ± 3. Over

the course of the experiment we planned to use both starting states to explore different

systematic effects and assure ourselves we have successfully reduced them. We can change

the polarization/frequency of the Zeeman and hyperfine lasers to select the initial state. We

are not able to use the starting state of F=4, as our pumping technique pushes all of the

atoms to the extreme m state, and there is no F=3 m=±4 state for the ∆m=0 transition.

3.5.2 Magnetic Fields

We use a variety of magnetic field coils in different regions for our experiment to setup

different magnetic fields in each region, seen in Fig.  3.9 . Some of the field coils were fabricated

by previous graduate students.

Jungu Choi, the previous graduate student working on the experiment, built two dc mag-

netic field coils in order to create a uniform dc magnetic field in the z-direction (atomic beam

direction) in the interaction region. The set of square magnetic field coils in a Helmholtz-

esque setup help create a uniform magnetic field in the z-direction over both the Raman and

rf interactions. The length of each side of the square is 23 cm and each coil has 560 windings

of 26 AWG magnetic wire. Three-quarters of those windings were added after he left to ob-
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Figure 3.9. Magnetic field coil configuration in the vacuum chamber. The
black arrow line through the center is the direction and rough placement of
the atom beam. Not pictured are three pairs of coils outside of the chamber
to cancel the earth’s magnetic field in the x-, y-, and z-direction. The color
of the coil represents the direction of magnetic field it produces: magenta is
for a magnetic field in the z-direction, green is for a magnetic field in the y-
direction, and blue is for a magnetic field in the x-direction. A solid line in the
coil means it’s main purpose is to produce an offset field in that direction and
a dotted line coil means it’s main purpose is to produce a gradient field in that
direction. The direction of the arrows of the coils is the direction of current.
The orange arrow is the wanted direction of the magnetic field in that region.
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tain a stronger magnetic field. More details on their construction can be found in Ref. [  80 ].

The magnetic field in the z-direction in the interaction region will lift the degeneracy of the

Zeeman sublevels, which will cause the state energies to shift by:

∆E = m ∗ gF ∗ µB ∗Bz (3.19)

gF is the Lande g-factor, µB is the Bohr Magneton, m is the Zeeman sublevel, and Bz is

the magnetic field applied. This results in a -0.35 MHz/G splitting between consecutive

Zeeman levels for the F=3 ground state hyperfine level and +0.35 MHz/G for F=4 ground

state hyperfine level. A figure of the Zeeman splitting, along with the different allowed

transitions, is seen in Fig.  3.10 . This splitting enables us to target a single transition, for

example from the F=3, m= +3 state to the F ′=4, m′= +3 state, depending on the driving

rf frequency.

Dionysios Antypas constructed the earth-canceling, optical pumping, and detection field

coils. The field coils are all sets of rectangular magnetic field coils similar to the interaction

field coils constructed by Jungu Choi. The earth-canceling coils help make the job of all

the magnetic field coils easier by only having to produce a magnetic field in one direction.

The earth-canceling coils are outside of the vacuum chamber and zero the magnetic field

in the interaction region. They zero the magnetic fields due to the earth’s magnetic field

and other external magnetic fields outside of the vacuum chamber. In the pumping region

we have field coils that create a magnetic field in the x-direction in order to increase the

optical pumping efficiency into the wanted state. There are an additional two coils in the

z-direction to help reduce the interaction region’s field in the optical pumping region. In the

detection region we have magnetic field coils that create a field in the y-direction to help

improve detection. As a note of concern, the magnetic fields being used for the detection and

optical pumping regions could leak into the interaction region, and vice versa. We spaced

out (∼ 20 cm) the optical pumping and interaction regions in order to allow the atoms to

adiabatically go between the two different magnetic field directions. Between the detection

and interaction region we spaced them as close as possible in order to give as much space as

possible between the pumping and interaction region. A z-field in the detection region helps
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Figure 3.10. Energy level diagram of the ground state of cesium with ∆m = 0
and m = ±1 transitions shown. The blue vertical lines are the ∆m = 0
transitions and the diagonal red lines are the ∆m = ±1 transitions. There
are 15 unique transition frequencies due to the fact that some of the m = ±1
transitions have the same frequency, such as m = −1 to m′ = 0 and m = 0 to
m′ = −1.
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drive additional transitions and does not negatively impact the detection in comparison to

the pumping region.

In the interaction region, I constructed small, controllable magnetic fields in the x- and

y-direction, that were used to explore and minimize the M1 interaction. We have four coils,

two for creating Bx and two for creating By. The coils are 15cm by 15cm, spaced about 15

cm apart. We made a box from the four coils such that they will be able to support small

magnetic fields in the x-direction and y-direction in the interaction region. These coils are

placed inside the bigger Bz magnetic field coils in the interaction region and mounted to the

platform supporting the rf cavity. To give us the control we need, we built coils with 10

loops and used a current-controlled source. We use a source that we typically use as a laser

diode current controller, as we needed control over the current on the 0.01 mA to 0.1 mA

regime. Our typical laser diode current controllers can provide the necessary control. (In

the current configuration a 1 mA change in current will give a 1 mG change in field.) As a

note for the future experiment, it was decided that the four coils would need to be bigger in

order to produce less of an arch in the profile of Bx and By fields over the rf cavity as we

were finding it cumbersome to get rid of those gradients across the cavity.

Finally, in between the interaction and detection region we have Bx and By tweaking field

coils that I constructed. We use 4 coils to be able to create a gradient Bx and By field to

correct the gradient, such that Bx and By are uniformly zero throughout the rf cavity. Two

are placed side by side with a spacing of 4 cm between the two coils to allow the atom beam

to go through. Each coils was made as big as possible within limitations of space inside the

vacuum chamber. Therefore, the far side wires have minimal impact and the side closest

to the atom beam can create a gradient Bx or By field. They were constructed similarly

to the small controllable fields in the interaction region but with 25 loops. The setup was

placed closer to the detection region than the pumping region due to space limitations in

the chamber, which was about 20 cm away from the center of the interaction region.

We also want all of the magnetic field coils to be stable over the length of the measurement

time. If the fields in the z-direction drift too much, it will change the Zeeman shift, causing

the transition frequency to change. Once the transition frequency shifts off of the driving

frequency, the transition amplitude of the PNC interaction will lessen. This will increase the
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necessary integration time. More importantly, the drifts could be in the x- or y-direction.

This would effect the amount of the M1 interaction present in comparison to the PNC

interaction, which we require to stay fairly constant. We acquired low noise power supplies

(Keysight E36313A) for all of the magnetic field coils, besides the interaction region’s Bz

coils, to be able to ensure that drifts in the current were on the order or less than 0.1 mA.

The typical current magnitude is around 100 mA to 1 A. The line/load regulation of the

Keysight units is 0.01%+250 µA. For the interaction region Bz coils we found that the

Keysight E36313A still varied too much, which we could see on the peak of the ∆m=0

transition varying over time. Instead we used a current controller for a diode laser that has

improved current regulation (ILX Lightwave LDC-3744B). The output current variation was

less than 20 µA for the Lightwave and we could no longer observed the peak of the ∆m=0

transition varying over time.

3.5.3 Raman Lasers

For the Raman interaction, we needed two phase-locked lasers whose frequencies are ∼9.2

GHz apart. We initially tried optical injection locking, similar to Ref. [ 81 ]–[ 83 ], but found

that it did not stay locked for long enough and required too much maintenance time to keep

working (both with two lasers locked 9.2 GHz apart and three lasers each locked 4.6 GHz

apart). Instead, we ended up using two external cavity diode lasers (ECDL). One laser was

locked to a saturated absorption setup about 80 MHz detuned from the 6p3/2 F=2 using an

AOM (or 230 MHz from the 6p3/2 F=3 state, which is the lowest state the Raman lasers can

excite in our current setup). The second laser was locked to the first using a Vescent D2-135

Offset Phase Lock Servo at 9.2 GHz away. A simple diagram of the setup may be seen in

Fig.  3.11 . We explored different powers of the two Raman lasers (both individually and

together), along with varying the detuning from the 6p3/2 state, to achieve a 50-50 mixture

of the ground and excited states. We found that we had to carefully control the ratio of the

two Raman lasers to help control the ac Stark effect. The ac Stark shift is opposite coming

out of the ground F=3 or F=4 state, therefore increasing the strength of one of the Raman

lasers ended up increasing the resonant frequency of the Raman transition while increasing
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Figure 3.11. Raman laser setup using a phase lock loop (PLL) from Ves-
cent to create two Raman beams that are phase locked and 9.2 GHz apart.
Abbreviations used in this figure are: external cavity diode laser (ECDL),
acousto-optic modulator (AOM), and saturated absorption setup (SAS). (For
the AOM and SAS setup we are using them to lock the laser to a detuning
away from the cesium transition.)

the strength of the other would decrease the resonant frequency. In the end, we optimised

the power ratio by keeping the Raman transition peak as narrow as possible, which ended

up with a power ratio of 2 (the laser tuned from the 6s F = 3 state needing half as much

as the one out of 6s F = 4). We assumed the narrowest peak would occur when the net ac

Stark effect was at a minimum, which was reinforced when we tested the interference with

the rf cavity, as seen in the next chapter. We also found that having less total power in

the lasers made it easier to keep a narrow Raman peak, along with less scattered light on

the detection photodiode. We therefore decided to have the Raman interaction be 80 MHz

detuned from the 6p3/2 F=2 level.

3.5.4 RF Cavity

To shape the rf field in the vacuum chamber, we originally used a parallel plate transmis-

sion line (PPTL) designed by Jungu Choi, seen in Fig.  3.12 and described in more detail in

Appendix  B . We later found that, particularly at high rf powers, rf leakage from the PPTL

caused effects that we could not understand or control. Additionally, due to the structure of

the magnetic field of the PPTL, we found that the sensitivity of a small detuning away from

the resonance, less than 1 Hz, would cause M1 to completely swamp the PNC signature.
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Figure 3.12. Picture of our old PPTL plate.

We decided to design a new rf cavity that would solve both of these problems. The first

iteration of the design can be seen in Fig.  3.13 , with the machine version later in Fig.  B.6 .

After some testing we discovered that the cavity design allowed a strong-unwanted magnetic

dipole interaction at the atom entry and exit holes that we could not get rid of, more detail

is in Appendix  B . The final design can be seen in Fig.  3.14 and with the machine version

later in Fig.  3.15 . We found the new design would reduce the unwanted magnetic field on

the atom entry/exit holes due to symmetry. In the next chapter, we will find it further needs

to be reduced.

The final design of the rf cavity assembly consists of a central ‘science’ chamber, flanked

by two ‘excitation’ chambers. We chose to use two excitation chambers instead of directly

exciting the science chamber to keep the science chamber’s mode more pure. The rf power

enters on a coaxial feedthrough into one or both excitation chambers, depending on the needs

at the time. The excitation chamber is 1.65 cm by 0.5 cm by 4 cm. The coaxial feedthroughs

are in the middle of the excitation chamber on the 1.65 cm by 4 cm face. The pin of the

coax is inserted such that it is half of the 0.5 cm height of the cavity. The power will be
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Figure 3.13. Simplified Autocad design of the first design of the rf cavity.
There is no feedthrough coax pictured.

Figure 3.14. Simplified Autocad design of the final design of the rf cavity.
The holes for the feedthrough coax are pictured.
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transferred from the excitation chambers to the science chamber through coupling channels

between the two chambers. The coupling channels are three evenly spaced holes (diameter

4mm, the center of each spaced apart 8 mm) in the middle of the side of the science chamber.

In the science chamber there is an additional hole (1.5 mm diameter) through the central

axis to allow the atom beam (≈ 1mm diameter) to pass and be excited by the rf power. The

first and second rf cavity assembly designs differs only in the science chamber. The science

chamber is different in the effect that instead of being 1.8 cm long in the atom beam’s path,

it is 1.25 cm long. This was to help reduce the need to keep the magnetic fields uniform over

a longer region as well as keeping the next nearest excitation mode over 4 GHz away for the

second design. Additionally, the first design was a rectangular cavity while the second design

is a cylindrical cavity with a radius of 1.241 cm. We found that due to the symmetry of

the atom entry/exit holes being circular to the cavity being circular, the hrf
z created due to

having a hole in the cavity was reduced. Also, we found that when both excitation chambers

were excited with the same phase, it further reduced the unwanted magnetic field, discussed

and seen in COMSOL simulations in the next chapter.

After comparing properties of aluminium and OFHC copper, we chose to machine this out

of aluminum. Both materials have relatively high electrical conductivity, can be obtained

and machined with ease, and have similar thermal expansion coefficients. Aluminum has

about half the electrical conductivity of OFHC copper and about a quarter bigger thermal

expansion coefficient. We have currently decided to go with aluminum mainly due to being

able to machine it a smaller tolerance. The smaller tolerance is of great help as it allows us

to more reliably achieve an appropriate rf resonant frequency. A 1 mm size variations in any

of the dimensions could easily push the resonant frequency far enough away from 9.2 GHz

that we can not produce a strong enough magnetic field to use the cavity or be too close

to the zero magnetic field resonance. One possible negative side-effect to using aluminium

for the rf cavity is the likelihood of forming an oxide layer (copper would also oxidize). The

oxide layer would effect the properties of the aluminum, though we did not see any clear

evidence of this in the experiment. The finished cavity can be seen in Fig.  3.15 .
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Figure 3.15. Machined version of the final cylindrical rf cavity.
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RF Fields

We investigated the magnetic and electric fields that are created in the rf cavity. I have

completed COMSOL simulations to investigate how the magnetic and electric rf fields would

look in the rf cavity, the final cavity’s design results can be seen in Figures  3.16 -  3.19 . During

the course of the COMSOL simulations, I varied all possible lengths in the rf cavity to find

the optimal sizes to maintain a strong and pure field inside of the rf cavity. In the final

design’s COMSOL simulations, both excitation chambers were excited with 1 W of power,

in phase with each other, at a frequency of 9.2 GHz. The 9.2 GHz is near the peak of the

resonance for the dimensions of the simulated cavity. The TM010 mode is excited, the lowest

order mode. The fields of interest are the electric rf field, εrf
z , and the magnetic rf fields,

hrf
x , hrf

y , and hrf
z . The main difference between a perfect TM010 mode and the COMSOL

simulations with necessary holes, is that hrf
z is introduced into the rf cavity at the atom

entry/exit holes, along with the ‘turn on and off’ of the rf fields at the edges of the cavity

being less steep.

RF Source

The sources of the rf power for the experiment comes from a Berkeley Nucleonics 845 RF

Microwave Signal Generator (BNC) for the 9.2 GHz rf signal and a Agilent E4420B for the

143 MHz rf signal. These sources allow us to output a wide range of frequencies, along with

being able to sweep the output power, phase, and frequency, for the rf signal. The setup of

the components to get the two sources phase coherent and to transfer the rf power from the

sources to the rf cavity and Raman lasers are seen in Fig.  3.20 . The phase shifter inserted in

the path to the excitation chamber of the rf cavity gives us control over the phase difference

between the two inputs of the rf cavity. This allows us to optimize the phase difference

between the two inputs to have the two incoming rf fields add constructively or destructively

in the rf cavity. Additionally in each path are circulators that act as isolators that allow rf

power to the rf cavity inputs and stop rf power from going back along the rf path to the rf

source. This will help protect the rf equipment, like the rf power amplifier and the rf source.

Additionally, it will allow us to monitor the power transmitted through the cavity from one
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Figure 3.16. (a) Gradient map of the magnitude of the rf electric field εrf
z

(units of color-bar are V/m) and (b) electric field cut out along atom beam
path (out of the page in this picture at the center, marked by two concentric
circles).
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Figure 3.17. (a) Gradient map of the magnitude of the rf magnetic field
strength of hrf

x for the lowest order mode supported by the rf cavity. The field
is small, but not quite zero, along atom beam direction (out of the page in this
picture at the center, marked by two concentric circles) (units of color-bar are
A/m) and in (b) the field cut along the atom beam path.
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Figure 3.18. (a) Gradient map of the magnitude of the rf magnetic field
strength of hrf

y for the lowest order mode supported by the rf cavity. The field
is very small along atom beam direction (out of the page in this picture at the
center, marked by two concentric circles) (units of color-bar are A/m) and in
(b) the field cut along the atom beam path.
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Figure 3.19. (a) Gradient map of the magnitude of the rf magnetic field
strength of hrf

z for the lowest order mode supported by the rf cavity. The field
is zero along atom beam direction (out of the page in this picture at the center,
marked by two concentric circles) (units of color-bar are A/m) and in (b) the
field cut along the atom beam path.
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Figure 3.20. Diagram of rf power to the rf cavity and method of phase locking
the Raman interaction to the rf interaction. Notation in the figure: red lines
show the path of the output of the Raman lasers, PD is a photodiode, φ is
a phase shifter, PLL is a phase-lock loop, LI is a lock-in amplifier, DAQ is
the data acquisition system, AMP is an amplifier, and the blue lines are the
reference clock (10 MHz clock).

excitation chamber to the other. The setup of the rf equipment is essentially the same as

when we were using the first rf cavity design. In Chapter  4 , I will discuss the experimental

steps to verify that we had the necessary coherence between the sources to allow our setup

to work to measure EP NC .

3.5.5 Noise in the Setup

To choose the optimal interference frequency of the signal, we investigated various sources

of noise that were affecting our system. For this experiment, the most significant noises are

the ones that occur at the same rate as the interference frequency between the rf and Raman

interactions. We therefore carefully analyzed the noise level at different frequencies in our
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Table 3.2. Vrms noise with 1s integration time at 150 Hz.

Source Vrms (µV/
√

Hz)
detection laser 0.8

optical pumping lasers 1.2
Raman lasers 3.5

shot noise 20
Johnson noise 6

op amp voltage noise 0.04
op amp input current noise 0.5

total 21

system to select the quietest frequency by sending the signal output into a Fast Fourier

Transform (FFT) analyzer. We found that electrical interference at 60 Hz and its harmonics

were the worst offenders, along with low frequencies in general. Additionally we have an

upper limit on the rate due to the wide speed range of the atoms from the oven and an

averaging affect of different atomic velocities from collecting too fast. With those facts in

mind we chose 150 Hz as the interference frequency. We discuss the noise level from different

sources at 150 Hz with a bandwidth of 1 Hz in the following paragraphs.

We looked at the effect from different sources noise at 150 Hz with a bandwidth of 1

Hz, seen in Table  3.2 . We used theoretical calculations, data sheets for electronics, and the

lock-in amplifier to obtain the values. The first source of noise to consider is the noise from

the detection system circuit, which was designed by George Toh [  37 ]. There are three main

outputs from the circuit. We used the output that first went through a transimpedance

amplifier, which uses a 20 MΩ resistor to convert the current to a voltage signal, and then

an additional 10 times gain stage to the amplify the signal further. There is Johnson noise

from the transimpedance amplifier of the circuit. At our current temperature for the circuit,

we estimate a Vrms of 6 µV/
√

Hz from the calculations on our signal. There is also noise

coming from the op amp (OPA827) itself in the transimpedance amplifier: the input voltage
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noise is 0.04 µV/
√

Hz and the input current noise is 0.5 µV/
√

Hz from the op amp specs

and after the 10 times gain stage.

The signal size of the Raman interaction and scattered light contributes to the shot noise.

With the current level of the 50:50 Raman interaction being about 1 V, and our atomic beam

characteristics, the shot noise Vrms is 20 µV for a 1 s integration time. We followed the steps

and calculations from Dionysios Antypas’s thesis [ 71 ] for the shot noise value. Background

atoms and scattered light add to the statistical noise of the system by raising the voltage

level in our system. Over the past years we have reduced this voltage level to a DC voltage

of around 20 mV on the 10x gain stage of our detection circuit. One key way to decrease

this background signal was by keeping the detection windows on the vacuum chamber clean

of cesium build up.

We next looked at the noise coming from the different lasers we are using for the exper-

iment. We used the lock-in amplifier to observe the voltage variations in the amplitude of

each laser using a photo-diode. The 852 nm detection laser had Vrms noise of 0.8 µV/
√

Hz

on it, along with similar amounts on the two optical pumping lasers with 0.8 µV/
√

Hz on

one and 0.9 µV/
√

Hz on the other. The two Raman lasers locked together at 852 nm did

end up having more noise on them, with their effective noise together at 3.5 µV/
√

Hz. In

addition, if the power varies for either/both of the Raman lasers in the atom beam at any

rate, that would effect the ac Stark effect from the Raman lasers. This would change the

resonant frequency of the Raman interaction and therefore the overlap of the rf and Ra-

man interactions. We used an AOM power stabilizing circuit to reduce this effect. With

the current stabilization we did not observe an error due to this effect. Without the power

stabilizing circuit, a shift in the Raman interaction’s resonant frequency was noticeable in

the amplitude of the interference signal of the Raman and rf interactions on the time scale of

a couple of minutes. We used a saturated absorption lock setup on the second Raman laser

not stabilized by the phase lock loop (PLL) circuit from Vescent. When the frequency of

the Raman interaction detuning varied, the amplitude of the Raman interaction would vary.

Without the laser offset frequency locked, we found that the interference signal amplitude

of the two interactions drifted noticeably on the minute time scale.
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The last big source of noise comes from ‘non-ideal’ and changing magnetic fields. We

have previously discussed the effects of ‘non-ideal’ magnetic fields on the rf cavity, and due

to the hrf
z in the cavity, we were only able to confirm that we could get the Bx and By

fields down to less than 30 mG. When compared to the Bz ∼ 7G field, these transverse

fields are less than 0.3% of the total magnetic field. We also needed to change the current

source for the Bz field as we found the old unit’s regulation of the current caused the Bz

field to slightly oscillate, which we noticed while watching the interference signal of the two

interactions. With a new unit that has better current regulation, the oscillating signal went

away. The new unit’s specifications keep the Zeeman shift to less than a 200 Hz shift in a

150 kHz bandwidth. In a 1 Hz bandwidth at 150 Hz, assuming a flat power density across

frequency for the unit, there should be less than a 0.6 Hz shift. With the new unit the

magnitude of the interference signal of the two interactions did not change over the course of

30+ minutes (during which, no intentional changes where made to vary the signal). Another

note of concern with the B fields is 60 Hz magnetic fields from the room’s power strips and

other powered electronics. We did not observe effects from this in our system, but for the

final experiment we will have a signal 3 to 4 orders smaller than our current one. For future

experiments they could become an issue. Finally, one will have to watch to ensure that the

Earth’s magnetic field shifting over time is not effecting the experiment.

In the next chapter, I will discuss the experimental results from the setup described in

this chapter.
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4. EXPERIMENTAL DATA

In this section, I will discuss the experimental steps I took to explore and understand the

rf cavity and Raman interactions. I will then discuss the frequency dependence of the

interference signal of the two interactions and what we believed caused the signal shape.

I will also discuss the details on zeroing the Bx and By magnetic fields in the interaction

region. Finally, I will discuss the next step/design of a new rf cavity that we are exploring

to be able to successfully finish the experiment.

4.1 Raman Interference

Our first step to verify the experiment was viable was to test if the atoms stayed coherent

over the distance between the Raman lasers location and the rf cavity location in the atom

beam. In order to accomplish this we split the Raman lasers into two approximately equal

power beams. We used two Raman beams, instead of the rf cavity and a Raman beam,

as we wanted fewer variables to worry about (and we were still waiting on the rf cavity to

be machined). The two split Raman beams would be coherent to each other and we were

worried about the untested coherence of the Raman lasers to the rf cavity. We positioned

one of the beams into the location where the Raman lasers would ultimately be, while

the second beam’s position was at the center of the rf cavity, seen in Fig.  4.1 . The phase

difference between the two beams was changed by a motorized stage with two mirrors that

would act as a delay line for the second beam. This would change the length of one beam’s

path compared to the other, thus changing the phase difference, and allow us to test the

coherence of the atoms over the interaction region.

We were able to successfully observe interference between the two Raman beams using

the setup in Fig.  4.1 . Fig.  4.2 is the experimental interference between the two Raman beams

over several oscillations, with all of the preparation lasers on. The whole scan took about 8

minutes to collect and the signal is the fraction of atoms excited into the ground F=4 level

by the two Raman beams (we converted the voltage signal measured by the detection system

into a fraction following the calibration steps in the previous chapter). For the interference

between the Raman beam and rf cavity, the signal will be modulated at a faster rate and
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Figure 4.1. Setup for the interference between two Raman lasers. Raman
beam 1 and 2 are approximately 1.25 cm apart. This figure is identical to
Fig.  2.8 with the exception of Raman beam 2 instead of a rf cavity and the
added delay line for Raman beam 2.

Figure 4.2. Interference between two Raman beams.
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use a lock-in amplifier to reduce noise on the signal from the detection system. In the next

paragraph I will discuss the amplitude of the two Raman beam interference.

We explored methods to increase the depth of modulation of the interference signal of

the two Raman beams. The largest amplitude sine wave we achieved is seen in Fig.  4.2 .

We worked towards increasing the depth of the modulation as it would mean the atoms

stayed coherent over the region and would have the necessary phase coherence to see the

interference later with the rf cavity (as long as the rf cavity was coherent with the Raman

lasers). We were unable to get the maximum peak difference between peaks, 0 to 100%

excited, due to the difficulties in perfectly matching the power of the two Raman beams,

along with the difficulty of fine tuning the first beam’s power to perfectly excite half of the

atoms to create a 50-50 mixture. Additionally, the Raman lasers were slightly diverging such

that a longer beam path would cause the beam to be slightly bigger and less intense than a

shorter one at the atom beam. In theory, if the two Raman beams were exactly the same

power and shape, while exciting exactly 50% of the atoms in the system, we could achieve

the maximum peak difference. We also found the delay line slightly changed the location

of the second beam over the whole scan. We observed the reflection of the two mirrors

would ever so slightly move in the traverse direction at the atom beam location over the

10 cm change in path length of the stage. This could cause the resonant frequency of the

moving beam to slightly shift over the distance movement due to slight spatial variations in

the magnetic field. (We have since improved the homogeneity of Bz through the interaction

region.) When there is a Bz gradient over the region, the two Raman interactions at different

positions would be resonant at slightly different frequencies. When one of the interactions

moves across the gradient, it would cause the resonance to change, thus changing the ability of

the second Raman interaction to be completely coherent or decoherent with the first Raman

interaction. It was partly from this experiment that we decided we needed to have and use

tweaking magnetic field coils to even out the magnetic field gradient, as seen in Fig.  3.9 ,

for the final experiment. We decided the height of the interference, with our understanding

of why we couldn’t achieve a maximum peak difference, was sufficient to prove the atoms

stayed coherent across the interaction region in the experimental setup.
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Another reason for first exploring the interference between two Raman interactions was

to determine and understand the experimental constraints of the two Raman lasers. It was

from this exploration that we experimentally determined the optimal value of the detuning

from resonance (80 MHz from the 6p3/2 F=2). We also decided on the approximate ratio

necessary of the two Raman laser powers to reduce the ac Stark shift (a narrow peak) for

our setup that was mentioned in the previous chapter. This was achieved by tweaking all

of the available parameters (power of the individual lasers, combined power level, size of

the lasers at the atom beam, detuning from resonance, etc), until we were confident in our

understanding of the behavior they exhibited.

4.2 RF Cavity

After the machine shop had completed the rf cavity, seen in Fig.  3.15 , we tested the

resonant frequency and did our best to verify it was performing as anticipated. To test

the resonant frequency we inserted rf power to one excitation chamber of the rf cavity and

observed the output rf power from the second excitation chamber on a rf power meter. We

then scanned the input rf frequency to observe |S21| vs. rf frequency. (|S21| is the transfer

function, the transmitted power through the rf cavity divided by the power incident on the

rf cavity.) We also use COMSOL to theoretically calculate |S21| vs. rf frequency to compare

the responses. The final results can be seen in Fig.  4.3 , which shows that the machined

cavity had reasonably close rf resonant frequencies to the designed rf resonant frequencies

from COMSOL (keeping in mind machining tolerances). As a note we could have used a

vector network analysis (VNA) to make the experiment easier and more precise, but had

more ready access to a rf power meter that could observe frequency in the 15 GHz range.

Additionally, for the results we wanted the rf power meter’s accuracy was sufficient, as we

were able to verify the resonant frequencies of the machined rf cavity match well to the

COMSOL simulation.

We then mounted the rf cavity on a five-axis tilt aligner stage (Newport 8081-UHV),

which we installed in the vacuum chamber. The positioner is controllable from outside of

the vacuum chamber and allows us to have control over the position of the rf cavity to step
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sizes of less than 30 nm or an angular step of less than 0.7 µrad. With this control we were

able to center the rf cavity on the atom beam and were able to explore the effect of the

cavity’s position on the atomic signal, as discussed further on in this section. As a note, the

interference of the rf and Raman interactions would be the most sensitive to the change in

the cavity’s position due to the spatial cancellation of the hrf
x and hrf

y signal over the atomic

beam. For the interference of the two interactions the spatial cancellation will lead to a

Figure 4.3. The S-parameter |S21| vs. frequency for the rf cavity. The orange
curve is the measurement with the machined cylindrical rf cavity and the blue
curve is the COMSOL simulation. (a) zoomed in on the TM010 peak centered
at 9.2 GHz. The vertical green lines are from COMSOL simulations of the
resonant frequency for variations in the cavity radius differing by 0.001” (the
machining tolerance of the main cylindrical cavity). (b) Spectrum of the TM010
peak at 9.2 GHz and the next closest mode, the TM110 peak at 14.7 GHz.
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signal cancellation. For just the rf only interaction, the signal cancellation does not occur.

Unsurprisingly, the aligner stage moving perturbed the system and one has to wait a few

seconds after the movement is stopped to observe the new atom beam signal size.

Our first step, once we got the atom beam path roughly passing through the rf cavity,

was to center the rf cavity on the atom beam. To accomplish this we optimized the detection

only signal (just the detection laser is on; the Zeeman, hyperfine, Raman lasers, and rf cavity

are all off). The detection only signal is the simplest way to identify the strength of the atom

beam making it to the detection region. As a note for the five-axis stage, the step-size going

one way versus the other was not the same distance (aka 500 steps forward did not move

the rf cavity the same amount as 500 steps back). We found when moving the rf cavity

that we needed a ∼1 mm pinhole about 5cm from the rf cavity for the atom beam to travel

unobstructed through the rf cavity. We came to this conclusion with the observation of the

size of the detection only signal increasing/decreasing when the rf cavity started clipping the

beam, with a region of constant signal over an appropriate number of steps between clipping

events. When the atom beam is larger than the rf cavity atom hole, there are more steps

needed between the clipping events. We were able to optimize the detection only signal using

the five-axis stage to get the rf cavity centered on the atom beam, such that all of the atom

beam made it through the rf cavity with no noticeable clipping.

After we got the atomic beam going through the rf cavity, we worked on zeroing the

Earth’s magnetic field inside of the rf cavity with the earth canceling field coils. We scanned

the input frequency of the rf cavity using a 9.192 GHz rf frequency signal ramping over ∼1

MHz to zero the external magnetic fields, as discussed in the previous chapter. With the

hyperfine laser on and the Zeeman laser off, all of the atoms will be in the ground F=3 state

but evenly distributed across the magnetic sub-levels, instead of all in one extreme m level.

We then looked for a peak from the rf signal (or peaks when the magnetic field is really far

off from being zero). When the magnetic field is zero, all of the different m levels’ ∆m = 1

and 0 transition frequencies are equal and the signal becomes one narrow peak. As a note,

it is important to do this at lower rf powers, such that the rf signal interacts with less than

50% of atoms. If the rf interaction is stronger there is a wider frequency spread due to the

saturation of the signal and one cannot zero the magnetic field as precisely. An example of

99



the Earth’s magnetic field canceled for the rf cavity frequency scan can be seen in Fig.  4.4 ,

which shows the change in width of the frequency response on the signal due to a strong rf

field. With the Earth’s field canceled, we can use our magnetic field coils to impose the Bz

magnetic field with minimal transverse magnetic fields.

When a strong Bz field is added in the interaction region, it splits all of the different

m levels’ transitions rf peaks, such that we can isolate the ∆m = 0 transition we will be

using. As long as the Bz field coils do not add a significant Bx or By, there will be 7 clear

peaks for the ∆m = 1 transitions driven by hrf
x and hrf

y . The ∆m = 0 transition peaks will

be small, but when closely investigated at the correct frequency, there are 6 peaks in total

driven by hrf
x and hrf

y due to a small transverse magnetic field. If there is a significant Bx or

By, then the ∆m = 0 transition peaks are larger and observed more easily while scanning

the rf frequency of the rf cavity. To initially find the correct ∆m = 0 transition peak for

Figure 4.4. Signal due to the rf cavity with near zero magnetic field in the
rf cavity. (The hyperfine and detection lasers are on and the Zeeman laser is
off). The input frequency to the rf cavity is scanned over the ground state
transition at different input rf power levels.
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the F=3, m=±3 to F=4, m=±3 transition, I did purposefully add significant Bx and By.

Once found, I then slowly reduced Bx and By while I observed the shrinking peak’s resonant

frequency. For the ∆m = 1 transition peaks, and the ∆m = 0 transition peaks with a

significant transverse magnetic field, the peak shape was a single peak with no additional

structure. When Bx and By were small in the interaction region, the ∆m = 0 transition

peaks were no longer a single peak as seen in Fig.  4.5 . We believe that the multiple peaks of

the isolated ∆m = 0 transition peak comes mainly from there being magnetic field gradients

along the atomic beam path in the rf cavity, which will be discussed later in this chapter.

4.2.1 Calibrating the RF Cavity

After verifying that the ∆m = 0 and ∆m = 1 transition peaks were mostly behaving

as expected, we looked into calibrating the experimental input rf power to the theoretical

COMSOL rf field size inside the cavity, as discussed in the previous chapter. We used the

∆m = 1 transition peak for this; the ∆m = 0 transition peak is more sensitive in height to

Figure 4.5. Experimental spectrum of the rf only signal for the ∆m = 0
transition peak with small gradients in the Bx, By, and Bz across the rf cavity.
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the size of the Bx or By than the ∆m = 1 looking at Eq.  3.3 and Eq.  3.18 . In Fig.  4.6 , we

show the experimental and theoretical rf peak’s value against the outputted rf power from

the signal generator unit. In the following paragraphs, I will discuss how we calibrated and

obtained each of the curves.

To calibrate the y-axis of the experimental scan of Fig.  4.6 as fraction of atoms excited,

we have to use several experimental measurements. First, we turned all the lasers and rf

cavity off, leaving just the detection laser on; the signal size on the detection system is

9/16 of the atoms coming out of the atomic beam and any background signal from stray

light hitting the photodiode. (The 9/16 is only true when detecting the ground F=4 state;

when detecting the ground F=3 state the signal is 7/16 of the atoms.) We also took the

detection+hyperfine+Zeeman laser voltage signal level (the Raman lasers and rf cavity are

off), as only the background signal is left. Taking those two voltage values, we can then turn

a voltage signal into a fraction of atoms excited out of all of the atoms in the system. For

comparison with theory, we need the number of atoms that were in just the extreme F=3

m=3 level. Only atoms in that level would have been affected by the rf signal for the ∆m = 1

transition peak (F=3 m=3 to F=4 m=4) we were using. To determine the fraction of total

atoms that were in the m level of interest, the Raman lasers and all the preparation lasers

were on, with just the rf cavity off. The Raman lasers frequency difference was scanned over

the whole frequency range to obtain the fraction of atoms pumped into the extreme F=3

m=3 level as compared to the F=3 m=-3,-2,-1,0,1,2 levels. We can then take that fraction

and the total atom voltage signal to transform the detection system’s voltage signal into the

fraction of atoms excited from the F=3 m=3 level for the ∆m = 1 transition peak’s height

at different input rf powers for the experimental scan.

To obtain the theoretical signal in Fig.  4.6 , we take COMSOL values for the hrf
x and

hrf
y at different radii from the center of the cavity. We then calculate the fraction of atoms

excited at the different radii in the atom beam. We average over the different radii across

the cross section of the atom beam to obtain the calculated fraction of atoms excited over

the whole atom beam. We iterate the process at different hrf
x and hrf

y values to trace out

a changing rf power signal as we numerically calculate the fraction of atoms excited at the

different values. These calculations follow the simulation steps that we used in the previous
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chapter to predict the rf cavity’s fields interaction. To be able to correlate the rf power for

the theoretical and experimental data, we use specific values of hrf
x and hrf

y from COMSOL

that were for the rf cavity excited with 1 W of input power into each of the excitation

chambers. We obtained the experimental signal generator’s rf power level for 1 W of input

power at the rf cavity by calculating/measuring the losses and gains in the rf power from the

signal generator’s output through all of the necessary elements to the input of the rf cavity,

seen in Fig.  3.20 . We can then take that point of comparison and scale the various hrf
x and

hrf
y values into the scale of the signal generator’s rf power output for the theoretical curve.

Figure 4.6. The fraction of atoms transferred from 6s 2S1/2 F = 3,m = 3
to 6s 2S1/2 F = 4,m = 4 by the rf field vs. the rf power from the signal
generator unit. The orange trace is the experimental data, while the blue
trace is the result of numerically integrating Eq.  3.15 and Eq.  3.16 . The only
adjustment needed was to the power. We adjusted the power by 3 dBm of the
numerical integration to match the experimental data. The fraction excited
for the experimental data fraction took into account the pumping efficiency
into the 6s 2S1/2 F = 3,m = 3 to obtain just the fraction excited out of the
ground F = 3,m = 3 state.
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The final results of relating both signals can be seen in Fig.  4.6 , which show good agree-

ment between the two. The only other extra tweak we had to make to have the two scans

match was to subtract an additionally 3 dBm off of the theoretical scan’s rf power. We

believe this difference can be explained by the machining tolerance differences between the

actual cavity and the perfect COMSOL version. We found the change in the coupling chan-

nel’s radius between the science chamber and excitation chamber could cause that much

of a change in the value of hrf
x and hrf

y inside the cavity. This idea is backed up by the

S-parameter |S21| vs. frequency scan of the machined rf cavity in Fig.  4.3 . The experimental

9.2 GHz peak does not reach the same height as the theoretical peak by about 5−7 dBm. If

both of the excitation chamber’s coupling channels were ∼ 3 dBm less efficient in the actual

cavity than COMSOL, then the transmission through the whole cavity would be ∼ 6 dBm

less efficient. From this measurement, we believe we understood the size of the rf power

inside the cavity versus input power well enough to be able pull out the anapole moment, if

this rf cavity worked (discussed further on in this chapter).

4.3 RF Cavity and Raman Interference

After verifying that we understood and could control both the Raman and rf interactions,

we worked on finding and understanding their interference. We first started with a strong

transverse magnetic field value, to amplify the ∆m = 0 rf only transition peak. See Eq.  3.3 

for the magnetic interaction. The Raman lasers’ polarization allows only ∆m = 0 transition

peaks for the Raman interaction. We did look into the Raman laser pair polarization config-

uration to allow the ∆m = 1 transition peaks but found that, due to cancellation between

different components contributions from intermediate states, the peaks were too small. We

therefore could only observe the interference between the two interactions on the ∆m = 0

transition in our setup. Thankfully our setup required no adjustment to display the interfer-

ence. We found interference between the two interactions as seen in Fig.  4.7 . We found when

investigating their interference that when the Raman peak was spectrally broad, the rf signal

wouldn’t interfere with the sides of the peak. The rf signal would only interfere with part of

the peak near the center. We believe this is an indicator of the Stark effect broadening the
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Figure 4.7. Experimental data of the ∆m = 0 transition peak with a large
transverse magnetic field is applied. The field size was selected such that the
magnetic interaction was visible on the same scale as the Raman signal, which
was reduced. The spectra are showing the fraction of the population excited
to the 6s F = 4,m = 3 state from the 6s F = 3,m = 3 state vs. the frequency
detuning from the transition resonance, ∆f = f − fc. Raman only is the
orange trace, the rf only is the blue trace, and when both the rf and Raman
interactions are turned on is the green trace. The frequency shift between
the Raman and rf resonances is due to a gradient in Bz that occurred due to
adding the large transverse magnetic field.

rf signal’s peak. It was during this stage that we finalized the necessary power for each of

the Raman lasers to reduce the ac Stark effect along with the final combined beam power,

as we ensured the whole Raman peak could interfere with the rf signal.

We then explored the effect of reversing the transverse magnetic field value on the interfer-

ence. We tested the prediction from theoretical calculations that the sign of the interference

phase should be opposite upon reversing the transverse magnetic field, see Eq.  3.3 . This

is seen in Fig.  4.8 . As a note for the figure, over the course of minutes the relative phase

between the rf cavity and Raman lasers would drift, i.e. the position of the peak and valley

in Fig.  4.8 would shift along the x-axis. We believe this is due to room temperature/pres-

sure changing the phase of the pair of Raman lasers. Therefore we needed to collect data

quickly enough in order to compare the positions of the peaks and valleys at two opposite

transverse magnetic field values. For this measurement we used a saw tooth voltage signal

that modulated the phase of the Raman interaction while leaving the rf phase constant,
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Figure 4.8. Population change in the 6s F = 4,m = 3 state vs. phase
difference between the Raman and rf interactions near the resonant frequency
of the ∆m = 0 transition peak. The rf interaction is primarily Vm. Bx = 75
mG for each trace. By differs for the three traces. The blue trace is By = 0
mG, the red trace is By = 125 mG, and the green trace is By = -125 mG.
Note the 180◦ phase shift between the red and green traces, consistent with
sign change of Vm. This signal modulation (fraction) sits on top of a large dc
signal, of magnitude ∼0.5 population fraction.

as discussed in the previous chapter. For the rest of the interference measurements in this

chapter, we used the 150 Hz frequency difference between the rf and Raman signals to have

a continuous phase difference. From the two tests in this section, we were satisfied with our

understanding and control of the interference between the two interactions.

4.4 Zeroing the Transverse Magnetic Fields in the Interaction Region

Once we found the interference between the Raman lasers and the rf cavity, we started

the arduous journey of figuring out the necessary current values for each of the magnetic field

coils. One of the troubling parts was how many degrees of freedom we had due to the large

number of magnetic field coils throughout the vacuum chamber. We first started with the

rf only signal (no Raman interaction with all of the preparation lasers and rf cavity on) on

the ∆m = 0 transition peak, to keep the zeroing process as simple as possible. By Eq.  3.3 ,
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the magnetic dipole contribution to the signal resulting from hrf
x and hrf

y can be reduced by

adjusting Bx and By to zero throughout the interaction region, leaving just a small, narrow

peak due to the PNC interaction. This peak will be too small to see over the noise in our

system when the Raman lasers are absent, so we should effectively see just a straight line

for the ∆m = 0 transition peak. With a strong transverse magnetic field, the signal should

be a relatively big, single peak. One example of an intermediate stage that took a while to

understand can be seen in Fig.  4.5 . We figured out at least part of the reason there were

multiple peaks was due to a gradient in Bz. When Bz is not uniform over the rf cavity, it

causes the atoms to be resonant at different rf frequencies across the rf cavity, widening the

peak or causing separate peaks to form. We minimized the Bz field gradient by tuning the rf

frequency output of the signal generator to be resonant with the nearby ∆m = 1 transition

peak. We tweaked the available Bz field gradient coils to make that peak as narrow as

possible. We chose to do this on the ∆m = 1 transition peak due to the confusion on the

∆m = 0 transition peak spectral shape. Additionally, the ∆m = 1 transition is stronger as

it is driven by the hrf
x and hrf

y cavity fields, which are the primary components of the cavity

mode. Even after reducing the Bz gradient, we still ended up with two peaks for the ∆m = 0

transition peak we could not get rid of, as seen in the red trace in Fig.  4.9 . We propose that

the duel peak structure is mainly due to a gradient in Bx and/or By. It could be potentially

due to hrf
z on the entry or exit atom hole, but we found the frequency difference between

the peaks better matched a gradient in the Bx or By magnetic field, seen later in Fig.  4.14 .

While we were unable to completely zero the transverse magnetic fields, we were able to

reduce/increase the signal due to them by tuning the currents in the magnetic field coils.

There is discussion later on in this section on the effect of unwanted magnetic fields for all

of the different regions in the vacuum chamber.

Additionally, we investigated the interference signal (the Raman interaction, the rf inter-

action, and all of the preparation laser beams are on) when zeroing the transverse magnetic

fields, seen as the blue curve in Fig.  4.9 . We found the spectral shape of the rf only signal

and the interference signal do not match over the same frequency range. We believe this is

due to the cancellation of the signal due to the symmetry of hrf
x and hrf

y over the atom beam,

which only occurs for the interference signal as discussed previously. Therefore in Fig.  4.9 ,
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Figure 4.9. Experimental data of the ∆m = 0 transition peak: the red curve
is the rf only signal and the blue curve is the interference signal. Fraction for
the red trace is the change in population due to the rf field where fraction=0
corresponds to zero atoms in the excited, F=4 state. ∆P for the blue trace is
the amplitude of the interference modulation where ∆P=0 is the amplitude
of the interference is zero.

the rf only signal we observed was the effect due to hrf
x and hrf

y . For the interference signal,

the effect due to hrf
x and hrf

y is spatially canceled and we observed a different, smaller effect

on the signal, details of which are discussed later in this section.

We completed more experiments to verify our inferences by changing different available

variables and observing the interference signal and rf only signal when the transverse mag-

netic field is close to zero. When we changed the rf power, the size of both of the signals

changed in height as expected. When we moved the rf cavity (without clipping the atom

beam), the signals’ spectrum did not change. (Clipping the atom beam reduced the sig-

nal size but did not otherwise change the spectral pattern.) When we changed either the

gradient or magnitude of the transverse magnetic field, the rf only signal had a single peak

change in size whose frequency was at the middle of the deep trench seen in the red curve in

Fig.  4.9 . The single peak rose up/down in the interference signal at the same frequency as

well, but none of the other peaks changed. Additionally, the cables carrying the 9.2 GHz rf

power can leak rf fields outside of the cables, which can potentially cause ground state tran-

sitions outside of the rf cavity [  84 ]. The fields produced around the 9.2 GHz rf cables were

experimentally found to be strongest near the rf cables and connectors. We added shielding

to the rf cables in the vacuum chamber that reduced the leaked rf field by about two orders
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Figure 4.10. The population modulation (∆P ) of the interference signal
vs a sweep across frequency. The orange curve is when the two excitation
chambers are in-phase and the blue curve is when the two excitation chambers
out-of-phase. Each point is the average of 2s from the lock in amplifier, whose
time constant is 100 ms. The in-phase and out-of-phase phase shifter values
were found using the rf only signal for the ∆m = 1 transition peak, to either
maximize or minimize the peak respectively.

of magnitude. We did not find a difference between no rf shielding or with rf shielding in

the interference or rf only signal. The peaks in the interference signal did change somewhat

by changing the phase of one input excitation chamber on the rf cavity in comparison with

the other, but the overall height didn’t change. One example can be seen in Fig.  4.10 . The

rf only signal changed in height depending how in-phase (bigger) or out-of-phase (smaller)

the two excitation chambers were. We decided to investigate the phase difference of the

two excitation chambers more closely as we were able to observe changes to the spectral

interference signal.

We further tested what occurred when the relative phase difference of the two rf inputs

changed by investigating what happened to our signals when the excitation chambers are

completely in- or out-of-phase (or as close as we could realistically achieve). From COMSOL

calculations, when the two excitation chambers are out-of-phase the TM mode in the science

chamber is minimized, seen in Fig.  4.11 and Fig.  4.12 . When the two excitation chambers

are in-phase the TM mode is maximized, seen in Fig.  3.16 and Fig.  3.17 . We determined how

in-phase or out-of-phase the two excitation chambers were by looking at the rf only signal of
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Figure 4.11. Color plot of erf
norm over the rf cavity when the two excitation

chambers are out-of-phase. Units are (V/m).

the ∆m = 1 transition peak height. To optimize the two excitation cavity’s being in-phase,

we tweaked the phase difference to have the ∆m = 1 transition peak be as big as possible

(usually done at small rf powers to avoid saturation effects). To optimize the two excitation

cavity’s being out-of-phase, we tweaked the phase to have the ∆m = 1 transition peak be as

small as could be made (usually done at normal rf powers to keep the signal above the noise).

We weren’t able to completely get them in or out-of-phase, so the ∆m = 1 transition peak

never completely went away while optimizing the out-of-phase phase difference. As a note,

for the out-of-phase signal the ∆m = 0 transition peak was reduced below the noise, while

the in-phase signal was at its biggest. Interestingly, even at these extremes, the interference

signal’s height did not vary that much, seen in Fig.  4.10 . From Comsol simulations, the

hrf
z on the atom hole of the rf cavity maintains a similar magnitude for the two excitation

chambers being in- or out-of-phase, seen in Fig.  4.13 . After all of our tests, we believe the

interference signal we saw is most likely due to the hrf
z near the input and exit atom holes,

while the rf only signal is due to a small gradient of the transverse magnetic field.
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Figure 4.12. Color plot of hrf
norm over the rf cavity when the two excitation

chambers are out-of-phase. Units of the color bar are (A/m).

Figure 4.13. Color plot of hrf
z over the cross section of the atom entry hole

for the rf cavity. The inner black circle is the intended size and location of the
atom beam. a) is when the two excitation chambers are out-of-phase and b)
is when the two excitation chambers are in-phase. Units of the color bar are
(A/m).
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4.4.1 Details on Effects of the Magnetic Fields in Each Region

In this section I will discuss the details of getting the needed magnetic field for each

region. Each region has different sensitivities to a non-ideal magnetic field. The detection

region is the least affected by non-ideal magnetic fields. The large Bz field leaking into the

region from the interaction region does not impact the experimental detection efficiency to a

noticeable degree. The optical pumping region is mildly affected by magnetic fields that are

not Bx. The large Bz field leaking into the region from the interaction region impacts the

pumping efficiency to the correct ground Zeeman level. For example, with no large Bz field

in the interaction region, we can achieve pumping efficiencies of greater than 95% into the

wanted ground m level. With the large Bz ∼ 7G field in the interaction region turned on, the

pumping efficiency dropped to 60%. With the two Bz correcting coils in the optical pumping

region on and tuned to reduce Bz in the pumping region, seen in Fig.  3.9 , we were able to

increase the efficiency to 80%. We also had to keep the imposed Bx field small for the region.

Increasing this field would improve the pumping efficiency, but it would also increase the Bx

field that leaked into the interaction region. Thankfully, poor pumping efficiency mainly just

lowers the overall signal, with minimal effects to the signal from atoms being in the wrong

state. We decided to sacrifice the pumping efficiency for less transverse magnetic fields in

the interaction region. The interaction region is the region most sensitive to the magnitude,

orientation, and uniformity of B. The most sensitive part of the interaction region is along

the 1.25 cm long rf cavity. Misalignment of B with the axis of the rf cavity leads to magnetic

dipole contributions to the signal, that we need to reduce in order to see the EP NC signal.

We also had to ensure that Bz stayed constant over the Raman beam and rf cavity to keep

their resonant frequencies overlapped. When tuning all of the magnetic field coils, we have

to keep the desired magnetic field for each region in mind.

For setting the correct current for the magnetic field coils in the various regions, all of

the coils were tweaked iteratively to get the final desired fields in each region while observing

the rf only signal. We tried observing the interference signal as well for this step, but found

the signal’s shape was too confusing and we were unable to lower the Bx and By field as

far. The shape we ended up looking for on the detection system for the ∆m = 0 transition
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Figure 4.14. The red curve is the experimental data of the ∆m = 0 transi-
tion peak and the blue curve is the theoretical simulation with averaging over
velocity and atom beam width with a linear gradient of Bx. Bx varied linearly
from -30 mG to +30 mG. Fraction is the change in population due to the rf
field where fraction = 0 corresponds to zero atoms in the excited, F = 4 state.

rf only peak was a small and narrow duel peak structure, with the minimum between the

two peaks near zero, seen in Fig.  4.9 . The duel peak structure most likely came from the

gradient Bx and By fields we were unable to reduce. For a gradient of Bx or By that passed

through zero at the center of the cavity, and the integration of the transverse magnetic field

was exactly equal on each half of the rf cavity, the atom beam signal would sum to zero

at the resonant frequency. At non-resonant frequencies, the summing to zero from equal

halves is no longer as clean on the Bloch sphere and will result in a non-zero signal after the

rf cavity. A comparison of theoretical calculations for a linear gradient of Bx or By in our

system to our experimental results is seen in Fig.  4.14 . This leads us to believe for the future

progress, improving the Bx and By gradient in the interaction region will be important.

4.5 Next Steps to Measure the Anapole Moment

After analyzing the current signal we can achieve and verifying our noise in the system,

we believe the most straightforward way to achieve our measurement is to design and create

a new rf cavity that reduces the hrf
z on the atom entry/exit holes of the rf cavity. We

decided the best way to reduce the hrf
z on the atom entry/exit holes was to introduce more
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Figure 4.15. Color plot of hrf
z over the cross section of the atom entry hole

for the rf cavity. The inner black circle is the intended size and location of
the atom beam. a) is when one excitation chamber is excited and b) is when
the two excitation chambers are both excited in-phase. A star denotes the
location of the excited chamber. Units of the color bar are (A/m).

symmetry into the system after testing different configurations in COMSOL. We found that

for the cylindrical rf cavity we used, when both excitation chambers were powered at the

same phase the hrf
z became slightly canceled near the center compared to only one chamber

powered, seen in Fig.  4.15 . We decided to add additional excitation chambers to see if we

could reduce it even further. Due to spatial considerations, we made the excitation chambers

one big cylinder with four SMA cable inputs to evenly input the rf power, seen in Fig.  4.16 .

When each SMA cable input is excited with 1 W, the hrf
z on the atom entry/exit hole is

reduced by over 2 orders of magnitude (where erf
z is four times larger) than the rf cavity

design used for the current experiment (with two SMA cable inputs each excited with 1W

of rf power). The hrf
z on the atom entry hole can be seen in Fig.  4.17 for the new cavity

design. Additionally, what appears on the atom beam entry/exit hole seems to occur near the

limitations in COMSOL’s capabilities, so it could be potentially even smaller. We therefore

believe the new design will reduce hrf
z on the atom entry/exit holes.

If this 4 input rf cavity design does not sufficiently reduce the hrf
z on the atom beam

entry/exit holes, another option would be to use a pulsed experiment to be able to just

‘ignore’ the time the atom spends in the atom hole. We have not implemented this idea or

done much with it due to the current spread of atomic velocities in the system. We would
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Figure 4.16. Proposed 4 input cavity design. The central circular outline
is the science chamber which is the same as the cylindrical cavity that has
been used in this thesis. Surrounding it are four equally-spaced rf inputs in
a second bigger cylindrical cavity that will act like the excitation chambers
of the cylindrical cavity being used. The height of this excitation chamber is
about 1/3 the height of the central cylinder. Power is coupled from the outer
excitation chamber into the central cavity via four coupling channels that are
rectangular in shape.

Figure 4.17. Color plot of hrf
z over the cross section of the atom beam en-

try/exit hole for the newly designed 4 input rf cavity. The inner black circle is
the intended size and location of the atom beam. The stars denote the location
of the SMA inputs. The maximum hrf

z is over 2 orders of magnitude smaller
while erf

z is over 4 times bigger than the current rf cavity. There is doubt in
the shape of the hrf

z as this is close to the limits of COMSOL calculations.
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need to find a way to be able to select just a portion of the atoms at a certain velocity. We

could then use pulses of rf power to only have rf power on when the atoms interact with the

main body of the rf cavity and not the atom entry/exit holes on the rf cavity. This would

allow us to observe EP NC as Vm due to hrf
z would be reduced.
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5. CONCLUSION

This thesis includes my contributions to achieve more precise results of the PNC effect in

cesium atoms. In this chapter I discuss what I have accomplished towards this goal and

what still needs to be done.

5.1 My Contributions

The first contributions I made in the lab were towards measuring various reduced electric

dipole matrix elements in cesium. These measurements, which are described in Appendix  A ,

help improve the experimental value of the scalar and vector polarizabilty for the 6s − 7s

transition in cesium. Improved values help give theorists bench marks to compare their

theories against. The second part is vital, as we rely on theorists to calculate the necessary

factors that relate our measured experimental amplitudes to the anapole moment or the weak

charge of cesium, which cannot be directly experimentally measured. More information on

this may be seen in the Appendix  A .

I also significantly advanced the system and technique for the measurement of the anapole

moment in cesium. I revamped the Raman laser setup from using injection locking to a PLL

circuit to maintain the 9.2 GHz frequency splitting between two lasers. We changed the

design of the rf field from using a PPTL to using a rf cavity to confine the rf fields to a

known region. Finally, I determined that the current limitation in our system to measuring

the anapole moment is the hrf
z on the atom entry and exit holes in the rf cavity.

5.2 Future

The ultimate goal of the anapole moment experiment is to measure the moment to a

precision of 3%. There is a need for further tests of the new proposed 4 port rf cavity,

particularly controlling and characterizing the rf mode in the rf cavity. There is still more

work to be done on characterizing the shape of the static magnetic field in the vacuum

chamber, since new coils will be used to give slight tweaks to Bx and By. The new coils

should introduce smaller gradients in the transverse magnetic field than the pairs I used
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in this document. Lastly more tests will need to be done experimentally to identify and

verify areas of concern for the measurement that we could not fully explore due to the signal

obtained being 3 to 4 orders of magnitude bigger than the expected PNC signal’s amplitude.
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A. ELECTRIC DIPOLE MATRIX ELEMENTS

A.1 Introduction

In this section, we discuss the measurements of electric dipole matrix elements made to-

wards improving our understanding of the weak charge in cesium. For one of the experiments

in the lab, led by Jonah Quirk, the goal is to measure EP NC/β. Though the final variable of

interest is QW , that depends on EP NC . To be able to extract QW from our PNC measure-

ment we must have a precise value of β, the vector polarizability, and KP NC = QW/EP NC ,

a theoretical calculation of the ratio of the weak charge to the amplitude of the PNC inter-

action [  57 ]. To determine β, one can use a measurement of α/β [ 85 ] and a determination

of α. To determine α, one can use a sum-over-states method like in Refs [ 86 ], [  87 ], stated

below.

α = 1
6
∑

n

〈7s1/2 || r || np1/2〉〈np1/2 || r || 6s1/2〉 ×
(

1
E7s − Enp1/2

+ 1
E6s − Enp1/2

)

−〈7s1/2 || r || np3/2〉〈np3/2 || r || 6s1/2〉 ×
(

1
E7s − Enp3/2

+ 1
E6s − Enp3/2

) (A.1)

〈npJ || r || ms1/2〉 are the electric dipole transition matrix elements and Ems and EnpJ
are

state energies, where J = 1/2 or 3/2 is the electronic angular momentum of the state, for the

equation above. Therefore the precision of α depends heavily on the electric dipole transition

matrix elements.

In addition, the matrix elements are important as benchmarks for theorists to pro-

duce more precise calculations of variables of interest that are experimentally inviable, like

KP NC = QW/EP NC . KP NC depends on the overlap of the nucleus with the electron wave-

form, which can not be experimentally measured directly. Therefore theorists use other val-

ues that experimentalists can measure, like dipole matrix elements and hyperfine constants,

as benchmarks for their theory to be compared against. When the theory matches the mea-

surements well, it serves as a guide to how well the theory can produce quantities that are not

measurable. For our new measurement of the PNC amplitude, the most important matrix
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elements are near the 6s 2S1/2 → 7s 2S1/2 transition in cesium, the 〈ms 2S1/2 || r || np 2PJ〉,

where m,n = 6 or 7 and J = 1/2 or 3/2.

Our group has made significant progress in measuring many of the cesium matrix elements

over the last couple years, mainly led by George Toh, Jonah Quirk, and me. The only matrix

element not measured in our lab was the 〈6s 2S1/2 || r || 6p 2PJ〉, as there had already been

multiple, high precision experimental values that we didn’t need to improve upon. For the

rest of this chapter, I will go into detail how we reduced the uncertainty of these matrix

elements to the 0.1% level.

A.2 6s 6p

For the 〈6s 2S1/2 || r || 6p 2PJ〉 matrix elements, we found we did not need to remeasure

them as they had been measured in a multitude of ways over the years. The different

types of measurements include measuring the lifetime of the state, using the ground-state

polarizability to calculate the matrix element, and other methods. These various methods of

calculating the matrix value agree quite well as seen in Table  A.1 . From Refs. [ 88 ]–[ 98 ], we

found the weighted average for the matrix elements to be 〈6s1/2 || r || 6p1/2〉 = 4.5057(16) a0

and 〈6s1/2 || r || 6p3/2〉 = 6.3398 (22) a0. This obtains a precision of ∼ 0.035% for these

matrix elements.

A.3 6p 7s

A.3.1 Lifetime of the 7s State

For the 6p − 7s matrix elements we needed to complete two different experiments to

obtain the value of the matrix element value, both led by George Toh. The first experiment

was measuring the lifetime of the 7s state. The 7s state can decay two main ways as seen

in Fig.  A.1 , either to the 6p3/2 or 6p1/2 state. The equation relating the matrix elements to

the life time is:
1
τ7s

=
∑

j=1/2,3/2

4
3
ωj

3

c2 α
| 〈7s || r || 6pj〉 |2

2j′ + 1 . (A.2)
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Figure A.1. Cesium energy levels showing the important energy levels of
Cs-133 for the measurement of the lifetime of the 7s state.

where ωj are the transition frequencies for the 7s 2S1/2 → 6p 2Pj transitions, j′ = 1/2 is the

electronic angular momentum of the 7s 2S1/2 state, c is the speed of light, and α is the fine

structure constant.

In 2018 our group made a measurement of the 7s lifetime. We passed a 1079 nm laser

beam through a cesium vapor cell to excite the ground state cesium atoms into the 7s state.

An acousto-optical modulator (AOM) is used to quickly turn off the laser light to observe

only the decay of atoms from the 7s state. The decay light is then detected in a single

photon detector (SPD). We used the 1470 nm light as the decay light due to our access to a

SPD that had good quantum efficiency there, reduction in possible radiation trapping effects

due to not being a decay to the ground state, a higher branching ratio than the 1360 nm

light (i.e. a higher chance of decaying at 1470 nm than 1360 nm), the time dependence of

the decay signal being a single exponential form, and the ease of being able to filter out the

unwanted light with a long-pass filter to only see the 1470 nm light. We then fit the decay

curve to a single exponential curve and calculate the 7s lifetime as 48.28 ± 0.07 ns. More

details on the experiment can be found in Ref. [ 99 ].
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Figure A.2. Cesium energy levels of interest for the ratio of the 6p − 7s
states. where λ1 and λ2 are the two different laser’s wavelengths used in the
experiment, ∼ 850 nm and ∼ 1470 nm

Measuring the lifetime is not enough to get the matrix element as the lifetime is related to

both of the matrix elements. To get the matrix elements we needed another way to measure

the relationship of the two matrix elements.

A.3.2 Ratio of the 〈7s1/2 || r || 6p3/2〉/〈7s1/2 || r || 6p1/2〉

I worked with George Toh to measure the ratio of the two 6p− 7s states by comparisons

of two-color, two-photon excitation rates of the 7s 2S1/2 state using laser beams with po-

larizations parallel to one another vs. perpendicular to one another. We used two different

wavelength lasers at λ2 ∼ 1470 nm and λ1 ∼ 850 nm as seen in Fig.  A.2 . We changed the

detuning, ∆ in Fig.  A.2 , away from directly exciting the intermediate state 6p3/2, instead

exciting the ground state cesium atoms through a intermediate virtual energy level to the 7s

state. As ∆ is changed, the transition rate of the perpendicular (S⊥) to parallel (S‖) polar-

ization changes. We detected the changes in transition rate up to the 7s state by detecting
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the fluorescence of the 852 nm decay light with a photo-multiplier tube (PMT). We chose

this wavelength due to the PMT’s we had access to being more efficient at this wavelength.

The strength of the transition from 6s 2S1/2, F = 4 → 7s 2S1/2, F = 4 component

(4 → 4) for the parallel polarization can be written as:

S‖,4→4 = 2π

~2
9
16 | α̃ |2 E2

1E
2
2 , (A.3)

with the amplitude of λi being Ei and

α̃ = e2

6
∑

n

[
〈7s1/2 || r || np1/2〉〈np1/2 || r || 6s1/2〉

×
{

1
ω2 − ωnp1/2

+ 1
ω1 − ωnp1/2

}
(A.4)

−〈7s1/2 || r || np3/2〉〈np3/2 || r || 6s1/2〉

×
{

1
ω2 − ωnp3/2

+ 1
ω1 − ωnp3/2

}]

where ω1 is the frequency of the first laser, ∼ 850 nm, and ω2 is the frequency of the second

laser, ∼ 1470 nm. ωnp1/2 and ωnp3/2 are the frequency of the transition from 6s − npj. The

strength of the perpendicular polarization transition for 4 → 4 is different than the parallel

with its strength being

S⊥,4→4 = 2π

~2
15
64 | β̃ |2 E2

1E
2
2 , (A.5)

where

β̃ = e2

6
∑

n

[
〈7s1/2 || r || np1/2〉〈np1/2 || r || 6s1/2〉

×
{

1
ω2 − ωnp1/2

− 1
ω1 − ωnp1/2

}
(A.6)

+1
2〈7s1/2 || r || np3/2〉〈np3/2 || r || 6s1/2〉

×
{

1
ω2 − ωnp3/2

− 1
ω1 − ωnp3/2

}]
.
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When we take a ratio of the two different polarizations, seen below, we find that ampli-

tudes of the laser’s strengths no longer contribute and therefore the precision of the mea-

surement is not dependent on our exact knowledge of that quantity as long as we keep the

strength the same for the two polarizations.

(
S‖

S⊥

)
4→4

= 12
5

| α̃ |2

| β̃ |2
. (A.7)

The transition from 6s 2S1/2, F = 3 → 7s 2S1/2, F = 3 component (3 → 3) is very

similar to the 4 → 4, whose only difference is the constant in front with

S‖,3→3 = 2π

~2
7
16 | α̃ |2 E2

1E
2
2 (A.8)

for parallel polarization, and

S⊥,3→3 = 2π

~2
7
64 | β̃ |2 E2

1E
2
2 (A.9)

for perpendicular polarization. The ratio of the two polarizations also follows a similar

pattern to become: (
S‖

S⊥

)
3→3

= 4 | α̃ |2

| β̃ |2
. (A.10)

Therefore the two different polarizations strengths will change as ω1 and ω2 change, or as ∆

changes (the difference between ω6p3/2 and ω1).

For this experiment we used a 1470 nm homemade ECDL in the Littmann configuration

and a Ti:sapphire laser tuned near 850 nm. We chose a Littmann configuration for the 1470

nm laser due to it’s unique feature of being able to be tuned over a wide-range of wavelengths

without the output beam moving. The Ti:sapphire laser was coupled into a fiber for the light

to be transferred over to the experiment table. We used a cesium vapor cell and counter-

propagated the 850 nm and 1470 nm inside the cell. In each of the paths we have placed

polarization optics in order to ensure the polarization purity of each laser. Through trial

and error we learned that all of the optics needed to be mounted with soft plastic o-rings or

flexible epoxy instead of metal o-rings or hard epoxy as they introduced birefringence strains
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that effected the purity of the polarization. The strength of the transition was measured by

ramping the Ti:sapphire laser over the transition and fitting the absorption spectrum to a

Gaussian fit to obtain the height of the peak. We then measured the strength of the transition

with the two lasers either having polarizations parallel to each other or perpendicular as a

ratio of each other. We repeated this measurement over a range of 250 cm−1, with the final

results seen in Fig.  A.3 .

We then fit these results with the above equations to find that the ratio of the two

matrix elements is R = 〈7s1/2 || r || 6p3/2〉/〈7s1/2 || r || 6p1/2〉 = 1.5272 (17). Then

combined with the measurement of the lifetime of the 7s state, we were able to determine

that 〈7s1/2 || r || 6p3/2〉 = −6.489 (5) and 〈7s1/2 || r || 6p1/2〉 = −4.249 (4). More details can

be found in Ref. [  100 ].

A.4 7s 7p

We found when we looked into how the 7s − 7p matrix elements were obtained, that

Ref. [ 101 ] calculated them using a measurement of the dc Stark shift ∆α6s7s of the 6s →

7s transition [ 102 ], the 7s − 6p matrix elements, and a measurement of the ground state

polarizability α6s [ 92 ], [  96 ] in their calculation. They first calculated the polarizability of

the 7s state, α7s, from ∆α6s7s and α6s. The polarizability of the 7s state then depends

on the 7s − 7p and 7s − 6p matrix element values. Since we more precisely measured the

7s − 6p matrix elements from the last section, we can then use the same calculation as

Ref. [  101 ] but with our newly measured and more precise 7s − 6p matrix elements to more

precisely obtain the 7s− 7p matrix elements. Our results from repeating this calculation are

〈7s1/2 || r || 7p1/2〉 = 10.325 (5) a0 and 〈7s1/2 || r || 7p3/2〉 = 14.344 (7) a0, which improves

the uncertainty from 0.15% to 0.05%.

After Tan et al.[  69 ], computed reduced electric-dipole matrix elements, they found the

7s− 7p had the largest disagreement between experiment and theory. This led our group to

redo Bennett’s [  102 ] Stark shift measurement, led by Jonah Quirk [  103 ]. This new experiment

obtained a new value of the Stark shift and therefore new values for the 7s − 7p matrix
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Figure A.3. From Ref. [  100 ] of the change of S‖/S⊥ due to the change in
detuning ∆. In (a) the red line is the curve from the 6s F = 4−7s F = 4 while
the blue line is the 6s F = 3−7s F = 3. The data points are the experimental
data, with those lying near the red line on the F=4-4 transition and those
near the blue line the F=3-3 transition. In (b) we show the residual of the
experimental data point to the theoretical curve, with the error bars showing
the 1σ uncertainty (the error bars are also in (a) but are mostly smaller than
the data point).
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elements: 〈7s1/2 || r || 7p1/2〉 = 10.303 (2) a0 and 〈7s1/2 || r || 7p3/2〉 = 14.312 (3) a0 at lower

uncertainty.

A.5 6s 7p

The last matrix elements are for the 6s − 7p transition. In the past, Antypas from our

group measured them to less than 0.6% uncertainty [ 104 ]. The main contributor to the

uncertainty was found to be the fact that the 6s − 7p1/2 absorption strength differed too

much from the reference state, 6s − 6p1/2. Antypas was unable to obtain a large range of

densities where both transitions were strong enough to be able to see both absorption curves,

yet not too strong to the point of saturating one of the transitions. The level of precision

of the two matrix elements could be improved by using two blue 450 nm lasers to directly

compare the 6s− 7p3/2 and 6s− 7p1/2 matrix elements instead of only one blue 450 nm laser

and a 894 nm laser to compare for both matrix elements.

Additionally as we worked on the experiment, we investigated how to fit the absorption

curves. We discovered, both with newly collected data and the data Antypas collected, that

there was a tiny difference of less than 1% between a purely Gaussian Doppler-broadened fit

to the absorption curves and a proper Voigt profile fit to the curves. The Voigt profile is the

convolution of the the Gaussian line-shape, due to Doppler-broadening, and a Lorenzian line-

shape, due to the homogeneous natural linewidth of the transition and laser. We therefore

used the more precise theoretical model with a Voigt profile to fit all of our curves to be

confident with a 0.1% uncertainty. During our investigation of the absorption curves we also

discovered the importance of the photodiode collecting the absorption curves having a fast

enough fall/rise time to be able to record the absorption curve when the cesium goes from

completely absorbing to fully transmitting the laser light. Therefore, we had to be careful

with the scan speed of the laser over the transition and fall/rise time of the photodiode

when collecting curves. To ensure the reliability of our results we decided to also re-do the

measurement of the 6s− 7p3/2 matrix element, by repeating Antypas’s measurement of the

6s− 7p3/2 matrix element with its reference to the 6s− 6p1/2 matrix element along with our
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planned measurement of the 6s − 7p1/2 matrix element referenced to the 6s − 7p3/2 matrix

element.

A.5.1 Theory

The experiment to measure the 6s− 7pj matrix elements used a narrow-band laser trav-

eling through an atomic vapor cell to observe the amount of laser power that is transmitted

through the cell. When the laser light’s wavelength is the same as a transition of the atoms in

the vapor cell, some of the laser’s power is absorbed, causing a reduction in the transmitted

laser power. The power transmitted in this situation can be written as

P (ω) = P0 exp {−2α(ω)`cell}, (A.11)

where α(ω) is the frequency-dependent electric field attenuation coefficient dependent on the

atomic species, P0 is the incident power on the vapor cell, and `cell is the length of the cell.

The key to figuring out the dependence of the transmitted power is how the frequency de-

pendence works, α(ω), which depends on the specifics of the experiment. For our experiment

we are using linearly polarized laser light going through a vapor cell to a photodiode. We

are not counter-propagating the laser, so the absorption curve will be Doppler-broadened.

From Ref. [ 90 ], the form of α(ω) can be written as

α(ω) = 2π2nαfsω

(2I + 1) (2J + 1) | 〈J ′ || ~r || J〉 |2 ×
∑
F ′,

∑
F

qJ,F →J ′,F ′V (ω), (A.12)

which involves the matrix elements. From the equation, n is the number density of the cesium

atoms along the laser’s path, αfs is the fine-structure constant, and ω is the frequency. J is

the quantum number for the total electric spin, I is the quantum number for the nuclear spin,

and F is the quantum number for the total angular momentum (where m is the projection of

F on the z-axis). To distinguish between the ground and excited states, we are using prime
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Table A.2. Calculated values from Eq. (  A.13 ) for the hyperfine components
of interest for the 6s 2S1/2 → np 2Pj transition.

F → F ′ 6s 2S1/2 → np 2P1/2 6s 2S1/2 → np 2P3/2

4 → 3′ 7/8 7/48
4 → 4′ 5/8 7/16
4 → 5′ − 11/12

3 → 2′ − 5/12
3 → 3′ 7/24 7/16
3 → 4′ 7/8 5/16

notation to denote the excited state (i.e. m′) and unprimed to denote the ground state (i.e.

m). qJ,F →J ′,F ′ are factors that depend on the hyperfine component and can be written as

qJ,F →J ′,F ′ = (−1)2(I+J) (2F ′ + 1) (2F + 1)

×
∑

m,m′

 F ′ 1 F

−m′ 0 m


2 J ′ F ′ I

F J 1


2

, (A.13)

where the array in parentheses are the Wigner 3j symbol and the array in the curly brackets

are the Wigner 6j symbol. They are also tabulated for the transitions used in this experiment

in Table  A.2 . Finally V (ω) is the Voigt profile, the convolution of the Gaussian distribution

and homogeneous Lorentzian. It can be written as

V (ω) =
√

ln 2
π3

1
∆ωD

∫ ∞

−∞

Γ′e−4 ln 2(ωD/∆ωD)2
dωD

[ω − ωD − ωF →F ′ ]2 + Γ′2/4
, (A.14)

where ∆ωD is the width of the Gaussian distribution and Γ′ is the width of the Lorentzian

distribution. ωF →F ′ is the transition frequency between the hyperfine components F → F ′

and ωD is the Doppler shift. The Voigt profile is properly normalized such that integrating

over the resonance goes to one.

The above equations explicitly depend on atomic density in the vapor cell. Therefore

to achieve high precision we would need to precisely know the density in the vapor cell.

Additionally, our precision would also be limited by the uncertainty with which we know the
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Figure A.4. From Ref. [  105 ]. The energy levels of interest for the experiment.
(a) is for measuring R1 and (b) is for measuring R2.

length of the cell. To simplify the experiment instead we will take a ratio of two different

transitions absorption strengths, one being a reference transition that is known well, in which

the length of the cell and the density of the atomic vapor will be the same for both and thus

eliminate our measurements dependence on these quantities. One stipulation of taking the

ratio is we must take our measurements of the two different transitions in a short enough

time that the atomic vapor density does not change. To measure the two matrix elements of

interest we will conduct two experiments. First we will measure the 6s−7p3/2 matrix element

by using the 6s− 6p1/2 matrix element as the reference element. Then we will measure the

6s − 7p1/2 matrix element with the reference matrix element our newly measured matrix

element from the 6s− 7p3/2 state. The associated energy levels are illustrated in Fig.  A.4 .

The first ratio we measure is

R1 ≡
〈6s1/2 || r || 6p1/2〉
〈6s1/2 || r || 7p3/2〉

=

√√√√α894
3→3′(ω0)/(7/24)

α456
F →F ′(ω0)/qF →F ′

. (A.15)
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We find that the α456
F →F ′(ω0)/qF →F ′ is the same for all of the hyperfine components of each

of the transitions, so to simplify the expression we will use

Υλ = αλ
F →F ′(ω0)/qF →F ′ (A.16)

such that R1 becomes

R1 = 〈6s1/2 || r || 6p1/2〉
〈6s1/2 || r || 7p3/2〉

=
√

Υ894

Υ456 . (A.17)

The second ratio we will measure will be between the two 6s− 7pJ states, written as

R2 ≡
〈6s1/2 || r || 7p3/2〉
〈6s1/2 || r || 7p1/2〉

=
√

Υ456

Υ459 . (A.18)

A.5.2 Setup

The equipment setup we use for the experiment is shown in Figure  A.5 . The lasers we

are using are all homemade external cavity diode lasers (ECDL) in the Littrow configuration.

The 894 nm laser and one of the 450 nm lasers are the same diodes used by Antypas from

our group’s previous experiment. Additionally, the 450 nm laser is in the same cavity as

before, but re-tuned back into alignment, with the 894 nm laser setup in a whole new cavity.

We obtained another 450 nm laser, but found that it could not reach up to 459 nm for

the 7p1/2 transition, so we used the old 450 nm laser for the 7p1/2 transition at 459 nm

and the new 450 nm laser for the 7p3/2 transition at 456 nm. We were able to tune the

frequency of the lasers by tuning the current, temperature, and PZT of each of the lasers.

By further using a feed-forward circuit to tune the current of the laser and voltage going to

the PZT simultaneously, we were able to achieve a 4-10 GHz mode-hop free tuning range

for each of the lasers. This mode-hop free tuning range is far greater than the width of the

Doppler-broadened spectra, allowing us to obtain the whole spectrum, including regions of

no absorption for all of the spectrum.

Each of the lasers produces power in the 10 mW range, which we stabilized using an AOM

and a photodiode. We oriented the AOM such that we saw the first-order diffraction beam

coming out when rf power was supplied to the AOM. The diffracted beam is blocked and
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Figure A.5. From Ref. [  105 ]. The setup for measuring the 6s − 7p3/2 and
6s−7p1/2 matrix elements. The 455.7 nm laser is used for both measurements.
The 894.6 nm or 459.4 nm laser changes depending on the measurement, R1
or R2 respectively, being done. (AOM1,2) acousto-optic modulators; (ECDL)
external cavity diode laser; (PD1-3) photodiodes; (FP1,2) Fabry-Pérot cavi-
ties; and (W) wedged windows. FP2 (in the dashed box) is used only for the
measurement of R1.
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then a portion of the undiffracted beam is diverted to a photodiode. We used the photodiode

current to observe the relative power of the laser. With this readout we were able to create

an error signal that we used to send to the controller of the rf power to adjust the rf power

such that the undiffracted beam maintains relatively flat power over the whole scan, while

dumping excess power into the diffracted beam that is blocked. We needed the constant

laser power to help ensure any change to the signal is due solely to absorption in the vapor

cell and not due to laser power changing. We managed to get the laser power variation to

less than 3% variation over a 4-6 GHz scan of the 456 nm and 459 nm lasers and to less than

a 0.5% variation over a 4-6 GHz scan for the 894 nm laser.

To reduce any impact due to saturation of the transition, we diminished the laser power

using a combination of wedged windows and neutral density filters to around the 100 nW

level for the 450 nm lasers and the 10 nW level for the 894 nm laser. The size of the 456 nm

and 459 nm lasers at the vapor cell was ∼ 1.2 by 0.8 mm with the 894 nm laser bigger with

a size of ∼ 2 by 2 mm. We had the 894 nm laser both bigger and with less power than the

450 nm lasers to attain similar levels of saturation of the transition. This is due to 6s−6p1/2

transition being stronger at similar laser powers to the 6s− 7pj transitions.

We calibrated the frequency scans using Fabry-Pérot cavities at appropriate wavelengths

for each laser frequency, with both of the 450 nm lasers using the same cavity and the 894

nm laser having it’s own cavity. The cavities both had free spectral ranges of about 1500

MHz. We then had the laser going to both the cavity and through the vapor cell at the same

time to be able to map the time scale to a frequency one for the absorption spectrum. To

make use of the power we were dumping with the wedged windows we ended up using the

unused power to send to the Fabry-Pérot cavity.

We also used the wedged windows to overlap the two lasers needed to drive the transitions

of interest for the experiment, seen in Fig.  A.4 . We went to great lengths to ensure the two

lasers overlapped, so that way we were assured that they traveled the same distance, over

the same atomic density, in the vapor cell. We sent the laser beams over a distance of 14 m

away to observe the quality of the overlap of the two beams. The beams were overlapped

such that any possible divergence of the two beams to being parallel is 0.05 mrad, or less
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than a 0.5 mm difference in the vapor cell. This ensures that any possible difference in the

path length is under 0.02%.

Additionally, we left space in the beam path for another vapor cell that we could remove

and insert easily from the path. This cell is labeled as the Hot Cell in the experimental

setup in Figure  A.5 . We heated this cell to around 120◦C, significantly higher than the

vapor cell used for the main measurement. This ensured that all of the laser light that was

on transition with the cesium in the vacuum chamber was absorbed in the Hot Cell. Any

light that made it to the final photodiode was solely due to the power in the laser’s wings

that was not at the transition frequency. We used this measurement to deduct off this power

in the laser wings from our final absorption spectra measurement.

The main vapor cell we used was borrowed from Carol Tanner at the University of Notre

Dame. It was made in house at the university in order to have good control and knowledge

over the dimensions of the cell. The main dimensions of interest for this experiment are that

the total length of the cell is 29.9034(44) cm and both windows the laser beam passes through

are flat. It also had a very long cold finger in the cell to help achieve stable and reliable

control over the density of cesium in the cell. We maintained the body of the vapor cell at

∼ 25◦C with the cold finger’s temperature ranging over −8◦C to 18◦C to obtain different

cesium densities in the cell. We were able to maintain the two different temperatures by

encasing the main body of the cell with Kapton heaters and insulation to create a stable

temperature and inserting the cold finger into a block of copper. The temperature of the

copper block was controlled by using a thermoelectric cooler and a temperature sensor to

create a feed back control. This allowed us separate control over the cold finger and main

body temperatures.

We used two different vapor cells for the final vapor cell for the R2 measurement to ensure

that there was no significant effect due to miscellaneous atoms getting into the vapor cell or

effects from the length of the interaction path/total density in the cell (we could use different

temperature ranges due to the difference in path length). Along with cell mentioned above,

we used a smaller, ∼ 6 cm, cell with wedged windows (0.5◦). We achieved a similar setup

of inserting the cold finger of the vapor cell into an aluminum block, using a thermoelectric

cooler and temperature sensor to control the temperature of the cold finger. We encased the
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main body of the cell with heat tape that was coiled around the cell in a random pattern

to prevent fields from forming in the vapor cell due to the current flowing through the heat

tape. The main body was then wrapped in aluminum foil to help maintain a uniform and

stable temperature in the vapor cell. We maintained a uniform temperature of around 80◦C

in the main body of the cell and changed the temperature of the cold finger over a range of

40◦C to 60◦C.

Finally, the final photodiode needed to be carefully crafted in order to ensure we were not

scanning through the absorption spectra faster than the photodiode could record the signal.

Also, due to the necessary constraint at working at low laser powers to reduce saturation

intensity effects, we needed the photodiode to be sensitive and low noise. We used a silicon

photodiode that was sensitive to both 450 nm and 894 nm, the FDS010 diode from Thorlabs.

It has a 1 ns rise time, responsive over 200 - 1100 nm, and a Ø1mm2 active area. We amplified

the current of the photodiode in a transimpedance amplifier that had a gain of 5 × 107V/A.

We further had to increase the signal with a second gain stage of 10. Additionally in order to

ensure the system was fast enough to map out the whole spectrum we slowed down the scan

speed of the laser frequency down to about 4 GHz/s along with a wide amplifier bandwidth

of 60 kHz. We initially were scanning much quicker to make data collection faster but found

out that as we changed the scan rate of the laser, we changed the apparent depth of the

absorption spectrum. We decreased the speed of the scan (and increased the bandwidth of

the amplifier when needed) until changing scan speed either faster or slower did not change

the depth of the absorption spectra, deciding that the fall and rise times of the photodiode

were sufficient to observe the total change due to the cesium absorbing the laser light. For

the R2 measurement, due to the fact that the absorption strengths were more similar for

the 459 nm and 456 nm lasers than the 456 nm and 894 nm, we were able to use less deep

absorption spectrum for both transitions and as such was able to speed up the scan of the

laser frequency to capture eight full absorption spectrum in 8s (using the same method as

before to ensure the photodiode could sufficiently capture the spectrum). Additionally we

were able to increase the signal-to-noise ratio by decreasing the detector bandwidth to 2

kHz.
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In order to ensure all laser beam’s light hits the photodiode sensor we have placed a

15 cm focal length lens after the vapor cell and before the photodiode. This allows us

to reduce the size of the laser beam to less than the size of the photodiode. Due to the

sensitivity of the photodiode, we had to perform the experiment without room lights on in

addition to inserting a cylinder of aluminum foil in the distance between the vapor cell and

the photodiode. This reduced the background signal, with no laser light, to that of just the

photodiode and transimpedance amplifier circuit.

A.5.3 R1 and R2 Measurement

To measure R1 or R2, we need to obtain absorption curves where we can be confident in

the depth of the curve. In order to do this we need to measure the total amount of signal that

comes from noise on the photodiode circuit, what will be called the background offset level,

along with any signal that comes from off-resonant laser light (power in the wings of the laser

power spectrum) during the on-resonant laser frequency scan, which will be called laser wing

power. To measure the background offset level is simply done by blocking both of the lasers

from reaching the vapor cell, and recording the photodiode signal. For the R1 measurement,

the background offset was around 15-17 mV, varying over the day. Therefore before each run

we recorded the background signal. For the measurement of R2, due to having the better

signal-to-noise ratio for the photodiode with a lower bandwidth, the background level was

only about 1 mV. Any variations in the 1 mV were well within our uncertainty and as such

we only recorded the background signal a couple of times during the day instead of before

every run.

To measure the power in the laser wings, we inserted the hot cell in the path of the laser

and recorded the amount of signal left after all of the on-resonant laser light was absorbed

in the hot cell, seen in Figure  A.6 . We found that the 456 nm laser had about 0.1% laser

power in the wings, about 1% for the 894 nm laser, and about 0.3% in the 459 nm laser. To

find the signal solely due to the laser wing power, we subtracted off the background power.

Unfortunately, adding the additional cell did effect the amount of total laser power hitting

the photodiode, so we had to account for the fact that some of the power in the laser wings
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Figure A.6. An example of the complete absorption due to the hot cell being
in the path of the 459 nm laser.

was being lost in additional windows of the hot cell. Therefore, we took a ratio of the total

voltage level without the hot cell to that with the hot cell (i.e. the flat level amount of voltage

with no absorption), and multiplied the corrected measured laser wing power by this ratio to

find out how much laser wing power is there without the hot cell. The ratio of nohotcell
hotcell

was

usually about 1.1 to 1.3, depending on how well we lined up the hot cell in the path again.

We then added back in the background signal to find the total offset signal. We preformed

the measurement of the laser wing power before each run for both the measurements of R1

and R2. Then we took off the total offset signal value for all of the absorption spectra in the

run. For a couple of the runs we did repeat measuring the hot cell absorption spectra again

at the end of the run but found that there was not a significant change over the course of

the run. We decided that the measurement of the laser wing power at the beginning of the

run was sufficient.

For a complete run of a measurement, after we collect the hot cell signal, we block one

of the lasers while letting the other one through to the vapor cell. We then record about

four full absorption curves over 10 seconds for the measurement of R1 and about eight full

absorption curves over 2 seconds for the measurement of R2. We then switch which laser is

blocked and repeat. We then repeat this process until we have 3 records of the second laser

and 4 records of the first laser. This allows us to see if the density changed over the time
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and average out the density change if it is linear and slow enough. Also, this allows us to get

more records of the more uncertain absorption curves to help reduce the uncertainty. For

that reason, during the R1 measurement, the first laser was the 894 nm laser and the second

laser was the 456 nm laser. This was mainly due to the fact that the 894 nm absorption on

resonance was near enough complete that small variations in the depth of the signal that

were recorded caused major changes in the fitting of the Υ894 as compared to the 456 nm

laser were similar variations in absorption depth did not effect Υ456 as significantly. For the

R2 measurement the first laser was the 459 nm laser and the second was the 456 nm. In

this case we kept the 456 nm laser’s absorption well below complete in order to increase our

speed scan and increase the signal to noise, so the smaller 459 nm absorption curve’s fit was

more uncertain due to the smaller depth of the curve. Examples of the absorption curves

and fits are shown in Figures  A.7 and  A.8 . Notice the difference in the size of the residual

spread being greater for the 894 nm and 456 nm spectra in comparison to the 456 nm and

459 nm mainly due to the increase in photodiode bandwidth.

After we complete the measurement, we wait awhile and repeat a few more times at

the same cold-finger temperatures, which helps us verify that the density of the atoms was

indeed stable over the records. After we are satisfied that the records were run while the

atomic density was stabilized, we changed the temperature. We waited until the tempera-

ture stabilized and then repeated the measurement process again. In this way were able to

record multiple measurements at similar densities and repeat it over a wide range of den-

sities to investigate a wide range of values for all of the Υλ. In addition we also did one

measurement with the vapor cell completely removed from the system to verify the absence

of the absorption spectrum features from the scan, adding a point at Υλ = 0 on our range

of values.

As we perform the experiment we have the choice of exciting from the 6s F=4 or F=3

ground hyperfine state. For the R1 measurement we chose to excite solely from the F=3 for

the 894 nm laser and F=4 for the 456 nm laser. This allowed a longer range of Υλ with

both of the absorption curves of similar depth. Therefore since 894 nm absorption curve is

deeper than the 456 nm curve and the F=3 ground state transition is weaker than the F=4

state transition, we chose the starting state for both that decreased the 894 nm transition
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Figure A.7. Absorption spectra examples for the 456 nm and 894 nm lasers.
The x-axis is the laser frequency as we scan the laser and the y-axis is the
photodiode signal after correction for the total offset in the signal from the
laser wings and background noise. The red data points are the experimental
data while the dashed black line is the fit from Equation  A.11 . The cold finger
was at −2◦C. (a) The 456 nm spectrum is from the transition from F=4 to
F′=3′,4′,5′, where the upper state hyperfine structure is not resolved. (c) The
894 nm spectrum is from F=3 to F′=3′,4′, where the upper state hyperfine
structure is resolved. (b) The residual (data-fit) for the 456 nm curve from
(a). (d) The residual (data-fit) for the 894 nm curve from (c).
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Figure A.8. Absorption spectra examples for the 456 nm and 459 nm lasers.
The x-axis is the laser frequency as we scan the laser and the y-axis is the
photodiode signal after correction for the total offset in the signal from the
laser wings and background noise. The red data points are the experimental
data while the dashed black line is the fit from Equation  A.11 . The cold finger
was at 56◦C and the 6 cm vapor cell was used. (a) The 459 nm spectrum
is from the transition from F=4 to F′=3′,4′, where the upper state hyperfine
structure is not resolved. (c) The 456 nm spectrum is from F=4 to F′=3′,4′,5′,
where the upper state hyperfine structure is not resolved. (b) The residual
(data-fit) for the 459 nm curve from (a). (d) The residual (data-fit) for the
456 nm curve from (c).
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and increased the 456 nm. For the R2 we ran two complete runs of just comparing the F=3

starting state for 456 nm and 459 nm and then just the F=4 (we also did one more run with

the F=3 starting state but with the longer vapor cell instead of the shorter cell to test for

background or density variation effects).

After we collect the absorption curves we need to fit them to Equation  A.11 to obtain

the Υλ value for the curve. Our first step in accomplishing this goal is to convert the time

scale on the x-axis into a frequency scale. We use the Fabry-Pérot cavity to convert time

into frequency. To do this we use the transmission peaks of the Fabry-Pérot cavity, ensuring

we have at least four peaks over the scale (typically there are five transmission peaks from

the cavity over the absorption curve scan). We then fit them to a third-order polynomial to

relate the time scale of the photodiode scan to the laser frequency change over that time.

We fit to the third-order polynomial instead of the second-order to catch any non-linearity in

the scan. While working with the fits, we found that changes to the value of the free-spectral

range (FSR) of the Fabry-Pérot cavity of a couple of MHz would change the fitted value of

Υλ.

We found that just using the approximate FSR of the cavity of ∼ 1500 MHz was not

precise enough. Therefore we had to experimentally find the FSR of the cavity. This was

accomplished through fitting the absorption curves and changing the presumed FSR value

of the cavity. Due to our precise understanding of the frequency splitting of the hyperfine

components in the 7p and 6p states, when the FSR is off, and therefore the frequency

calibration of the scan is off, there is extra structure in the residuals of the fits. The measured

values for the frequency difference between the hyperfine components we used is found in

Ref. [  30 ]–[ 33 ]. We found that between the blue lasers that the 459 nm absorption curves

in particular were sensitive to changes in the FSR value, with extra structure appearing

when the FSR was off. The 894 nm absorption peaks were even more sensitive due to the

fact that the two hyperfine peaks are clearly distinct, unlike the 7p states where all of the

hyperfine structure overlaps to form just one peak. The FSR for each absorption curve was

determined by calculating the residual for each FSR value and finding the minimum value.

We repeated the process thirty times for the 894 nm Fabry-Pérot cavity and 90 times for

the blue laser cavity (due to the higher spread in minimum FSR values compared to the
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894 nm spectrum). We determined that the FSR for the 450 nm Fabry-Pérot cavity was

1501.6(10) MHz while the 894 nm FSR is 1481.9(4) MHz. We then take those FSR values

for the third-order polynomial fit to the Fabry-Pérot cavity transmission peaks.

After we translate the time scale to a frequency scale we can fit the absorption curves

to Eqs. (  A.11 )−( A.14 ). We have five adjustable values, the value of the total transmitted

laser power through the cell, a term that accounts for a slope in the total transmitted laser

power, the center frequency of one of the hyperfine components in the curve (can be any

one), the linewidth of the Doppler broadened width, and Υλ, the value we want. We fixed

the Lorenzian linewidth for the Voigt line shape as Γ′ = 2π(∆νN + 0.2 MHz), where ∆νN is

the natural linewidth for the final state where ∆νN = 4.6 MHz [  88 ]–[ 98 ] for the 894 nm laser

absorption spectrum, 1.22 MHz [  106 ]–[ 111 ] for the 456 nm absorption spectrum, and 1.06

MHz [ 106 ]–[ 111 ] for the 459 nm absorption. The 0.2 MHz is for the linewidth of the laser,

which is approximately the same for all of the lasers as they are all Littrow style ECDL

lasers, with more details later on how we experimentally found the value. We also fixed the

relative heights of the hyperfine components using the qF →F ′ factors in Table  A.2 . After

the fit we verified that the Doppler broadened width was near our predicted values from the

approximate temperature based off of the Doppler full-width-at-half-maximum (FWHM),

∆ωD, of the transition, equal to ω
√

8kBT ln 2/(Mc2) . The 894 nm absorption curve was ∼

360 MHz, the 456 nm and 459nm absorption curves were ∼ 700 MHz.

We experimentally measured the linewidth of the lasers by beating them against another

laser near the same frequency. For the 894 nm laser, we have access to a frequency comb

that covers 894 nm. We overlapped the 894 nm laser and the frequency comb on a fast

photodiode, sending the photodiode’s signal to a rf spectrum analyzer. We can then analyze

the bandwidth of the 894 nm by observing the beat note on the rf spectrum analyzer. As

the frequency comb’s laser width is tiny in comparison to the 894 nm laser, any width in

the beat note is mainly due to the 894 nm laser. For the 456 nm and 459 nm lasers, the

frequency comb does not go down to this wavelength, so we beat the two 450 nm lasers

against each other. Since both 450 nm lasers were ECDL lasers in Littrow configuration, we

assumed that their linewidths would be similar. Therefore the beat note’s width would have

similar contributions from both lasers. Over the long term scale of a full measurement set,
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all of the beat notes traversed 2-3 MHz. We attributed this spread due to the vibrations

in the cavity. On single scan the width of all of the beat notes was on the few hundred

of kHz scale, around 200 kHz. Due to the variety of widths of beat notes, we estimated a

conservative uncertainty of 200 kHz. As stated earlier, we added the natural linewidth of

the laser to the Lorenzian linewidth. Additionally, we added the longer term drifts in the

beat notes to the Doppler width, as the longer term fluctuations would contribute to this

length. We found that the natural linewidth of the laser did slightly affect the results while

the longer term drifts were negligible as we were adding 2-3 MHz to 300 or 700 MHz.

After we fit each curve, we found that the uncertainty coming from the fit was too low to

explain the spread in Υλ values over one measurement run. Our understanding of this is we

collected enough data over the absorption curve that when the fit uncertainty was computed

it was artificially reduced from the number of data points close to the fit. We therefore took

the Υλ from each curve fit in the run (sixteen 894 nm curves and twelve 456 nm curves

for R1 or thirty-two 459 nm scans and twenty-four 456 nm scans for R2) and computed the

average and standard deviation for the run. We repeated this for every run.

One note of concern we discovered while collecting absorption curves was when the un-

absorbed laser power surrounding the absorption curve was not a horizontal, flat line. We

attributed the non-zero slope or curve mainly to etalon effects, the variation in transmitted

power from reflections between to flat surfaces that cause interference. We could not get

rid of all of the flat windows in our setup with the use of the ∼30 cm long vapor cell. We

did estimate, with the knowledge of the window thickness of 1.2 mm, that any sinusoidal

variation due to the etalon effects would be on the order of 80 GHz. Therefore as long as

we were in the middle of the range the signal would be mostly a straight sloped line. We

found that as long as the background transmitted power was not a curve, we could add a

term to the fitting function, Equation  A.11 , that could account for a sloped line in the form

of y = mx + b. We did explore options of accounting for a curve in the background of the

fit but found that the fitting process failed. Therefore we did our best to ensure we were

never near the minimum/maximum of the sinusoidal etalon effect were it was curved, and

if we did not notice it until after the experiment was done we added the etalon uncertainty

in quadrature to the Υλ value uncertainty. It was often hard to notice slight curves for any
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particularly deep absorption curve that could mask a slight curve in the un-absorbed signal,

which we only saw when we fit the absorption curve and saw a clear curve in the residual.

For the few curves where it was significant, we ended up correcting the Υλ value for the

run by the estimated amount of the height change due to the curve, and adding double the

correction as the uncertainty of the etalon effect.

After we analyzed the data, we also observed that each run was affected by our uncer-

tainty in the total offset and etalon effects. We estimated each effect as a change in the

amount of offset we subtract as both effects would be able to change the apparent depth

of the absorption curve by subtracting or adding too much signal between the minimum of

the curve and zero signal. We found that a 1 mV change in the offset level would effect Υλ

by 0.1% for the 456 nm laser, 0.3% for the 894 nm laser, and 0.05% for the 459 nm laser.

For each run we estimate any possible height change in the absorption curve by observing

the residual and estimating the change in height of the curve. For the R1 measurement, we

estimated the uncertainty in our total offset was about 0.5 mV for an added uncertainty of

0.15% for the 894 nm curves and 0.05% for the 456 nm curves. For the R2 measurement,

we estimated the uncertainty in the total offset at about 1 mV, for an added uncertainty of

0.05% uncertainty in the 459 nm curves and a 0.1% uncertainty in the 456 nm curves. The

uncertainty for R1 is less for the total offset due to the fact that the increased uncertainty in

the 894 nm laser curves caused us to measure the individual offset for each measurement run

while the effect for the 450 nm curves was small enough we only measured the background

a couple of times per day.

We then take the average of Υλ and its uncertainty for each measurement run and then

plot it. We show plots of the different Υλ plotted against each other for R1 in Figure  A.9 

and for R2 in Figure  A.10 . An individual data point in either of the plots is the average

of the y-axis and x-axis Υλ value from the same measurement. The data point at zero is

from our measurement with no vapor cell in the path. For the fitted line we left both the

intercept and slope be free parameters. We verified that the intercept was zero within its

uncertainty (or nearly), as large deviations from zero would be indicative of a systematic

effect we did not consider. We show the results for the R1 measurement in Table  A.3 and for

R2 in Table  A.4 . For R2 we separate our data into three different categories, one set for all
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Table A.3. Values for the intercept, slope, and reduced χ2
r from the fit to the

data in Fig.  A.9 . These uncertainties are not expanded by
√
χ2

r.
Parameter Value

Intercept 3.6 (43) × 10−5

Slope 0.016239 (21)
χ2

r 1.29

Table A.4. Summary of fit results from our data sets of Υ459 against Υ456.
The listed uncertainties for the slope and intercept are not expanded by

√
χ2

r.
Data sets 1-2 were collected with the shorter ∼ 6 cm cell. Data for set 3 was
recorded using the longer ∼ 30 cm cell.

Data Set Intercept Slope χ2
r

Set 1, F=3 −5.8 (41) × 10−5 0.23380 (29) 1.95
Set 2, F=4 −2.4 (42) × 10−5 0.23477 (32) 1.95
Set 3, F=3 −1.4 (51) × 10−5 0.23593 (48) 1.52

of the data taken with the 6 cm vapor cell and starting ground state of F=4, one set for all

of the data taken with the 6 cm vapor cell and starting ground state of F=3, and lastly one

set for data taken in the 30 cm vapor cell and starting ground state of F=3. We separated

the different starting ground state F values as we found slight differences from a magnetic

effect depending on the starting F value, discussed in the next section. We also separated

the two different vapor cell size data to verify that there was no systematic effect due to any

possible difference in the chosen vapor cell.

A.5.4 Systematics

Before we calculate our final values of R1 and R2 from the slopes of Figure  A.9 and Figure

 A.10 , we investigate the possible effects of different systematic errors and uncertainties on

the final value. As stated above, we investigated possible effects of impurities in the vapor

cell and potential effects of different temperature/density ranges by using two different vapor

cells for the R2 measurement. We found no significant variation between the two cells. The

uncertainties we investigated are summarized below and in Table  A.5 .

161



Figure A.9. Plot of Υλ for the 456 nm and 894 nm lasers against each other
for R1. The x-axis is the Υ894, while the y-axis in (a) is the Υ456 and for (b)
is the residual between the data point and the fitted line. In (a) the circles
are the data points and the blue line is the fitted line. There are error bars on
each point, but they are too small to be seen. In (b) we represent the error
bar as the combined one sigma uncertainty in Υ456 and Υ894.
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Figure A.10. Plot of Υλ for the 456 nm and 459 nm lasers against each other
for R2 from data set 2. The x-axis is the Υ456, while the y-axis in (a) is the
Υ459 and for (b) is the residual between the data point and the fitted line. In
(a) the circles are the data points and the dashed red line is the fitted line.
There are error bars on each point, but they are too small to be seen. In (b)
we represent the error bar as the combined one sigma uncertainty in Υ456 and
Υ459.
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Additionally, we investigated the effects a magnetic field would have on the measurement.

We measured a ∼ 1 G field at the spot of the 6 cm vapor cell and a ∼ 0.5 G field at the

30 cm vapor cell spot. The main contributor of the magnetic field comes from the optical

table, so since the 30 cm vapor cell was higher up from the table, due to the length of

the cold finger, it’s field was less. For a 1 G field, the Zeeman splitting for each hyperfine

component is 2 MHz or less. To approximate the effect of Zeeman splitting we added

the appropriate Zeeman splitting to each of the individual hyperfine component’s natural

linewidth (Lorentzian linewidth in the fitting formula Equation  A.11 ). After observing the

effect on the spectra and Υλ value, we calculated the change in R1 or R2. We found for

the R2 measurement that the starting F state effected the correction needed. For the F=4

set it changed such that we need to correct R2 by multiplying by 0.9999 and for the F=3

set we need to correct R2 by multiplying by 1.0001. For both we estimated an uncertainty

due to this correction and effect to be about 0.02%. For the R1 measurement we found that

there was no need for a correction but the uncertainty due to the Zeeman splitting effect

was about 0.03%.

We also investigated the impact of our uncertainty of the FSR value of the Fabry-Pérot

cavities on the final determination of R1 and R2. The change in FSR value affects our

frequency scan calibration from the time domain, which affects the value of Υλ. We find

Table A.5. The percentage uncertainties for the different sources of error
for the measurement of R1 and R2. The final uncertainty is the individual
uncertainties added in quadrature. The ‘Fit’ uncertainty comes from the fitted
value of the slopes of the Υλ values.

Source σ1/R1(%) σ2/R2(%)
Fit 0.07 0.09-0.13
Freq. scan calibr. 0.04 0.01
Zeeman 0.03 0.02
Beam overlap 0.01 0.01
Saturation 0.02 0.02
Linewidth 0.02 0.02
Total uncertainty 0.09 0.09-0.13

164



that the uncertainty in R2 is small, at most a change of 0.01%, due to the fact that both of

the transitions are using the same Fabry-Pérot cavity and both of their Υλ change at similar

rates to any variations in the FSR value. Therefore, since we assume that the FSR should

not differ between the 459 nm and 456 nm laser scans, even if the FSR is off it does not

heavily effect the value of R2 since both values of Υλ are effected at the same rate. The

effect is greater for R1 as the transitions use two different Fabry-Pérot cavities and as such

we must account for the whole range of different values of Υλ for both the 894 nm and 456

nm scans. We found there was no need for a correction but our uncertainty in the final value

of R1 is 0.04% due to our uncertainty in the FSR values and as such the frequency scan

calibration uncertainty.

We also had to account for our uncertainty in the linewidth of each of the lasers. We

checked for this effect by adding the uncertainty of 200 kHz of the linewidth to the Lorentzian

linewidth of all of the hyperfine components. This uncertainty in the laser natural linewidth

causes an uncertainty of 0.02% in the final values of R1 and R2.

In our experiment we went to great lengths in order to assure ourselves of the fact that

both of the laser beam’s paths overlapped, such that they passed over the same density

of cesium over the same length. The best of our capabilities assured us that they were

overlapped to within a change of path length of 0.5 mm. Therefore the uncertainty in the

beam’s overlap and path is at the 0.02% level. This change in Υλ causes a beam overlap

uncertainty in R1 and R2 at the 0.01% level. Additionally, we lowered the power of all of

the lasers to avoid the transition saturating. We estimate that the laser intensity we are

using, considering the power level and the size of the beam, is less than 2 x 10−4 times the

saturation intensity for all of the transitions. The effect of the saturation intensity could at

most cause a 0.02% effect on both R1 and R2, leading us to assign our uncertainty at this

value.

To calculate our final uncertainty we add in quadrature all of the systematic uncertainties

described above along with our statistical uncertainty from the fitted value of the slopes of

the Υλ values. We then obtain our final values and uncertainties for R1 and R2 for each of

the sets. The final result for R1 is R1 = 7.8474 (72). For R2 all of the final values for each

set of data are shown in Table  A.6 and plotted in Figure  A.11 . We then take the values of
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Table A.6. Values ofR2 after the Zeeman correction with the final uncertainty
after including the systematic uncertainties. Data sets 1-2 were collected with
the 6 cm cell. Data for set 3 were collected in the 30 cm cell. The χ2

r of the
weighted mean of the three sets is 4.2 and the weighted mean’s error has been
expanded by

√
4.2 to help account for the unknown variation effect’s source.

The individual values and final weighted mean are shown in Fig.  A.11 .
Data Set R2

Set 1, F=3 2.0684 (19)
Set 2, F=4 2.0637 (21)
Set 3, F=3 2.0591 (27)

Weighted Mean 2.0646 (26)

the 3 sets of data for R2 and calculate the weighted average of the three. Our final value of

R2 is R2 = 2.0646 (26).

A.5.5 Matrix Element Values

To first determine the 6s 2S1/2 → 7p 2P3/2 transition matrix element value we use the

below equation with our newfound knowledge of R1 and previous knowledge of the value of

〈6s1/2 || r || 6p1/2〉.

〈6s1/2 || r || 7p3/2〉 = 〈6s1/2 || r || 6p1/2〉
R1

(A.19)

Using R1 = 7.8474 (72) and 〈6s1/2 || r || 6p1/2〉 = 4.5057 (16) a0, the weighted average of the

transition matrix element for the D1 line from Refs. [ 88 ]–[ 98 ], our result is

〈6s1/2 || r || 7p3/2〉 = 0.57417 (57) a0. (A.20)

Now that we have obtained the value of the 6s 2S1/2 → 7p 2P3/2 transition matrix element,

we can then use this value as the reference along with R2 using the equation:

〈6s1/2 || r || 7p1/2〉 = 〈6s1/2 || r || 7p3/2〉
R2

. (A.21)
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Figure A.11. Plot of different final values the 3 sets of R2 data. Values
found in Table  A.6 . The final weighted average value’s error bars have been
increased by the

√
4.2 to account for the variation in the different sets.
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We find our final result to be

〈6s1/2 || r || 7p1/2〉 = 0.27810 (45) a0. (A.22)

We compare our results with previous results in Table  A.7 for R1, R2, 〈6s1/2 || r || 7p1/2〉,

and 〈6s1/2 || r || 7p3/2〉. We find reasonable agreement between our values and previous

values, as seen in Figure  A.12 and Figure  A.13 . One interesting note is from Ref. [  112 ].

In that work they separate the different methods of calculating the matrix element value

and we found that our measurement could distinguish between the single-double (-SD) and

scaled (-sc) values. We found that our matrix element values matched up well with the

scaled values in comparison to the single double values.

The details of this experiment are written up in Ref. [ 105 ].

A.6 Calculating the Vector Polarizability, β

One of the main goals of all the reduced dipole matrix elements is to recalculate β. There

are currently two techniques to obtain β. The first one is using the theoretical calculation of

the hyperfine changing magnetic dipole amplitude M1hf from Ref. [  117 ] and an experimental

value of M1hf/β from Ref. [ 118 ] to find β = 26.957 (51) a3
0. This has been the best value

until we started measuring more reduced dipole matrix elements to improve the uncertainty

on the second method. For the second method one uses a sum-over-states calculation to

find the scalar polarizability, α, from all of the reduced dipole matrix element. One can

then take a measured value of the ratio α/β (we are currently using the measurement from

Ref. [  85 ] but our group is working on another measurement of α/β to verify the results of

this method), to obtain β = 27.043 (36) a3
0 [ 103 ].
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Figure A.12. Comparison of R1 and R2 with different experimental and
theoretical past results. (a) R1 ≡ 〈6s1/2 || r || 6p1/2〉/〈6s1/2 || r || 7p3/2〉 plot
and (b) R2 ≡ 〈6s1/2 || r || 7p3/2〉/〈6s1/2 || r || 7p1/2〉 plot. See Table  A.7 for
references to these data. Experimental values are on the left, while theoretical
values are shown on the right.
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Figure A.13. Comparison of (a) 〈6s1/2 || r || 7p3/2〉 and (b) 〈6s1/2 || r ||
7p1/2〉, with past theory and experiment. References and values are listed in
Table  A.7 . Experimental values are on the left, while theoretical values are
shown on the right. See Table  A.7 for references to these data. For Safronova
et al. (Refs. [ 101 ], [ 112 ]), we have plotted only the scaled (sc) values as the
SD values were off the scale.
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B. PREVIOUS RF DESIGNS

B.1 PPTL

Our original design to create a rf field was using a parallel plate transmission line (PPTL).

Jungu Choi performed COMSOL simulations to help guide his construction of the PPTL.

The two plates used for the PPTL are made out of copper to help support the rf field. He

chose the separation between plates and the width of the plates such that the impedance of

the transmission line was about 50 Ω. The copper plates are separated by 1 cm, with each

having a width of 7.5 cm. In order to support a rf field of ∼ 9.2 GHz, we placed reflectors

about 11.9 cm apart with radius of curvature at 12 cm. To insert the rf power we used two

antennas (fed through transmission lines). The ground shield is soldered to the copper plate,

and the center conductor is inserted inside of the PPTL. Using Comsol, Jungu found that

the most efficient coupling was when the length of cable inside the PPTL was at 0.5 cm

(half the separation distance of the copper plates). We used two input ports to help reduce

the effects of loses on the reflection and to optimize the standing wave pattern in the PPTL

cavity. A photograph of the finished PPTL, constructed by Jungu Choi, is seen in Fig.  B.1 .

We characterized the supported frequencies of the PPTL by using a two-port scattering

measurement with a vector network analyzer. We can connect both ports of the PPTL and

observe the transmission and reflection between the ports. The results of the test are seen

in Fig.  B.2 . There is a clear peak/dip at 9.2 GHz that illustrates that the PPTL supports

transmission at 9.2 GHZ, which was the operation frequency of the PPTL.

In order to observe the rf field across the length of the PPTL, we installed it on a

translation stage. We used a two inch long, fine adjust motor (Newport Picomotor 8303) to

be able to move the PPTL across the atom beam. The motor is able to take steps of 30 nm

or less (depending on load size), which gave us fine control over the position of the PPTL. In

order to reduce the friction between the PPTL and translation stage, we placed Teflon tape

along with Teflon ‘bumpers’ that help the PPTL move smoothly in the vacuum chamber

along with ensuring it moves along a path that is always perpendicular to the atomic beam.

We used the BNC as the source of the rf power for the PPTL. The design to supply

rf power to the PPTL was similar to the current design, but slight differnces with the use
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Figure B.1. Picture of our PPTL plate.

Figure B.2. Two-port scattering parameters of the PPTL. S11 and S22 are
the reflections coefficients between the two ports of the PPTL. S12 and S21 are
the transmission coefficients between the two ports of the PPTL. The peaks
in the transmission coefficients and the dips in the reflection coefficients show
frequencies that are supported by the cavity.
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Figure B.3. Diagram of rf power to the PPTL plate.

a power splitter to pick off 4.6 GHz for the Raman lasers (injection locking three lasers

together to get the 9.2 GHz splitting), as seen in Fig.  B.3 , and doubling the frequency to 9.2

GHz to be sent to the PPTL plate. We had phase shifters in the path to give control over

the phase difference between the two inputs of the PPTL. This allowed us to optimize the

phase difference between the two inputs to have the two incoming rf fields add constructively

or destructively at any point in the PPTL cavity, depending on the needs at the time. The

circulators act as isolators that allow rf power to the PPTL inputs and stops rf power from

going back up. This helped protect the rf equipment, like the rf power amplifiers.

We also investigated the magnetic and electric fields that are created by the PPTL.

Comsol simulations were completed by Jungu Choi to investigate how the magnetic and

electric rf fields would look in the PPTL, whose results can be seen in Fig.  B.4 . The fields

of interest are the electric rf field, Re[εrf
x (y, z)], and the magnetic rf fields, Im[hrf

y (y, z)]

and Im[hrf
z (y, z)]. The electric rf field is responsible for exciting the 6s F=3 and 6s F=4

PNC transition, while the magnetic rf fields are responsible for exciting the M1 transitions.

Im[hrf
y (y, z)] will be able to excite ∆m = 1 transitions while Im[hrf

z (y, z)] will be able to

excite ∆m = 0. With the application of magnetic fields in the z direction, the different

transitions should be separated such that we can observe the transition individually. One

of the preliminary experimental results seen in Fig.  B.5 , show the different appearance of

the ∆m = 0 and ∆m = 1 transition peaks. The ∆m = 0 transition peak is a single peak

while the ∆m = 1 transition peak has two peaks. The two peaks are due to the fact that
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Figure B.4. Gradient maps of the rf electric field (ε) and rf magnetic field
strength (h) for the lowest order mode supported by the PPTL cavity (a)
Re[εrf

x (y, z)], (b) Im[hrf
z (y, z)], and (c) Im[hrf

y (y, z)].

atoms traveling directly through the node at the exact transition frequency will end up not

being excited at all. This is due to the fact that the hrf
y field changes sign from left to right

sides of the PPTL, leading to no net interaction at zero detuning. When the rf frequency

is detuned from the exact transition frequency, this cancellation is not complete, causing a

double-peaked structure. The unique structure of the ∆m = 1 transition peak lead us to an

interesting idea to measuring the PNC effect.

Our previous plan to measure the NSD PNC effect was to interfere the PNC interaction

with the magnetic dipole interaction (on the ∆m = 1 transition) and Raman interactions.

In this case we were planning to take advantage of the magnetic fields created by the rf field

and move the PPTL to the anti-node of the electric rf field, seen in Fig.  B.4 , where z is the

direction of the atom beam. Then the magnetic rf field Im[hrf
z (y, z)] causes zero interactions,

while the Im[hrf
y (y, z)] will also end up with a net zero interaction due to cancellation of the

interaction along the path of the atom beam. If the PPTL is at an angle to the atom beam,

there will still be a magnetic rf interaction in the atom beam as the atom beam’s path is not

straight along the anti-node of the electric rf field.

When we interfere the PNC and M1 interactions we could have observed EP NC/M1.

Since M1 for the ground state is well known for cesium, we would have been able to obtain
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Figure B.5. Experimental examples of a ∆m = 1 and a ∆m = 0 transition.
The ∆m = 1 transition shows a double peak structure, while the ∆m = 0
transition shows a single peak. From Ref. [  119 ].
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an accurate EP NC . The interference between M1 and PNC would have been explored by

varying the rf frequency inputted into the Raman and rf fields near the ∆m = 1 transition.

As we change the frequency of the rf source over the ∆m = 1 transition, we would have

been able to systematically observe different strengths of the M1 interaction and the PNC

interaction. The M1 interaction strength is weakest at the transition frequency with it

growing in strength to either side of the frequency. The PNC interaction from the rf field is

strongest at the transition frequency, weakening in strength as the frequency goes to either

side of the transition. We would similarly use the Raman lasers as the strong transition to

interfere with the weak PNC interaction and be able to observe the effects of modulating the

phase of the Raman interaction. Using our two-color coherent control technique we should

have been able to obtain a high signal-to-noise ratio measurement at each rf frequency to

then be able to obtain a result of EP NC . During the course of simulating and experimentally

verifying, we found that the sensitivity of the magnetic dipole ∆m = 1 transition, to a

small detuning (less than 1 Hz), was such that it completely swamped the PNC amplitude.

Additionally, at high rf powers we found a significant leaking of rf power outside of the pptl,

allowing for rf power to effect the signal outside of the expected location and pattern of the

rf signal we needed. This led us to designing the rf cavity to keep the rf power contained.

B.2 Rectangular RF Cavity Design

Here are more details for the design of the first rf cavity we created.

The final machined the rectangular rf cavity can be seen in Fig.  B.6 . The science cavity

was machined to to 1.990 ±0.0025 cm by 2.800 ±0.0025 cm by 1.80 ±0.01 cm (or 0.783±0.001

inch by 1.102 ±0.001 inch by 0.709 ±0.005 inch). The other dimensions were only machined

to a precision of ±0.005 inch. We chose higher precision for the 1.99 by 2.8 cm box in the

science cavity to have better control over the resonance frequency, as these two directions

had the biggest impact on the resonant frequency with slight changes in value. We tested

the resonant frequency of the cavity using a vector network analyzer. Luckily, on the first

try, the resonant frequency of the cavity was 9.186 ±0.001 GHz (the uncertainty is due to

the number of points possible over a frequency scan). This is approximately 6 MHz away
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Figure B.6. Machined version of rectangular rf cavity.

from the natural frequency of the ground state hyperfine levels with no magnetic field. This

is a reasonable necessary magnetic field to position the wanted ∆m = 0 transition frequency

at the resonant frequency. Additionally, 9.186 GHz is the only perceivable resonance peak

within the range of 1-15 GHz in the rf cavity, with its full-width have peak at approximately

7 ±2 MHz.

The completed Comsol simulations to investigate how the magnetic and electric rf fields

would look and the necessary dimension for the rf cavity can be seen in Figures  B.7 -  B.10 . In

the Comsol simulations, only one port (the bottom one in the figures) was excited with 1 W

of power at a frequency of 9.196 GHz. The 9.196 GHz is near the peak of the resonance for

the dimensions of the simulated cavity. The TM110 mode is excited, the lowest order mode.

The fields of interest are the electric rf field, εrf
z , and the magnetic rf fields, hrf

x , hrf
y , and
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hrf
z . The TM110 mode in a perfect rectangular cavity, with no holes, will have the fields hrf

z ,

erf
x , and erf

y being exactly zero throughout the whole cavity. The erf
z field will be non-zero,

where in the z-direction it will be a constant value over the cavity height and in the xy-plane

the field is maximum at the center of the cavity and zero at the walls. The hrf
x and hrf

y are

zero along the z-direction at the center of the cavity, with the maximum on one of the walls.

The electric rf field is responsible for exciting the 6s F=3 → 6s F=4 PNC transition. hrf
y

and hrf
x will be able to excite ∆m = 1 transitions while hrf

z will be able to excite ∆m = 0

transitions (the fields will be able to excite the other transition if the static B field is not

purely along the z-axis of the rf cavity and atom beam). With the application of magnetic

fields in the z direction, the different transitions are separated such that we can observe the

transition individually.

In addition, we simulated the effect of a change in the frequency compared to the resonant

frequency and found that the effect is well controlled. A figure of the simulation can be seen

in Fig.  B.11 . We found that over a 2 kHz shift, the magnitude of the percentage chance of

cesium being excited only changed by about 4%. This was found to be true for just the PNC

interaction alone, just the M1 interaction alone, and the two together with varying amounts

of M1 in the interaction. The biggest source of concern for this effect comes from the current

changing in the Bz field coils for the interaction region.

We decided to stop using this rf cavity after observing the atomic signal, in Fig.  B.12 .

This was the smallest the rf only signal on the ∆m = 0 transition that we could be observe.

After looking at how the atomic beam changed with changing magnetic fields and at the hrf
z

on the atom beam holes from Comsol, seen in Fig.  B.13 , we decided the atomic signal must

be coming from hrf
z on the atomic beam holes. We found after more Comsol simulations that

more symmetry between the shape of the rf cavity and the atom beam hole helped reduce

hrf
z . This is why we decided to move to a cylindrical rf cavity, seen in Fig.  3.15 .
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Figure B.7. (a) Gradient map of the magnitude of the rf electric field εrf
z

and (b) electric field cut out along atom beam path (out of the page in this
picture at the center, marked by two concentric circles).
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Figure B.8. (a) Gradient map of the magnitude of the rf magnetic field
strength of hrf

x for the lowest order mode supported by the rf cavity. The field
is small, but not quite zero, along atom beam direction (out of the page in this
picture at the center, marked by two concentric circles) and in (b) the field
cut along the atom beam path.
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Figure B.9. (a) Gradient map of the magnitude of the rf magnetic field
strength of hrf

y for the lowest order mode supported by the rf cavity. The field
is very small along atom beam direction (out of the page in this picture at
the center, marked by two concentric circles) and in (b) the field cut along the
atom beam path. The size of the noise in hrf

y are small in comparison to hrf
x

and hrf
z , meaning hrf

x is the biggest possible magnetic field along the center of
the atom beam path.
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Figure B.10. (a) Gradient map of the magnitude of the rf magnetic field
strength of hrf

z for the lowest order mode supported by the rf cavity. The field
is zero along atom beam direction (out of the page in this picture at the center,
marked by two concentric circles) and in (b) the field cut along the atom beam
path. The large peaks are error caused by edges of mesh surfaces. The value
of the hrf

z components goes above and below zero such that the sum over the
whole length is tiny.
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Figure B.11. The change in signal due to the detuning off of the resonant
frequency of the transition. The interaction is the PNC interaction along with
a 0.1 mrad angle to the static field compared to the atom beam path. The
shape is similar for just the PNC interaction alone and the M1 interaction
alone. The percentage changed over a 2 kHz shift is about a 4% change in the
amplitude of the fraction excited as the phase changes between the Raman
and rf interactions.

Figure B.12. Experimental atomic signal of the ∆m = 0 transition using the
rectangular rf cavity.
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Figure B.13. Comsol simulation of hrf
z on the atom beam opening in (A/m).
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