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PREFACE
Technically savvy people are employed to hack data systems throughout the world for prominence, ideological purpose, or monetary gain. Organizations must combat these criminals with people of equal or greater ability. There have been reports of heightened threats from cyber criminals focusing upon the energy sector, with recent attacks upon natural gas pipelines and payment centers. The Center for Innovative and Strategic Transformation of Alkane Resources (CISTAR) working collaboratively with the Purdue Process Safety and Assurance Center (P2SAC) reached out to the Computer and Information Technology Department to assist with analysis of the current cybersecurity posture of the companies involved with the CISTAR initiative.
This document focuses on the plan for a future CISTAR facility and study the possibility of Cyber-attacks causing severe consequences in the system. Chapter 1 discusses the Shale Gas process related to the facility and typical Industrial Control Systems behavior. Chapter 2 highlights the importance of planning against Cyber-attacks by showcasing past attacks and key learnings they offer. It highlights the scenarios where the planning went wrong and what someone planning a facility should look out for regarding Industrial Control Systems Cyber-security.
Chapter 3 highlights previous MS thesis work on the project where companies utilizing Industrial Control Systems were surveyed for their Cyber Security practices and Chapter 4 focuses on the Shale Gas facility, the process and its expected control schemes in some depth and points out the potential Cyber interfaces in the facility. A Hazard Identification study is carried out on the same for Cyber-induced consequences. The same HAZID is enclosed for reference in Appendix A-1. The equipment prone to damage are identified and the various communication methods are noted. The key findings which are to be the focus in the future design of the facility are discussed. 
Chapter 5 discusses the recommendations for future final design of the facility and the scope for future work. It is recommended to carry out a cyber enhanced HAZOP analysis for the facility during its design. This would emphasize the cyber hazards, especially the incidents with potential catastrophic consequences. This will allow for better preparation in the process design, as well as the design of the communication networks. The study shows that a combination of wired and wireless communication will be both secure and business prudent. The emphasis of future study is to be on study of communication protocols and internet security protocols.
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CHAPTER – 1
INTRODUCTION SECTION
1.1 Introduction to the Problem
Recent data on industrial cyberattacks have indicated an increase in the targeted attacks on the United States energy sector1. Energy sector is considered as critical infrastructure and mainly consists of petrochemical and natural gas companies, which fall within the private sector and operate independently of each other. As of March 2020, there were a total of 772 oil rigs running in the United States2. Due to the onset of Coronavirus Disease 2019 (COVID-19), there is an expected 50% decline in this number. Additionally, there are close to 1,000,000 active oil and gas wells located remotely with no access to security3,4. These oil and gas wells feed into processing facilities for separation, purification and managing the product movements thereafter. Natural gas is transported to the processing plants via pipelines, while liquid hydrocarbons are generally sent to refineries4. All the components involved in the oil and gas infrastructure, oil wells, pipelines, and processing plants, provide avenues for cyber-criminals to orchestrate a destructive cyber-attack, leading to physical, economical and data losses. Several recent attacks on natural gas companies have increased the awareness in the community on the effects of a cyber breach. In April 2018, a cyberattack targeted the electronic customer communications systems at four natural gas pipeline companies, leading to service disruptions and possible economic and data losses5. Petroleum and natural gas companies cannot stand idle against these attacks and must invest and implement the required cybersecurity defense strategies to avoid potential cyber incidents.
1.2 Introduction to Shale Gas and CISTAR Process
There have been recent discoveries of shale gas and tight oil reserves which has led to an increase in oil and natural gas production in the United States. These reserves are expected to contribute more than 3/4th of the natural gas production by the year 20503. However, the market demand for the lower alkane hydrocarbon gases remains low due to gas pipeline constraints. There have been multiple technological developments for conversion of these lower alkane resources to higher molecular weight liquids, which have a higher value and can be readily transported. These pathways generally follow the hierarchy – Front End Separation, NGL Activation and NGL Upgrading6,7. This is often followed by a NGL Recovery Section. A typical pathway would involve NGL Activation via Steam Cracking and/or Catalytic Dehydrogenation, followed by NGL upgrading via Oligomerization and Backend Separation.
The CISTAR Technology, which is focused on developing local and modular units, involves three steps for processing dry and sweet shale gas – Thermal Dehydrogenation of light alkanes, Oligomerization of alkenes and Liquid Hydrocarbon Recovery. In such a hierarchy, the entire shale gas stream, without any front-end separation, is directed to an NGL Activation section (Dehydrogenation section). The activated NGL molecules are sent to the NGL upgrading section for production of desired products (Oligomerization section). All the necessary separations, including separation of methane, unreacted NGL components, products, etc., are at the backend of the process.
These shale gas processing units are designed to be local, modular, and remotely accessed. Design of a safe CISTAR process (considering process safety and cyber safety) is critical for the success of this technology.
1.3 Introduction to Industrial Control Systems (ICS)
Industrial Control Systems (ICS) are a collection of electrical and mechanical devices, which along with manual processing by humans, provide total or partial control over operations of processing units in chemical and manufacturing plants and many other industries8. ICSs differentiate themselves from the IT systems due to their interaction with several physical components. ICSs can be very complex systems with several process components that can enable control over the operations of complex processes in real time. Apart from control, these systems also provide access to historical data that can be analyzed and adjusted for improving operational efficiency, making smart decisions and address systems malfunctions9. 
The ICS systems can be segmented into three different zones: (1) Enterprise zone, (2) Control zone and (3) Field zone. The enterprise zone consists of business networks and enterprise systems8. These networks are usually differentiated from the operational networks. The control zone consists of the distributed control components used in SCADA systems whereas the field zone consists of devices and networks that are critical for control and automation. This three-tiered model helps establish a strong boundary between the system components. Each zone has unique technical aspects which require appropriate security requirements. The consequences of cyberattacks on these three different zones are also different8.
ICS systems consist of several components like controllers, field devices and communication devices that establish robust control and automation of several system components10. Field devices such as Programmable Logic Controllers (PLC), Remote Terminal Units (RTU) and Intelligent Electronic Devices (IED) can be used to collect data from several equipment, actuators, sensors, etc. This data can be communicated to the human machine interface, which can monitor multiple process networks, and engineering workstations, which are used to program the field devices. The data after these devices is eventually routed to the SCADA software, which collects, processes and displays the data for the operators to make the necessary decisions9,10. 
The cyber vulnerability of ICS systems stems from their communication with the physical components. It is important to identify and characterize the risks associated with the components involved in ICS systems to accurately design physical security and cybersecurity controls11. 
1.4 Cybersecurity for ICS
Due to varied applications of ICSs to several critical infrastructure facilities, it is important to identify the key elements that can affect the integrity of these systems. Previous incidents of malicious nature have heightened the need for cyber safeguards to thwart potential attacks. To address this, National Institute of Standards and Technology (NIST) and Cybersecurity and Infrastructure Security Agency (CISA) have outlined best practices to protect the ICSs against cyberattacks13-15. These guidelines consider the interconnectedness of the system components to strengthen the network and system defenses and reduce vulnerability to cyber-attacks. Proper implementation and maintenance of these cyber safeguards by properly trained personnel can save the industrial network from any physical, economical or data loss.
Some of the best practices highlighted in these guidelines include the employment of defense in depth strategies to bolster the network defense to external attacks. These strategies involve use of multiple defense mechanisms such as two-factor authentication, use of firewalls, and creating a demilitarized zone (DMZ). Other best practices include securing all the network connections to ICS, continuous monitoring of the networks for any issues, proper cybersecurity training programs for the professionals tasked with implementation and maintenance of ICS networks, proper software patch management for ICSs, etc12. The companies can use this information to adapt and refine their security controls and needs for cyber safe operations. 
1.5 Significance of Cyber Security in Shale Gas Processing Units
Supervisory control and data acquisition (SCADA) systems are widely employed industrial control systems (ICS) in the petrochemical and natural gas industries. These processing units usually involve distributed pipelines and facilities, in remote locations, and use SCADA systems to monitor and control their operation. These control systems are usually complex and require communication between different process components to function properly. The interconnectedness increases the SCADA system’s vulnerability to cyber-attacks, and in the event of a network breach, several high-risk scenarios associated with the process could be triggered. Typical SCADA systems consist of three layers in their architecture: supervisory, control and physical layers. The data transfer between these layers is usually facilitated by communication networks, which make them cyber vulnerable to threats from sources like insiders, hackers, criminal groups, and nation-states.15 It is important to be aware of the possible threats that could affect the organizational networks in order to apply business prudent countermeasures.
Petrochemical and gas companies are moving away from legacy systems to interconnected networks to accommodate large scale operations.  Control design/cybersecurity professionals must be aware of the key components that require network connectivity and aware of the elements posing threats to the organization network. Once the network defenses are breached, it is possible for the cyber attackers to move laterally and access other areas of the network.4 
SCADA systems also protect pipelines from inclement weather conditions, specifically hurricanes, that are known to have a major impact on the petrochemical facilities. A compromised SCADA system can hamper the monitoring of a network and create service disruptions, resulting in tremendous economic losses for the company. To avoid such incidences, the federal government has generated the National Institute of Standards and Technology (NIST) Cybersecurity Framework for Improving Critical Infrastructure Cybersecurity.4,13,14 This framework provides guidance for the design of cyber safe critical infrastructure components. These guidelines are available for free and regularly updated. Proper implementation and maintenance of these safeguards is critical and requires cybersecurity professionals. Lack of appropriate cybersecurity personnel could impose high risks for cyberattacks on the petrochemical and natural gas companies.
1.6 Purpose of this Study
The chemical process industries have benefited from the development of computers and digital instrumentation, enabling greater safety, efficiency, sophistication, and profitability. The tremendous impact of shale resources on the U.S. economy, combined with the further potential unlocked by the developments within CISTAR, would not be possible without advances in computer technology. These advances enable more effective measurement, process monitoring, digital control, modelling, and remote access. However, the benefits of digitally enhanced processes are complemented with the growing cyber and physical threats. The recent Internet Security Threat Report, published by Symantec in April 2018, noted 303 targeted attacks in the United States between 2015 and 2017, the most of any country (followed by India with 133 targeted attacks).16 In particular, the April 2018 attack on the electronic data exchange system of several US east coast pipelines is particularly concerning for CISTAR developments. 
To avoid targeted attacks on CISTAR technology, this study aims to understand the cybersecurity infrastructure of the oil and gas and petrochemical companies associated with CISTAR and P2SAC, identify gaps and suggest improvements for bolstering cybersecurity defense.  The study includes a cyber enhanced hazard analysis of the CISTAR process and performed a cyber threat assessment for the modular, remotely accessed CISTAR plants.  
1.7 Scope of this Study
This study focuses on understanding the cybersecurity practices employed by the petrochemical and natural gas companies associated with CISTAR and P2SAC by developing a cybersecurity scorecard. These practices were compared with the NIST cybersecurity framework to address the shortfalls and gaps, and provide recommendations for improving the cybersecurity defenses for these companies.4
This study also performed a cyber enhanced Hazard and Operability (HAZOP) analysis to help guide the control engineers on making the CISTAR process design cyber safe and thereby ease the industrial implementation of the CISTAR technology. The cyber enhanced analysis also enables identification of process components that are cyber vulnerable and suggests strategies to avoid future cyberattacks. These strategies involve the selection of process variable controller type and make (based on previous incidents), preferred communication modes between the process components and communication protocols employed by the control systems. The general threat history associated with the components involved in the CISTAR process along with the current cyber threats, motivation/intent for cyberattack, was used to assess the overall cyber threat for the CISTAR process. 
The proposed work could have a broader impact in that the cybersecurity scorecard will be useful for the cybersecurity infrastructure assessment of other industries. The steps employed in the cyber enhanced HAZOP study can be applied to other processes as well.
1.8 Major Assumptions
To perform this research within the defined scope, certain assumptions are required. Assumptions made for this project are as follows:
1. Qualtrics survey respondents are aware of the cybersecurity practices within their respective organization.
2. Respondents answer the survey questions truthfully.
3. The process flow diagram provided by the engineers, associated with the CISTAR process, accurately represents the system. 
1.9 Limitations
This research topic is intended to analyze the current cybersecurity infrastructure within the companies associated with CISTAR and P2SAC and suggest recommendations for improvement of the cybersecurity framework. Thus, this research is limited to the petrochemical and natural gas industries and does not consider other sectors although cyber activities often overlap. The data collection is limited to the active industrial members of CISTAR and P2SAC who are aware of the cybersecurity practices within their organization. The recommendations suggested in this study may not be applicable to all the CISTAR companies due to lack of cybersecurity professionals possessing the required skills for their implementation and maintenance.4 The hazard identification analysis is based on the preliminary process flow diagram made available to the researchers. In the event of changes to the process diagram, the analysis and conclusions derived from this study may need to be updated.


CHAPTER 2
REVIEW OF PAST CYBER INCIDENTS

[bookmark: _Hlk66506686]2.1 Nature of Current Threats and Existing Regulations on Cyber Space
There have been multiple regulations in the chemical and process industry to minimize possible risks related to the industrial activities. These include the OSHA (Occupational Safety and Health Administration) and EPA (Environmental Protection Act) regulations in the US, the Seveso Directives in the European Union, COMAH (Control of Major Accident Hazards) regulations in the UK, The Factories Act in India, etc. There have been several updates to this with additional risks being recognized over the years. The recent concerns are directed towards the possibility of cyber attacks17.
As more and more ICS use similar protocols to IT systems, cyberattacks have been on the rise throughout much of the previous decade. Figure 2.1 (a) depicts the rise in cyberattacks over the course of the last two decades, whereas Figure 2.1(b) shows the comparison of instances of cyber-attacks to the total security breach events18. Figure 2.2 shows the distribution of attack elements on Industries including cyberattacks18.
[image: ]
Figure 2.1: Reported Cyber Attacks on Chemical and Process Industries18
[image: ]
Figure 2.2: Breakdown of Cyber Threats and other Threats to Industries18
Cyber-attacks on process industries can be broadly classified into two categories based on the point of attack – cyber-attack on the Industrial Control Systems (ICS) or cyber-attacks on corporate networks which are indirectly connected to the ICS. In addition, it is useful to look at some cyber incidents caused by improper knowledge of ICS and cyberspace relation. Some incidents are listed in Table 2.1, followed by a more detailed description of each.
Table 2.1 Categorically listed Cyber Attack Incidents18–20
	Cyber-attacks on ICS – Oil and Gas Industries
	Triton, Turkish Pipeline Incident, Pacific Energy Resources Leak Detection Attack

	Cyber-attacks on ICS – Other Industries
	Mariachi Wastewater Wireless SCADA Attack


	Cyber-attacks on connected Corporate/IT Network – Oil and Gas
	Worm Affecting NRG Texas Generation Plant, Natural Gas Pipeline Shutdown

	Cyber-attacks on connected Corporate/IT Network – Other Industries
	Crash-Override

	Cyber Accidents
	Olympic Pipeline Company Gasoline Pipeline Rupture, Florida Power Outage, Fossil Plant Cycling Event, Browns Ferry Nuclear Broadcast Storm



2.2 PAST INCIDENTS OF MALICIOUS INTENT
1. Triton (2017)20
Triton, which was named for the Triconex safety controller model that it targeted, was a malware used against a petrochemical plant in Saudi Arabia. The malware allowed the hackers to take over the plant's safety systems remotely, though a flaw in the code allowed the plant to respond before any damage occurred.
What went wrong?
1. Windows system used had software vulnerabilities.
2. An analysis of the malware showed that the attackers had access to proprietary and severely limited hardware.

2. Turkish Pipeline Incident (2008)20
In 2008, Hackers blew up a section of a Turkish oil pipeline. The control room console indicated normal operation before a phone call from the field caused the console operator to trigger the alarm. The attackers manipulated not just the DCS parameters but also the (Closed-circuit television) CCTV feed to the control room, covering up the actual happenings at the site.
What went wrong?
1. Lack of operator and DCS independent local SIS interlocks for safe shutdown of system.

3. Pacific Energy Resources Leak Detection Attack (2009)19
Incident: Mario Azar was an IT consultant for Pacific Energy Resources. He was refused permanent employment by the company. Azar then used multiple user accounts he had access to and impaired the leak detection system to their offshore oil platforms while logged in remotely.
What went wrong?
1. Network access to past employees was not regulated.
2. Sharing of credentials and account details.

4. Worm Affecting NRG Texas Generation Plant (2009)19
In 2009, NRG utility identified a high number of failed attempts to log into corporate computers. These attempts came from a plant computer. Upon investigation, it was found that the computer was infected with a Conflicker Worm. Luckily, these systems did not have the command authority for causing catastrophic incidents. It appeared that the corporation used a system wide patch management procedure. This caused the Worm to infect the computer. The learning here is that critical ICS systems should not be in a common patch management system with the IT systems.
What went wrong?
1. Use of common IT level patch management in an ICS system.

5. Crash-Override (2016)20
Crash-Override or Industroyer was deployed by Russian cybercriminals to attack a part of Ukraine's electrical grid. CrashOverride replicated the communication languages, or protocols, that are used by different elements of an electric grid to talk to one another, which allowed the hackers to strike at an electrical transmission substation in Kiev, resulting in a short blackout in part of that city.
What went wrong?
1. Outdated encryption in inter-grid communication.

6. Natural Gas Pipeline Shutdown (2020)20
A cyberattack was carried out against a domestic natural gas pipeline. A phishing attack was used against the company’s IT network where an email was sent to someone using the corporate network coercing that person to copy and paste an URL from the email to their browser. The malware was downloaded which spread through the network into the ICS. This affected the DCS ability to show real time data to the control room. While no damage was done to the process, the operators decided to take the preventive action and shut down the plant leading to loss of throughput.
What went wrong?
1. Staff not adequately cyber aware to handle phishing.

7. Maroochy Wastewater Wireless SCADA Attack19
Background: Maroochy Shire is a rural area to the north of Brisbane, Australia. It has about 880 km of gravity sewers treating an average of 35 million liters of sewage per day. The Maroochy Shire Council water services SCADA system consists of multiple sewage pumping stations with 2 monitoring computers utilizing 3 radio frequencies. Hunter Watertech Pvt Ltd. installed the “PDS Compact 500” device which received instructions and sent back data and alarms over dedicated analog 2-way radio handled through repeater stations.
Vitek Boden was a former employee for Hunter Watertech who installed the above system. He applied for a job in the Maroochy Shire Council after having some issues with his previous job at Hunter Watertech. The council decided not to hire him. He thus decided to enact vengeance on both his former company and the council.
The Incident: The sewage system experienced a series of faults such as pump failures, missed alarms or total communication failure between the computer and the pumps. An investigation revealed that all the signals, messages and traffic on the system were malfunctioning in a way only possible via human intervention. Pump station 14 was found to be the source of the malicious signal. However, after changing the pump station identifier from 14 to 3, the messages still came from the previous identifier. It was realized that an external PDS computer with the same identifier as that of the pump was used to send malicious radio messages to the central computer. After Vitek Boden was arrested, found roaming around the area with a car loaded with proprietary communications equipment specific to the SCADA system, the issues subsided.
What went wrong: 
1. Vitek Boden was an insider who had access to the systems and technology.
2. The service contract was deficient on Watertech’s responsibilities.
3. There were no cyber security safeguards or policies.
4. Lack of key personnel clause for employees.
5. Insufficient personnel training for handling cyber emergencies.
6. Radio communications were insecure because of lack of encryption.
7. Stolen equipment was not investigated on time.
8. Lack of system monitoring.

2.3 PAST CYBER INCIDENTS OF ACCIDENTAL NATURE
8. Olympic Pipeline Company Gasoline Pipeline Rupture (1999)19
On June 10, 1999, a 16-inch diameter pipeline owned by Olympic Pipeline Company ruptured and gasoline leaked into the Hanna and Whatcom Creeks in Whatcom Falls Park within Bellingham, Washington. The gasoline ignited and the resulting fire travelled 1.5 miles downstream killing 3 people including 2 minors. 
The company had a SCADA system running off 2 computers. A third computer with the same configuration had the leak detection system. The computers were configured with standard VAX-VMS configuration, i.e., every computer had read, write, execute, and delete file access. Also, while the system was designed to have multiple user accounts, the operators generally used a single login. There was no strict logging of changes made and any user could alter the SCADA histories.
The pipeline rupture was most likely due to physical damage over a period of time. However, due to lack of strict monitoring, as well as shutting down of alarms which were not reactivated, there was no feedback to the operators on the extent of the damage. The upstream block valve closed 41 times due to pressure fluctuations, but this information did not reach the control room.  All this together led to the incident.


What went wrong?
1. Lack of appropriate monitoring and lack of policies in handling of histories and system access led to the failure.
2. Since there was a common user account, there was no accountability for individual operator actions.
3. There was unsecured remote access.
4. Generic system configuration as opposed to ICS based system configuration.

9. Florida Power Outage (1999)19
In 2008, Florida experienced a widespread power outage. A field engineer was diagnosing a transmission switch that had malfunctioned at Florida Power and Light’s (FPL) Flagami substation in West Miami. Without authorization, the engineer disabled the relay protection in the substation. A fault occurred during the diagnostic process and as there was no relay protection, the fault caused a widespread cascading outage shutting off power to 2000 homes.
What went wrong?
1. Standard FPL procedure requires that the (cyber) security operator be notified when the relay is taken offline.
2. For the field engineer to activate the switch, he had to call the SCADA operator who would remotely activate the switch. This was thus a cyber incident.

10. Fossil Plant Cycling Event (2004)19
An experiment was conducted in 2004 which involved the Lower Colorado river authority power plant. Incorrect dispatching instructions were sent to the unit over a period of 3 hours. The DCS configuration kept all the parameters within the new input constraints. However, a mechanical integrity analysis later showed that the turbine had exceeded design constraints multiple times and had operated dangerously.
What went wrong?
1. There was a clear incompatibility between the DCS software and the SCADA software. This not only hampered their operation but led to potentially dangerous scenarios.

11. Browns Ferry Nuclear Broadcast Storm (2006)19
Tennessee Valley Authority’s (TVA) Brown Ferry Unit nuclear power plant operators were forced to scram (manually shut down) their reactors in August of 2006 following the loss of both of their main coolant pumps. This happened as the operators were not able to give commands to the controllers of the Variable Frequency Drive (VFD) of the pumps. The investigation revealed there was an increase in network traffic between the plant computers and PLCs leading to a broadcast storm.
What went wrong?
1. ICS systems are typically much lower bandwidth than IT systems. The system design and operation did not account for that sufficiently.



CHAPTER 3
CYBERSECURITY SCORECARD 
3.1 Methodology
To address the rise in cyber-attack incidents in the oil and gas sector, CISTAR partnered with P2SAC and the Computer and Information Technology department at Purdue to develop a CISTAR cybersecurity scorecard. This scorecard is to help understand the current cybersecurity practices employed in the companies associated with CISTAR and P2SAC. This information can be used to address shortcomings and gaps with the current methods and provide recommendations for improvement. This summary/chapter is based on the MS thesis research work by Frantz.4 Additional details on the survey results and recommendations can be found in Appendix A-2.

3.2 Assumptions
Apart from the major assumptions stated in Chapter 1, Section 1.8, this research project also assumes that the Qualtrics survey respondents are associated with the petroleum or natural gas industry, for understanding the cybersecurity infrastructure in areas related to CISTAR.

3.3 Cybersecurity scorecard
The survey was developed following the NIST cybersecurity framework and align with the State of Indiana Cybersecurity Scorecard.13,21 The scorecard consists of basic demographic questions of the survey participants followed by questions developed to understand the cybersecurity and physical security measures employed by the company. Figure 3.1 shows the CISTAR cybersecurity scorecard used to carry out the survey.
[image: ]Figure 3.1: CISTAR Cybersecurity Scorecard4
These questions highlight the impact of age of an organization on the cyber-attack response time. The survey responses also help understand the extent of implementation of NIST recommended cybersecurity practices within the organizations and the human and monetary resources dedicated towards cybersecurity defences by these organizations. Any negative trends identified through the survey responses were compared to the NIST standards and a list of recommendations was prepared. The recommendation list is arranged based on the monetary cost to the company and will help with the development of a sound cybersecurity defence plan.
3.4 Data Analysis and Significant Results
A total of 15 organizations participated in this survey. The organization age ranged from 4 to 45 years, with the mean age, M = 15, and a standard deviation of 14.4. The age of the organization was used for analysis over the age of respective cybersecurity departments due to the lack of documented origin dates for each cybersecurity branch. Some of the key results from the survey analysis are:
a. 75% of organizations with age less than four years took up to 24 hours to initiate a response following a cyber-attack. 100% of organizations older than 10 years responding to cyber-attacks in under an hour. This data indicates that the older organizations respond to cyber-attacks faster than the newer organizations (established within the past 10 years). Early detection and prevention of cyber-attacks is essential to avoid significant data, physical and monetary losses to the organization.
b. 80% of the organizations included in this study employed four or more accredited cybersecurity trained professionals. The remaining 20% of organizations (less than 450 total employees) employed up to four cybersecurity professionals.4 
c. 87% of the survey respondents stated that their organization allocated a certain portion of their annual budget for cybersecurity practices. The remaining 13% were either not familiar with the organizational budget or did not provide a response. This study reveals that the organizations understand the importance of cybersecurity and allocate funds each year to defend against potential cyber-attacks.4 
Further scorecard analysis reveals that all organizations involved in this study employed the recommended NIST industry defense methods to varying degrees.14 
1. 93% of organizations have a layered cybersecurity defense. 
2. 93% of organizations use multi-factor authentication. 
3. 100% of organizations utilize a firewall for additional network security.
4. 80% of organizations utilize a demilitarized zone (DMZ). A DMZ is an additional network segment between the external and internal networks to protect the internal networks from outside cyber-attacks.22 
5. 73% of organizations utilize virtual machines to run multiple operating systems.
This study reveals that the organizations participating in this study employed the foundational cybersecurity fundamentals, outlined by NIST, to avoid cyber-attacks. 

3.5 List of Recommendations
Many of the organizations participating in the survey indicated varying degrees of defensive cybersecurity measures. However, defense in depth strategy remained the key to thwart off potential cyber-attackers. It is important to ensure proper implementation of the safety protocols adopted by the organization to reduce cyber incidents.4 The following recommendations are foundational items provided by NIST as best practices.14,23–28 
Table 3.1: Best Practices for Cyber Security in Industries using ICS
	Password Requirements
	Minimum password length requirements, mandating regular password changes and auditing of stale credentials for unauthorized access

	Patch Cycles
	Single unit patch implementation, followed by testing and monitoring the performance, minimizes network degradation and possible disruptions due to any unforeseen patch issues. 

	Antivirus Software
	Defensive measure to prevent attacks from malware, spyware, and viruses. These scan network files and disinfect the infected files.

	Two-factor Authentication
	The addition of a second layer of verification for identity authentication provides an excellent means of advancing cybersecurity defense. 

	Demilitarized Zone
	A cyberspace demilitarized zone (DMZ) focuses on removal or prevention of network access to the potential cyber-attackers by incorporating multiple firewalls. Cloud based services can also be used to bolster the network’s defense to cyber-attacks.

	Mandatory Training
	With an evolving cyberspace, cybersecurity professionals need to update their training procedures and skillsets to design and implement the necessary protective measures against the new emerging threats. 

	Red Teams
	The red team member poses as a hacker and tries to simulate real-world cyber-attacks using the current threats to infiltrate the organizational network and identify network vulnerabilities.4,28 






CHAPTER 4
 CISTAR SHALE GAS FACILITY – STUDY OF CYBER HAZARDS
4.1 Introduction to CISTAR Shale Gas Facility
The purpose of this study was to establish a cyber-enhanced HAZID which would serve as a reference model for designing cyber security infrastructure for a shale gas processing facility with the proposed CISTAR design. 
The process which is a variation of the process described in Chapter 1 consists of three major process operations: Thermal Dehydrogenation of the alkane feed, Oligomerization of alkenes and Liquid Hydrocarbon recovery. A Hazard Identification study was carried out with the focus on scenarios, linked to potential cyber interfaces, where there could be a potential two-way communication with the control room, leading to catastrophic consequences. 
The CISTAR technology, which is focused on developing local and modular units, involves three steps for processing dry and sweet shale gas – Thermal Dehydrogenation, Oligomerization and Liquid Hydrocarbon Recovery19. In such a hierarchy, the entire shale gas stream, without any front-end separation, is directed to an NGL Activation section. The activated NGL molecules are sent to the NGL upgrading section for production of desired products. All the necessary separations, including separation of methane, unreacted NGL components, products, etc., are at the backend of the process. The process is shown in Figure 4.1.
[image: ]
Figure 4.1: DOL Process for alkane conversion29
4.2 Assumptions of Control and Communication:
Shale gas is withdrawn from the wellheads and goes through a series of separation, acid gas removal and dehydration steps. Then the dry and sweet shale gas proceeds to the CISTAR complex starting with NGL activation. The wellheads and the upstream facilities are assumed to be controlled independently, while the CISTAR facilities are assumed to be controlled by a second control room. The focus of this study will be on the CISTAR facilities and its associated control room. The control strategy assumed for the DOL CISTAR process is highlighted in Figure 4.2.
[image: ]
Figure 4.2: DOL Process with Assumed Controls29



4.3 Methodology: 
The study was done on a preliminary design and PFD, shown in Figure 4.2. The potential cyber interface is the point which might be subject to cyber-attack leading to a Possible Cause (bold to match heading of table created for analysis) of Incident causing an Operational Deviation and Failure Scenario which might unfold as a Possible Incident with Consequences. Based on this, an unmitigated Potential Cyber Risk Rating is assigned. Later safeguards are decided upon. Post consideration of these Safeguards as well as Cyber Safeguards, we have the final Cyber Risk Rating.
Since the process design is preliminary, assumptions were made for the instrumentation, control strategies and interfaces. As a result, this is not a complete case study but an illustration of the process that should be applied to the final design. The interfaces which could have two-way cyber communication between the facility and regional control room were listed and a complete hazard analysis was carried out with respect to those interfaces – which includes the Potential Cyber Interfaces, the possible Failure Scenarios arising from those being compromised and the severity of those consequences, the Potential Safeguards as well as an ultimate Risk Rating. The complete HAZID is shown in Table A1 (Appendix Section) which sequentially addresses each piece of equipment.  Every hazard statement is described using the following terms:
1. Potential Cyber Interface:  These are the operational parameters for the equipment vulnerable to cyberattacks (potential risk due to instruments having two-way (or one-way) communication with the offsite / regional control room)
2. Operational Deviations:  These are the deviations in process parameters from their set point which can lead to various failure scenarios including those involving the cyber interface being compromised.
3. Possible Cause: The cause for the deviation. It may be an equipment or an instrument. For the purpose of this study, we have assumed that all equipment has inlet / outlet block valves to isolate for maintenance, and these are manually operated (not remote controlled).
4. Failure Scenarios:  This column includes the complete description of the scenario where the possible cause might lead to a potentially catastrophic deviation or an incident. 
5. Possible Incident: Major incidents caused by the deviation such as rupture, loss of containment, fire, or explosion. Generally, events that could potentially lead to loss of life or financial damage encompassing multiple equipment.
6. Consequence:  The consequence of the incident including extent of damage or impact on operational issues.
7. Potential Cyber Risk Rating: If unmitigated, this is the potential Risk Rating attributed to the scenario (high, medium, or low).
8. Potential Safeguards: These are the recommended safeguards to protect the equipment/system from the described scenario. There are primarily three general types of these safeguards:
a. Mechanical Safeguards: Safeguards built into the equipment such as Pressure Relief Valves, fail open designs, etc. These do not rely on instrumentation or manual intervention to function and are difficult to compromise, hence would not be impacted by a cyberattack.
b. Instrumented Safeguards: Safeguards applied to specific equipment. These could be local safety instrumented system (SIS) interlocks, which are not connected to the control room or the rest of the plant and hence will likely not be vulnerable to a cyber actor. The instrumented safeguard may include a possible One-way or Two-way communication from the plant to the control room. These may be vulnerable to cyberattacks and hence must be reduced if appropriate as per operating requirements.
c. Procedural Safeguards: Safeguards which are based on operators taking actions either based on the specific situation or following procedures in the event of a process upset or incident.
d. Cyber Safeguards: Safeguards to prevent compromise of the systems by cyberattack vectors. Discussion of these is not in the scope of this table.
9. Cyber Risk Rating (Final): This is the final risk rating after considering all the safeguards. 
4.4 Control Considerations:
For this study, it was assumed that the plant will start up manually. However, steady state operation will be without intervention but with remote monitoring and occasional remote control (during operational deviations). There will be three primary control pathways: Local Programmable Logic Controller (PLC), One-way communication (Local action but with remote monitoring, susceptible only to Denial-of-Service type of attacks) and Two-way communication (Remote monitoring and Remote Control, prone to cyberattacks).
Based on a detailed review of the preliminary process flowsheet and discussions with the process design engineer, the process control scheme of the facilities was determined. The interfaces which are controlled via two-way communication are:
1. Shale Gas Flow Control: Feed Flow to Expander, set point set from the control room, may have cascades.
2. Thermal Dehydrogenation Reactor Fuel Gas Flow Control: This controller will be “slave to the master” controller taking temperature of the shale gas from TD-R exit (S1).
3. Shale Gas Oligomerization Reactor Furnace Control: Possibly local but may be 2-way.
4. Absorber Tower Pressure and Level Control: Pressure controlling vent gas flow, may be level controlling V1.
5. Flash Tank: Level controlling PUMP-1 output.
6. Day Tank: Liquid level indicator with alarm and flow control.
Other controls will likely be local with small PLCs linking sensor and controller. 
The focus of this study is primarily on consequences of potential catastrophic nature. Hence, it will be focusing on specific interfaces such as the Shale Gas Flow Control, the Thermal Dehydrogenation Reactor (TD-R) Fuel Gas Control, the Shale Gas Oligomerization Reactor Furnace Control and the Day Tank control. Other potential cyber interfaces will not be evaluated.
4.5 Detailed Analysis:
Detailed analysis was carried out based on a reasonable assumption of controls and cyber interfaces. The results from this analysis are listed in Table 4.1.
Table 4.1 Classification of cyber interfaces based on communication type
	Equipment
	Local SIS
	1-way
	2-way

	EXP-1
	
	
	Shale gas inlet flow control

	HXINT-5
	
	
	Shale gas inlet flow control 

	TD-R
	Timed purge
	
	Flow control of fuel gas (P-alarm, T-alarm)

	HXINT-1
	Fan RPM control
	
	

	OLI-R-1, OLI-R-2, OLI-R-3
	
	
	Reactor furnace/temperature control

	H1, H2, H3
	Fan RPM control
	
	

	Chill-1, Chill-2
	
	
	Chilling water flow control

	ABS-T
	
	V1 valve opening.
	Vapor outlet valve opening

	FLASH
	Level controller (instrumented safeguards)
Outlet flow control
	Level control (level alarm)
	

	PUMP-1, PUMP-2
	Pump trip
	
	

	TANK-1
	Tank inlet flow control (instrumented safeguards)
	
	Tank inlet flow control (Level alarm and control)



Step 1 – Dehydrogenation
The primary cyber interface is the Shale Gas Flow Control, which is upstream of the expander, as shown in Figure 5.2. If this interface is compromised as listed in Table A1, it may only cause operational issues in the Expander EXP-1 and the Heat Exchanger HXINT-5 and unlikely to cause any further damage to the system. The unmitigated cyber risk rating was hence specified as Low. A possible safeguard is a two-way high temperature indicator with interlock. The same cyber interface could also cause operational issues in the Thermal Dehydrogenation Reactor. 
The Flow of Fuel Gas to the Fired Heater is the primary potential cyber interface in the Thermal Dehydrogenation Reactor because the operators will want to monitor the furnace temperature and operation, thereby inviting a two-way communication with the control room. A malfunction or cyber-attack may lead to severe consequences such as explosion and fire. The potential cyber risk rating for the same are thus high and medium, and we have several potential safeguards. This unit has interlocks with two-way communication as a primary defense against any issue. These are however prone to cyber damage. In this case however, they are supplemented with mechanical and instrumented Local SIS which are not prone to cyberattacks.
Heat Exchanger HXINT6 is a similar configuration to HXINT5 and thus has no independent risks. COMP-2 also had no independent risks or potential cyber interfaces.
The air-cooled heat exchanger HXINT1 just has a fan RPM control which is operated by a Local SIS connection.
Step-2: Oligomerization
Pipe Flow Reactors have their heating control as a two-way communication which can lead to a potential runaway of high consequence. It also does not have any other safeguards except interlocks.
The air-cooled heat exchangers H1, H2 and H3 operate similar to HXINT1.
Step-3: Liquid Hydrocarbon Recovery
The shale gas interchangers HXINT2, HXINT3 and HXINT4 did not have any independent risks or relevant interfaces.
Chill-1 and Chill-2 have a two-way communication with the control room with the cooling water flow being controlled by the interface. However, the unmitigated cyber risk is low and no additional safeguards were considered.
The Absorber Tower has two cyber interfaces – the V1 valve, controls the level of the liquid in the tower, and the vapor exit flow control valve, controls the tower pressure using a hydrogen vent. Disruption of either will lead to operational disturbances only and hence have a low cyber risk.
The Flash Tank level controller and bottom valve opening are two high risk interfaces, but they will likely be controlled locally and hence no cyber vulnerability. 
The Pumps also have a similar scenario. In multiple scenarios across the pump and the flash tank, the primary action is to trip the pump which is Local SIS. 
The Day Tank (TANK-1) has a critical interface for inlet flow control. This is a two-way communication for monitoring the level and regulating flow. There are high severity consequences for the tank overfilling. Therefore, this should have independent safeguards.
Compressor COMP-1 has no independent interfaces.
The complete HAZID is shown in Appendix A-1.
4.6 Cyber Interfaces and Communication Strategies:
Some of the potential cyber interfaces were more likely to have two-way communication and considered to be critical due to the severe consequences associated with them. 
Table 4.2 Cyber Interfaces and Typical Control Strategies
	Equipment
	Catastrophic Cyber Scenario Instrumented Safeguards
	Potential Cyber Interfaces
	Control Strategy

	TD-R
	High pressure alarm with heater shutdown
	Pressure Indicator at TD-R, Fuel Gas Inlet Flow Control Valve
	Pressure sensor on the reactor controlling the flow of flue gas to the fired heater on the reactor

	
	
	
	
	

	TD-R
	Low/high burner fuel pressure or low atomizing fluid differential pressure alarm with heater shutdown (high temperature alarm with heater shutdown)
	Pressure Indicator at TD-R, Fuel Gas Inlet Flow Control Valve
	Temperature sensor at the exit of the reactor controlling the flue gas to the fired heater on the reactor
	

	
	
	
	
	

	OLI-R-1, OLI-R-2, OLI-R-3
	High temperature indicator with alarm and interlock 
	Temperature Sensor at OLI-R outlet, Fan RPM Control
	Temperature sensor at the exit of the reactor controlling Fan RPM of the coolers upstream of the reactor
	

	
	
	
	
	

	TANK - 1
	Liquid level indicator with alarm and flow control
	Liquid level sensor, Flow Control Valve
	Liquid level indicator on the day tank controlling the inlet flow to the tank
	

	
	
	
	
	



Previous cyber-attacks/incidents associated with the temperature, pressure, and flow controllers, discussed above, were studied to understand the vulnerabilities associated with these components. Additional cyber safeguards will be required based on the choice of the controllers (type and make) used by the CISTAR facility.
The primary ICS units which are vulnerable to attack as per Table 4.2 are the Pressure Sensor, Temperature Sensor and Flow/Liquid Level Sensor. Tables 4.3-4.5 show some of the cyber incidents related to these devices.


Table 4.3: Pressure Sensor Incidents
	Target Unit: Pressure Sensor

	Incident
	Short Description

	Triton attack (malware targeted for Triconex safety controller, made by Schneider Electric)
	Triton, which was named for the Triconex safety controller model that it targeted, against a petrochemical plant in Saudi Arabia. The malware allowed the hackers to take over the plant's safety systems remotely, though a flaw in the code allowed the plant to respond before any damage occurred.30 

	Turkish oil pipeline (speculated pressure breach)
	Hackers manipulated the operating parameters as well as prevented the pressure alarm from going off.31



Table 4.4: Temperature Sensor Incidents
	Target Unit: Temperature Sensor

	Incident
	Short Description

	Umich study on temperature controllers breach
	The researchers demonstrated that an adversary could remotely manipulate the temperature sensor measurements without tampering with the targeted system or triggering automatic temperature alarms.32

	Triton attack (can harness temperature sensors)
	Hackers manipulated the operating parameters as well as prevented the alarms from going off and operators from being informed about real system conditions.30 

	Industrial heating system attack
	Heating and fire detection system was compromised as the control box was directly connected to the internet.33

	German Steel Mill Attack
	Heating and fire detection system was compromised as the control box was connected to the business network. Safe shutdown was also hampered leading to massive damage.20





Table 4.5 Flow/Liquid Level Sensor
	Target Unit: Flow/Liquid Level Sensor

	Incident
	Short Description

	Florida water treatment facility
	The computer system was compromised and used to send instructions to the ICS, changing NaOH levels.34

	Maroochy water services breach
	Disgruntled employee used a proprietary equipment to mimic a field controller and send malicious commands to other controllers over radio compromising the system.20

	Stuxnet nuclear reactor centrifuge breach
	A virus propagated through external devices affected the PLC software running Uranium centrifuge affecting their performance.35

	Kemuri water plant breach
	BlackEnergy is a phishing software which can take control of computers operating ICS.36



These past incidents show the vulnerabilities of these devices. Thus, protection of these devices must be arranged based on their control strategies. The control strategies and cyber interfaces may be controlled in one of several communication pathways. The facility is in a remote location and may be controlled only via the control room. As shown in Table 4.6, the communications may be laid out in a wired configuration in which a long fiber optic cable connects the control room server which may be operated by Supervisory control and data acquisition system (SCADA) or a Distributed Control System [DCS] ) to the Field Control Unit (FCU), which is connected to the rest of the PLCs that operate the field devices. These PLC to Device and PLC to FCU communications generally employ the Modbus protocol. Other communication approaches involve connecting the SCADA/DCS systems wirelessly (through Microwave) to various RTUs (Remote Terminal Units), which are coupled with the individual field devices or their PLCs. The more preferred approach is to mix Wireless and Wired such that there is a single Microwave (MW) or Satellite (VSAT – Very Small Aperture Terminal) between the SCADA/DCS server at the Control Room and the Field Control Unit.
Table 4.6 Communication Modes
	Communication modes

	Wireless-Wired Hybrid
	Field Device -(Modbus)-> PLC -(Modbus)-> Field Control Unit -(VSAT/MW)-> SCADA/DCS server -(TCP)-> HMI

	
	Field Device -(Modbus)-> PLC -(Modbus)-> Field Control Unit -(Modbus)-> LAN Hub -(VSAT/MW)-> SCADA/DCS server -(TCP)-> HMI

	Wired
	Field Device -(Modbus)-> PLC -(Modbus)-> Field Control Unit -(Modbus/Long Fiber Cable)-> SCADA/DCS server -(TCP)-> HMI



The choice of the communication mode dictates the safeguards required to be employed to thwart potential cyber-attacks. Lastly, the type of communication protocols (Modbus, DNP3, IEC 61850) used also influence the choice of the safeguards installed on the network. The choice of controller design, communication modes and protocol kits are left to the CISTAR control design team and were not considered in this study. 

4.7 Cyber Threat Statement
The cyber threat statement (Table 4.7) provides an overall assessment of the threats associated with the CISTAR process. This assessment is based on the threat history associated with the process (previous cyber incidents in the oil and gas sector) and process components (previous cyber incidents on process components likely to be involved in the CISTAR process). The assessment also examines the current cyberattack capabilities, possible motivation/intent behind the attacks and the potential actions from these attacks. Following this assessment, the cyberattack potential on the remote facilities associated with CISTAR were judged to carry a ‘Medium’ risk rating.

Table 4.7: Cyber threat statement for CISTAR Process
	Threat
	Cyber Attack

	General Threat History
	Cyber-attacks on ICS systems are increasing as several organizations experience attempted disruption of computer servers and electronic appliances. Previous cyberattacks like Triton, Turkish oil pipeline incident, Maroochy water services breach, German steel mill attack, etc. have focused on targeting several ICS components like intelligent electronic devices (IED)/remote terminal units (RTU) to cause significant physical and economic damage to the organization. Triton malware was used to hack the safety controls without the alarms going off in a petrochemical plant, based in Saudi Arabia. The heating and fire detection system was compromised during the German Steel Mill attack, causing troubles in a safe shutdown, and leading to massive physical damage. Florida water treatment facility breach incident involved a system compromise where the ICS inputs were changed, causing a rise in the NaOH levels in the facility. 

	Specific threat history
	No history at this facility

	Capability
	Cyberspace and its underlying infrastructure are vulnerable to a wide range of risk stemming from both physical and cyber threats and hazards. Sophisticated cyber actors and nation-states exploit vulnerabilities to steal information and are developing capabilities to disrupt, destroy, or threaten the delivery of essential services. Severe physical damage can be inflicted by cyber-attacks on the pressure controller (across TD-R), temperature controller (across TD-R and OLI-reactors) and the flow controller (around the product tank (TANK-1)). 

	Motivation/ Intent
	Sophistication of cyber criminals is out stripping the ability to effectively counter the attacks, resulting in increased malicious events, loss of data and physical damage. Of growing concern is the cyber threat to critical infrastructure, which is increasingly subject to sophisticated cyber intrusions that pose new risks.

	Potential Actions
	Malicious intent, personal enrichment, political or religious motivation. Cyberspace is particularly difficult to secure due to several factors: the ability of malicious actors to operate from anywhere in the world, the linkages between cyberspace and physical systems, and the difficulty in reducing vulnerabilities and consequences in complex cyber networks.

	Overall Assessment
	The exposure to these proposed small remotely operated gas processing plants assets by cyberattack was evaluated by the team and determined within the next 10 years that the cyber-attack potential on these facilities will make this a ‘Medium’ threat. 

	Threat Ranking
	Medium



The overall assessment involves the assumption that the CISTAR process involves modular, skid-mounted units. Hence, the capability of the cyber-attacks to inflict economic damage or demand ransomware are limited, since the attacked components can be isolated, quarantined and repaired or replaced.




CHAPTER 5
RECOMMENDATIONS AND SCOPE OF FUTURE WORK
The primary learnings from our study are listed below:
1. Cyber security is important in establishments requiring the use of Industrial Control System (ICS). Installing some of the cyber security elements may require altering the facilities, the computer systems, as well as training people on newer operating procedures. ICS control should be isolated from the corporate computers to disable cyber-attacks and every data communication point should be adequately monitored.
2. This CISTAR alkane conversion process is envisioned as a local, modular, and remote facility. Thus, any form of control or operation from the console room will require two-way communication. Two-way communication exposes the system to attack by cyber-attack vectors and their use should be minimized.
3. Appropriate safeguards should be included in the design to prevent any consequences resulting from cyber-induced failure. These safeguards may be Mechanical, Instrumented or Procedural. The Instrumented safeguard may be Local SIS or might employ one-way or two-way communication. An Instrumented Safeguard with one-way or two-way communication, as well as procedural ones, are vulnerable to cyber-attacks and should be supplemented with other safeguards.
4. Three potential cyber interfaces were identified to be critical – the Flow sensor linked to the Shale Gas Flow control, the Temperature control of the Furnace and the Pipe Reactors, and the Level controller of the Day Tank.
5. The instruments related to these critical interfaces have a record of past cyber incidents. The communication modes are also important. While a direct wireless communication to Remote Terminal Unit is cost effective, it is prone to cyberattack, and a fully wired network will be costly. It would be more business prudent to employ a method combining both wireless and wired communication.
6. Overall, the cyber threat of the facility is assessed to be medium. Future changes to the CISTAR process would require the cyber threat assessment to be updated. The procedure for such a cyber threat assessment is as follows, as depicted in Figure 5.1:
a. Study previous cyber incidents: Past Cyber Incidents will continue to be the single biggest resource for learning and preparation as the technology becomes more sophisticated and more equipment become connected via some type of network over time.
b. Perform a cyber enhanced HAZOP analysis: During design of the facility, a fresh HAZOP will need to be carried out with an emphasis on Cyber risk ratings. As with this study, the focus should be on incidents with potential catastrophic consequence.  The HAZID shown in Appendix A-1 and referenced in Chapter 4 may serve as a guide. 
c. Identify critical components. Components and potential cyber interfaces with a high cyber risk rating.
d. Identify other cyberattack routes (communication protocols): It is imperative to use the most secure protocols and monitor every point of potential attack.
e. Suggest potential safeguards and build new Cyber Threat assessment. 
[image: ]
Figure 5.1: Flowchart for building new cyber threat assessment.
There are many opportunities for future study. These include:
1. Study of cyberattack vectors and study of communication protocols and internet security protocols to better protect against those vectors.
2. Study of cybersecurity on existing or pilot plant facilities to provide better insight to the actual effects of cyberattacks.
3. Study of cybersecurity in the Control Room focusing on the DCS and SCADA systems.
4. Study of cybersecurity practices in an organization involving employees who are not typically exposed to Cyber-security practices.
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Appendix A-1: Hazard Identification Document (HAZID) for Shale Gas Facility
Possible Incidents and Failure Scenarios at CISTAR Facility
Step 1 – Dehydrogenation
Expander (EXP-1)
Service: Shale Gas
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Causes
	Failure Scenarios
	Possible Incident
	 Consequence
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Shale Gas Inlet Flow
	High Pressure
	Upstream flow variation or Expander Impeller Failure
	Higher pressure downstream of the expander
	No
	Operational Issues in the TD-R
	Low
	· High pressure shutdown interlock (Instrumented) (Two-way communication)
	· 



Heat Exchanger (HXINT5)
Service: Both sides: Shale Gas
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Causes
	Failure Scenarios
	Possible Incident
	 Consequence
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Shale Gas Inlet Flow Control
	 High Temperature
	Low flow of inlet shale gas 
	Excessive heating of inlet due to variation in shale gas inlet flow
	 No
	Operational Issues Only
	Low
	· High temperature indication with alarm and interlock (Instrumented) (Two-way communication)
	· 



Thermal Dehydrogenation Fired Heater (TD-R)
Fuel Side: Natural Gas
Process Side: Dry and Sweet Shale Gas
	[bookmark: _Hlk62259951]S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Cause
	Failure Scenarios
	Possible Incident
	Consequence
	Potential Cyber Risk Rating (Unmitigated)

	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Flow control of Fuel Gas to Fired Heater
	Overpressure (High Pressure)
	Fuel Gas Flow Low
	Deflagration in firebox due to delayed ignition on light-off, fuel leak- age into the firebox, or insufficient firebox purging
	 Explosion, Fire
	Loss of firebox
	High
	· Provide continuous pilots for all burners (Mechanical)
· Timed purge prior to light off with interlocks to ensure that all fuel supply valves are closed (Instrumented) (Local SIS)
· Reliable fuel gas isolation (e.g., double block and vent) (Mechanical)
· Provide flame surveillance system to prevent fuel admission until an ignition source is present (Instrumented) (Local SIS)
· Provide interlocks to ensure that fuel and combustion air controls are in proper lighting off positions, before the ignition sequence can proceed (Instrumented) (Local SIS)
· High pressure indication with alarm and interlock (Instrumented) (Two-way communication)

	· 

	2
	Flow control of Fuel Gas to Fired Heater
	High Temperature (Firebox)
	Fired Heater Overfiring
	High or low burner liquid fuel pressure or low atomizing fluid differential pressure resulting in fuel burning on the heater hearth, Overheating of tubes, rupture and fire in firebox

	Fire
	Significant damage to fired heater
	Medium
	· High temperature alarm with heater shutdown (Two -way communication)
· Low/high burner fuel pressure or low atomizing fluid differential pressure alarm with heater shutdown (Two -way communication)
	· 



Heat Exchanger (HXINT6)
Service: Both sides: Shale Gas
No independent risks identified. High and Low Temperature deviation scenarios result in low cyber risk (see HXINT5).

Heat Exchanger (Air Cooled) (HXINT1)
Service: Shale Gas
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Causes
	Failure Scenarios
	Possible Incident
	  Consequence
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Fan RPM control (by downstream Temperature)
	High Temperature
	Fans tripping and inadequate cooling of process fluid
	Outlet gas exceeds design T and enters downstream compressor & reactor too hot with potential runaway 
	Loss of Containment, Fire, Explosion at the Reactor
	Potential exothermic runaway in Oligomerization reactors
	High
	High temperature indicator with alarm and interlock (Instrumented) (Local SIS)
	· 



Compressor (COMP-2)
Service: Shale Gas
Note: Control of exit pressure to be noted
No independent risks identified.

Step-2: Oligomerization
Pipe Flow Reactors (OLI-R-3, OLI-R-2, OLI-R-1)
Process Fluid: Shale Gas 
Reaction: Exothermic (Note: Paraffins and H2 will serve as thermal mass and mitigate temperature increase)
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Causes
	Failure Scenarios
	Possible Incident
	 Consequence
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	 Reactor Furnace Control
	High Temperature
	Damage to the reactor furnace
	 High Temperature within the reactor causing potential runaway 
	Loss of Containment, Fire, Explosion at the Reactor
	Potential runaway
	High 
	High temperature indicator with alarm and interlock (INSTRUMENTED) (2-way communication)

	



Heat Exchanger (Air Cooled) (H1, H2, H3)
Process Fluid: Shale Gas 
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Causes
	Failure Scenarios
	Possible Incident
	 Consequences
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Fan RPM control (by downstream Temperature)
	High Temperature
	Fans tripping and inadequate cooling of process fluid
	Outlet gas exceeds design T and enters downstream reactor too hot with potential runaway 
	Loss of Containment, Fire, Explosion at the Reactor
	Potential runaway
	High
	High temperature indicator with alarm and interlock (INSTRUMENTED) (Local SIS)

	



Step-3: Liquid Hydrocarbon Recovery
Heat Exchanger (STHE) (HXINT2, HXINT3, HXINT4)
Service: Both sides: Shale Gas
No independent risks identified.

Heat Exchanger (STHE) (Chill-1, Chill-2)
Tube Side: Shale Gas 
Shell Side: Water
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Causes
	Failure Scenarios
	Possible Incident
	Consequences
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Chilling Water Flow Control (by Exit Temperature of Process)
	High Temperature
	Shut off cooling water
	Excessive heat to downstream process
	No 
	Process disturbance in Absorber Tower
	Low
	· High temperature indication with alarm and flow control (INSTRUMENTED) (Two-way communication)

	· 

	2
	Chilling Water Flow Control (by Exit Temperature of Process)
	High Temperature
	Plug in cooling water with continued heating
	Thermal expansion of continually heated cooling water
	No  
	Process disturbance in Absorber Tower
	Low
	· High temperature indicator with alarm and flow control (INSTRUMENTED) (Two-way communication)
	· 




Vessel (ABS-T):
Service: Liquid (Hydrocarbons) and Gas (Shale Gas)
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Cause
	Failure Scenarios
	Possible Incident
	Consequences
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	V1 Valve Opening
	Overpressure (High Pressure)
	Outlet plugged with debris
	Blocked outlet flow path 
	Rupture, Loss of Containment
	ABS-T operation disturbed and FLASH tank empty causing several issues.
	Low
	· Relief device (Mechanical)
· Interlock to isolate vessel inlet or trip PUMP1 on high pressure (INSTRUMENTED) (One-way communication)

	· 

	2
	Vapor Exit Flow Control
	Overpressure (High Pressure)
	Valve failure
	Blocked outlet flow path 
	Rupture, Loss of Containment
	ABS-T operation disturbed 
	Low
	· Relief device (INSTRUMENTED)
·  High pressure alarm with vapor exit flow control (Two-way communication)
	· 





Vessel (FLASH):
Liquid (Hydrocarbons) and Gas (Shale Gas)
	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Cause
	Failure Scenarios
	Possible Incident
	Consequences
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1




	Level controller 
	No liquid flow out of vessel, only vapor or High Liquid Level

	Level controller not working

	Loss of liquid level sending vapor to pumps and to tank (potentially creating a flammable atmosphere in tank) or High Liquid level causing liquid carryover to COMP-1

	Fire, Explosion, Loss of Containment

	PUMP1 and PUMP2 dry run damage and vapor to TANK-1 or COMP-1 damage due to liquid carryover.

	High
	· Dual independent low- and high-level alarm (One-way communication) followed by emergency shutdown closing the valve and tripping PUMP-1, PUMP-2 and COMP-1 (Instrumented) (Local SIS)
· Vessel design accommodating maximum upstream pressure (MECHANICAL)
· Relief device (INSTRUMENTED)


	

	2
	Flash tank bottom valve opening
	Overpressure (High Pressure)
	Outlet Blocked, with debris recognizing block valve is manually controlled & could be inadvertently shut
	Blocked outlet flow path due to debris buildup
	Loss of Containment
	FLASH Tank overfilling, Liquid carry-over to COMP-1. PUMP1 and PUMP2 dry run damage
	· High
	· Vessel design accommodating maximum upstream pressure (MECHANICAL)
· Relief device (INSTRUMENTED)
· Interlock to isolate vessel inlet or trip feed pump on high pressure (Local SIS) (INSTRUMENTED) 

	· 


Pump (PUMP-1 & PUMP-2):
Service: Liquid (Hydrocarbons)

	

S.No.
	Potential Cyber Interface
	Operational Deviations
	Possible Cause
	Failure Scenarios
	Possible Incident
	Consequences
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Pump Trip or Independent Pump Control
	No electric power
	Pump abnormal Shutdown
	Pump tripped causing Flash drum to overfill causing liquid carryover to COMP-1
	 Explosion, Loss of Containment, Fire
	Severe Damage to Compressor
	· High
	· Power shutdown interlock (INSTRUMENTED) (Local SIS)
	



Day Tank (TANK-1)
Liquid (Hydrocarbons) and Gas (Shale Gas)

	S No
	Potential Cyber Interface
	Operational Deviations (Parameter Deviations)
	Possible Cause
	Failure Scenarios
	Possible Incident
	 Consequences
	Potential Cyber Risk Rating (Unmitigated)
	Potential Safeguards
	Cyber Risk Rating (Final)

	1
	Tank inlet flow control
	Overfilling tank
	Faulty level indicator (or manipulated)
	Breach of tank and discharge of liquid or damage to tank 
	Explosion, Loss of Containment, Fire
	Tank overfill, release of light hydrocarbon liquid
	High
	•  Liquid level indicator with alarm and flow control (INSTRUMENTED) (2-way communication)
· Interlock to isolate vessel inlet and shutdown PUMP-2 on high pressure or high level (INSTRUMENTED) (Local SIS)
· Relief device (Mechanical)

	


Compressor (COMP-1)
Service: Shale Gas
No independent scenarios identified.

Appendix A-2: Cybersecurity Scorecard & Recommendations
Recently, there has been an increase in the number of cyber threats reported in the energy sector with 32% of the industrial cyber-attacks focused on this sector, as reported by ICS-CERT in 2018.1 Energy is considered a critical infrastructure, with petroleum and natural gas organizations falling into this category. Oil rigs, transportation pipelines and refineries constitute potential cyberattack options for the cyber criminals. Petroleum and natural gas companies can no longer stand idle and must implement defensive cybersecurity measures to thwart these potential attackers.
To address this issue in the petroleum and natural gas space, the Center for Strategic and Innovative Transformation of Alkane Resources (CISTAR) and Purdue Process Safety Assurance Center (P2SAC) along with the Computer and Information Technology department at Purdue, analyzed the current cybersecurity strategies in place with the companies associated with CISTAR and P2SAC. This research aims to use the current practices to address the cybersecurity shortfalls and gaps within these companies and provide recommendations for improvement.  This summary is based on the MS Thesis research by Frantz.4  
To understand the current industrial practices, an online Qualtrics survey was circulated among the petroleum and natural gas companies associated with CISTAR and P2SAC. It was assumed that the participants taking the survey were aware of the cybersecurity practices/safeguards used by their respective organizations. The survey was developed following the NIST cybersecurity framework.13 Basic demographic questions were used to establish the industry background of the survey respondents, followed by the remaining questions all based upon NIST standards to understand the cybersecurity and physical security measures employed by the company. Additionally, nearly 75% of the survey questions, excluding demographics, align with the State of Indiana Cybersecurity Scorecard.21 Figure 3.1 shows the CISTAR cybersecurity scorecard used to carry out the survey. 
These questions were developed to learn the impact of age of an organization on the cyber-attack response time. Also, inputs from this survey help understand the extent of implementation of NIST recommended cybersecurity practices within these organizations and the amount of human and monetary resources dedicated by the organizations towards cybersecurity defenses. Any negative trends identified through the survey responses were compared to the NIST standards and a list of recommendations was prepared. The recommendation list is arranged based on the monetary cost to the company and will assist in the development of a sound layered cybersecurity defense plan.
Survey Analysis
The independent variables associated with this study are the presence of a cybersecurity group at the company and the company age. These variables cannot be manipulated within the study since it is reflective of CISTAR and P2SAC affiliated companies’ current design and history. The dependent variables in the study include varying cybersecurity measures used throughout CISTAR companies, accredited cybersecurity training, and the size of cybersecurity groups in terms of personnel.
There were 15 individuals participating in this survey. The age of the organizations ranged from 4 to 45 years, with the mean age, M = 15, and a standard deviation of 14.4.4 Overall organizational age was used over the age of respective cybersecurity departments due to the lack of documented origin dates for each cybersecurity branch. This study revealed that 75% of organizations with age less than four years took up to 24 hours to initiate a response following a cyber-attack. No other organization, regardless of their age, took longer than a few hours, with 100% of organizations 10 years and older responding under an hour. This data indicates that the older organizations respond to cyber-attacks faster than the organizations established within the past 10 years. Cybersecurity must become a priority for all organizations as a delay, to quarantine a cyber breach, on the order of a few hours could prove extremely costly. There could be extensive data loss recorded in short time periods, causing severe physical and economic damage, so the response times must be kept to a minimum to protect an organization’s respective network. 
The survey analysis also revealed that 80% of the organizations included in this study employed four or more accredited cybersecurity trained professionals. The remaining 20% of organizations employed up to four cybersecurity professionals, with the total employment associated with all the companies in this category less than 450 individuals. This infers that there were fewer fulltime cybersecurity professionals to defend the network as there are fewer people utilizing the network and should not be construed as ignorance of the organization towards cybersecurity.4
Among the industrial respondents that completed the Qualtrics survey, 87% stated that their organization allocated a certain portion of their annual budget for cybersecurity practices. The remaining 13% were either not familiar with the organizational budget or did not provide any response. This study reveals that the organizations understand the importance of cybersecurity and allocate funds each year to defend against potential cyber-attacks. Future research on the size and fund allocation towards the organization’s cybersecurity budget could help determine if the budget is adequate for the size of the company and evaluate the effectiveness of the cybersecurity measures in place.4
Further cybersecurity scorecard analysis reveals that all organizations involved in this study utilized varying degrees of recommended NIST industry defense methods.14 The key findings are as follows:
1. 93% of organizations have a layered cybersecurity defense. Layered defense or the Defense in Depth (DiD) approach refers to the use of a series of security controls to protect the network for potential cyber-attacks.37
2. 93% of organizations use multi-factor authentication (security enhancement using additional credential requirements).24
3. 100% of organizations utilize a firewall for additional network security.
4. 80% of organizations utilize a demilitarized zone (DMZ). A DMZ is an additional network segment between the external and internal networks to protect the internal networks from outside cyber-attacks.22
5. 73% of organizations utilize virtual machines to run multiple operating systems.
This study reveals that the basic NIST recommended cybersecurity processes are in place, with most organizations using a layered cyber defense strategy. It also implies that the foundational cybersecurity fundamentals are employed within the organizations that participated in the study. Additional research would be necessary to examine the implementation, execution and monitoring of cybersecurity program employed by the participating organizations to suggest recommendations.

List of Recommendations
The focus of the cybersecurity recommendations discussed in this section are directed toward local, remote, and unmanned facilities located within the petroleum and natural gas infrastructure, relevant to CISTAR. These facilities are often controlled off-site, and cyber-criminals could potentially introduce pipeline disruptions or system failure during a network breach. In the event of a cyber breach, the response times would be impacted due to the proximity of the facility and could also result in an increased response time for cyber forensics. Many of the organizations participating in the survey show varying degrees of defensive cybersecurity measures. However, defense in depth remains the key to thwarting off potential cyber-attacks, transforming the network into a hard target. Hackers are expected to avoid networks employing multiple layers of cybersecurity. Additionally, many of the cyber-attacks occur due to ignorance or the lack of proper implementation of the safety protocols already adopted by an organization.4
The following recommendations are foundational items provided by NIST as best practices.14,23–28 These recommendations do not cover the topics discussed in depth and the cybersecurity professionals associated with CISTAR and P2SAC should familiarize themselves with the NIST publications. Although there are free cybersecurity measures available, most of the defensive measures involve purchase and maintenance cost, or both, but typically offer more advanced cybersecurity. Organizations with cybersecurity budgets can seek cybersecurity solutions from external consulting firms or companies specializing in them. This route can help reduce the physical footprint required to house the required servers and hardware.

a. Password Requirements
Establishment of a minimum password length and mandating regular password changes are two cost effective methods to bolster network defenses. It is recommended that the organizations develop policy that outlines both password related items, tasking the cybersecurity department with password enforcement.4 NIST recommendations for passwords set by humans is a minimum of eight characters.26 However, with the advent of modern computing, several cybersecurity professionals recommend the use of passphrases. Passphrases provide additional security and are difficult to crack, thereby offering a higher level of protection. If the use of a passphrase is untenable, procedures should be put in place to avoid password compromises. Limiting the number of incorrect password entries prior to locking out an account offers additional protection against password cracking.4 
NIST does not recommend changing passwords periodically, as users usually edit their existing passwords or use password hints or personal knowledge-based questions, the answers could be available across the internet. Another safe practice to avoid cyber breaches involves the removal of system access to the past employees who no longer work for the organization. Procedures should be in place to suspend or remove system access for employees upon completion of their employment term. Network or system access suspension should become part of out-processing to ensure it is not overlooked. Suspending access for ex-employees will prevent any form of disgruntled cyber-attack where the former employee could access the network using their credentials and harm the organization. Insider attacks pose a serious risk to organizations as the attackers are aware of the network architecture and can go undetected for significant periods of time. Finally, auditing for stale credentials should occur regularly to ensure access is limited to those that require it.4,26 
b. Patch Cycles
Businesses and organizations must have a system in place to identify and implement software patches. Patches released by large software companies are tested prior to release, however, it does not mean that all patches are prepared for immediate introduction to an organization network. It is recommended that the patch is loaded onto all machines simultaneously. It is recommended to identify a single unit for implementing the patch, followed by testing, and monitoring its performance. This minimizes network degradation and possible disruptions due to any unforeseen patch issues. Prior to any patch being employed onto a network, a risk analysis should be performed on the respective program requiring the software patch. Off-cycle patch updates can be a possible solution in events where the breach has already taken place.4,25
c. Antivirus Software
Antivirus software serves as an obvious defensive measure to prevent malware, spyware, and viruses. There are numerous reputable antivirus companies that provide software tailored to specific needs of the organization. Some recommended capabilities for the antivirus software outlined by NIST27 include:
1. Scanning start-up files and boot records, monitoring real time activities to check for any suspicious activity. 
2. Antivirus software should monitor applications like email clients, web browsers, which are more likely to be infected.
3. Scanning files for known malwares and identifying the most common malware types and the attacker tools.
4. Disinfecting files to remove the malware, placing them in quarantine for examination and deleting the file that cannot be quarantined.
d. Two-factor Authentication
The implementation of two-factor authentication provides an excellent means of advancing defensive cybersecurity. The added protection results from the addition of a second layer of verification for identity authentication. Typically, this type of authentication requires an economic investment to create the second means of authentication. Username and password credentials do not cost anything and generally serve as the initial means for accessing a network or system. The second layer of defense can be accomplished through possession items or biometrics. Typically, possession items include a smart card, security token or a smart phone application that can be used for verification. Biometric analysis using facial recognition, retina scans, or fingerprint scanning are popular means to validate identity, all of which are unique to each individual user, but expensive. While the monetary investment for biometric screening is quite high, the cost can be justified by providing identity confirmation that is incredibly difficult to replicate or compromise.4,24
e. Demilitarized Zone
A cyberspace demilitarized zone (DMZ) focuses on removal or prevention of access by malicious cyber-attackers that could potentially infiltrate an organization’s network and cause damage. A DMZ offers excellent protection to a local area network (LAN). In the presence of DMZ, any network compromise would restrict the malicious attackers from accessing the remainder of the network. A firewall is usually in place between the server located within the DMZ and other servers on the LAN, thereby blocking malicious attempts by attackers to access. It limits connectivity needed to safeguard the network but the connectivity between hosts within the DMZ and the internet is not compromised. A DMZ serves an additional firewall for external servers. A firewall between servers within the DMZ and external network connections is accompanied by a second firewall that is set up between the remaining LAN servers and DMZ. The second firewall acts as an added layer of protection and provides additional time for any breach identification using a network intrusion or monitoring device.4,23 
A subnet behind a DMZ offers further protection against cyber-criminals. The subnet categorizes the organizational network, which creates a type of defense in depth. However, DMZs have now been replaced by the more sophisticated cloud-based services within the cybersecurity industry. The cloud-based services minimize the server space requirements and maintenance required by the organization. Security options available on the cloud are usually expensive but offer firewall protection by the cloud provider, reducing the organizational network configuration requirements.4
f. Mandatory Training
The cybersecurity group within an organization should employ personnel with prior experience or training directly related to cyberspace. This foundational knowledge is helpful to understand the functionality and structure of a network and helps in building or growing defense mechanisms against potential cyber-attacks. Mandating cybersecurity training also ensures that personnel have adequate knowledge to oversee the maintenance and defense of a network. With an evolving cyberspace, the cybersecurity professionals should update their training procedures and skillsets to design and implement the necessary protective measures against these emerging threats. Courses like A+, Network+ and Security+, offered by CompTIA, provide basic information technology fundamentals that help better understand a network.38–40 Advanced certification courses from CompTIA like CompTIA Advanced Security Practitioner Plus (CASP+) and Penetration Testing Plus (PenTest+) or Certified Ethical Hacker course could help the employees train in several network penetration techniques and help strengthen the defense architecture employed for the network.41–43 Training courses such as Certified Information Systems Security Professional (CISSP) and Certified Information Security Manager (CISM) are provide excellent network management skills.44,45 


g. Red Team Use
Red team testing is a part of the network penetration testing outlined by NIST.28 Red teams are not hackers, but rather employees within a company or members of a trusted cybersecurity company. The red team testing member is tasked with attempting to infiltrate the organization network and provide feedback that can help detect, prevent, and reduce the network vulnerabilities. By taking on the appearance of a hacker, the red team member tries to simulate real-world cyber-attacks using the current threats to infiltrate the organizational network. One common practice employed by the red team involves the use of phishing emails to understand the “click rate” of employees. Employees are the most vulnerable components of a network and the lack of proper training and information regarding phishing emails often causes them to release sensitive information to the cyber-attackers. The results from a red team test can shape the employee training requirements and identify network vulnerabilities.4,28
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