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Abstract—Learning from a few examples (one/few-shot learn-
ing) on the fly is a key challenge for on-device machine intel-
ligence. We present the first chip-level demonstration of one-
shot learning with SAPIENS, a resistive RAM (RRAM) based
non-volatile associative memory (AM) chip that serves as the
backend for memory-augmented neural networks. The 64-kbit
fully-integrated RRAM-CMOS AM chip performs long-term
feature embedding and retrieval, demonstrated on a 32-way
one-shot learning task on the Omniglot dataset. Using only
one example per class for 32 unseen classes during on-chip
learning, SAPIENS achieves 79% measured inference accuracy
on Omniglot, comparable to edge software model accuracy using
5-level quantization (82%). It achieves an energy-efficiency of 118
GOPS/W at 200 MHz for in-memory L1 distance computation
and prediction. Multi-bank measurements on the same chip
show that increasing the capacity from 3 banks (24 kb) to 8
banks (64 kb) improves the chip accuracy from 73.5% to 79%,
while minimizing the accuracy excursion due to bank-to-bank
variability.

Index Terms—One-shot learning, memory-augmented neural
networks, associative memory, resistive random access memory
(RRAM, ReRAM).

I. INTRODUCTION

N-device machine intelligence requires continuous real-

time learning of never-before-seen data/events [1]].
Memory-augmented neural networks (MANNS) aim to address
this demand by utilizing an explicit associative memory to
augment the feature learning capabilities of neural networks
(NNs) with scarce data [2]-[4]. A MANN consists of a
frontend neural feature extractor (such as a convolutional
neural network) and a backend associative memory (AM).
In the backend AM, real-time learning occurs by embedding
(storing) new features into the memory, and inference occurs
through similarity-based retrieval of features. In this work,
we demonstrate a chip for accelerating the MANN backend,
using an RRAM-based non-volatile associative memory that
naturally enables long-term feature embedding and efficient
feature retrieval. In our MANN system, the frontend NN is
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Fig. 1. Overview of memory-augmented neural network (MANN) workflow:
meta-training phase, (one-shot) learning phase, and inference phase. One-shot
learning and inference are demonstrated on SAPIENS in this work.

initially trained offline (meta-training), after which its weights
are fixed and do not need to be updated. During k-shot
learning, novel features (from unseen classes that are not
included in NN meta-training) are mapped into the associative
memory, using only k examples per class (where k > 1
is a small number). During inference, the query samples
initiate similarity-based retrieval from the associative memory,
which makes predictions based on similarity. At a device-
level, prior work has explored the use of novel devices such
as ferroelectric memories for emerging MANN workloads
with a combination of device-level experiments and simula-
tions [5]]. At an architecture-level, a crossbar-based accelerator
for a variant of MANNs [[6] was previously proposed and
analyzed through system simulations [7]]. However, chip-level
implementation and characterization are missing, and thus, the
impact of device non-idealities and circuit design limitations
on the performance of MANNSs remains to be elucidated.
Demonstrating the integration of a new device technology
at the chip-level, with real-time characterization of the tar-
get workloads, as illustrated in this work, is of paramount
importance in accelerating technology development through
accelerator design and optimization.

Here, we present SAPIENS (Stanford Associative memory
for Programmable, Integrated Edge iNtelligence via life-long
learning and Search), a 64-kbit fully-integrated RRAM-CMOS
associative memory (AM) chip as the backend of MANNSs
[8]]. Leveraging the monolithic integration of RRAM on top
of CMOS [9], the single-chip AM core occupies an area of 0.2
mm? in TSMC 40 nm RRAM technology [10], [11]]. SAPIENS
supports the key one-shot learning and inference operations
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Fig. 2. SAPIENS architecture, data encoding, and dataflow. Feature vector embedding and L1 distance computation are the main operations during one-shot

learning and inference phases.

needed for a MANN model via two modes: (1) feature vector
embedding in AM (learning); and (2) L1 distance computation
between query set (test images) and support set (embedded
novel features) for similarity-based prediction (inference).

The rest of the paper is organized as follows. [Section II
presents a brief introduction to MANN models and the role
of SAPIENS. discusses the chip architecture and
operation schemes. [Section TV] presents experimental measure-
ments of SAPIENS on one-shot learning workloads. Finally,
the conclusion in[Section V]provides forward-looking research
directions based on insights from this work.

II. MANN FOR ONE-SHOT LEARNING

Memory-augmented neural networks such as [3|] enable
learning continuously from one or few examples on the fly,
also known as one-shot or few-shot learning. shows
the major components and dataflow of a MANN model, where
a frontend neural network with feature learning capabilities
feeds into a backend associative memory for similarity mea-
surement. A MANN model, as a whole, is heterogeneous
because of the inherently different structures of the frontend
neural network and the backend associative memory. A typical
NN accelerator architecture optimized for multiply-accumulate
(MAC) kernels does not address the data movement and the
operations associated with an external associative memory effi-
ciently. Memory-centric hardware implementations are needed
for MANN models to enable efficient learning and inference
at the edge [12]. As a case study, we use the Omniglot dataset
[13] for our one-shot and few-shot learning experiments.
The dataset contains over 1,600 classes of characters from
worldwide alphabets, with only 20 examples per class drawn
by different people. The dataset represents a challenging task
even for humans as it requires fast learning and recognition
using a few examples [13].

A MANN workflow consists of three phases (Figure T). A
subset of 1,200 classes is used for the initial meta-training

phase [3]]. This phase is performed offline once to train the
NN feature extractor. The weight parameters of the feature
extractor are fixed after offline training and are not updated in
the following phases. Next, for the one-shot learning phase,
a number of unseen classes, that were not presented to the
MANN before, are used as the support set and fed into the
previously-trained feature extractor. Only one image example
is used per class for one-shot learning. (In general, k image
examples are used per class for k-shot learning.) The extracted
feature vectors coming out of the feature extractor are embed-
ded into the backend associative memory. In this work, the
embedding is performed by programming the feature vectors
into the RRAM array of the SAPIENS chip. The embedded
features stay within the associative memory without consum-
ing standby power, due to the non-volatility of RRAM. For the
inference phase, the frontend feature extractor takes new input
samples (e.g., Omniglot images) and produces query vectors
that represent the input samples. These query vectors have
the same format as the feature vectors in the learning phase.
They are sent to the associative memory, where similarity
measurement between the query vectors and the embedded
feature vectors is performed. This approximate search process
identifies the closest class the test image belongs to, yielding
the inference result. This operation of the AM is distinct from
most conventional uses of content-addressable memories (e.g.
in IP routers) where exact matches are required [[14]], [15].

III. SAPIENS ARCHITECTURE AND OPERATIONS

As shown in [Figure 2| each unit memory cell has a

two-transistor, two-resistor (2T-2R) structure, leveraging the
monolithic integration of RRAM directly on top of CMOS.
Following the complementary encoding scheme discussed in
[16], each 2T-2R cell encodes ‘0’ with high resistance state
(HRS)-low resistance state (LRS), or ‘1’ with LRS-HRS. A
pair of wordlines (WLs) that control the select transistors in
the 2T-2R cell encodes ‘0’ with VDD-GND biases, or ‘1’ with
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Fig. 3. (a) Chip-level forming statistics characterized by the WL voltage distribution and the RRAM resistance distribution after the forming operation. (b)
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Fig. 4. RRAM two-level endurance characterization. Each red/blue point
represents an LRS/HRS state measured at the corresponding cycle number
on the x-axis (one read measurement was recorded every 40,000 cycles). A
SET/RESET pulse width of 1pus was used. Early signs of cell failure are
observed after > 108 cycles.

GND-VDD biases. Addressing, programming, and reading
are enabled with the decoder and driver peripheral circuits,
whereas additional analog/digital circuitry performs sensing,
accumulation, and comparison functions that are essential to
the execution of different MANN phases. I/O transistors are
used within the driver circuitry while the rest of the decoding,
sensing, and post-processing peripherals use core transistors.
The AM core is partitioned into 8 sub-AMs, where every 8
BLs are grouped into a sub-AM bank (i.e., 32 rows per bank).
The chip supports feature vector embedding and L1 distance
computation as two major operations.

A. Programming and Characterization of RRAM

A standard RRAM forming operation is needed before
feature embedding: the WL voltage is ramped from 1.3 V with
an increment of 0.05 V, and the bitline (BL) voltage is kept at
3.3 V with all source lines (SLs) grounded. A pulse width of 1
ms is used for all forming pulses. The forming operation only
needs to be performed once before the RRAM cells are used.
Chip-level statistical distributions for the forming operation
are shown in a).

In the learning phase, the 256 x 256 RRAM array and
the decoder and driver peripherals are activated. The extracted
feature vectors are sent into the AM. Each 128-bit feature
vector gets programmed into one entire row of the RRAM
array (along each BL). The core is partitioned into 8 sub-
AMs that can store the same or different support set features.

For each sub-AM, a write-verify scheme [17] is used for
feature embedding. For SET operations, BL voltage is 3.3
V while SLs are grounded, and for RESET operations, SLs
are biased at 3.5 V while BLs are grounded. SET pulses
have 1pus pulse width, and RESET pulses have 100 us pulse
width. After full-chip programming, another two iterations of
verification are applied, where cell re-programming may or
may not occur based on how much relaxation it experiences.
During verification, read voltage on the BLs is 0.2 V while
the WL voltage is 2.5 V.

[Figure 3[b) shows the measured resistance distributions
from the 64-kbit RRAM, after embedding a set of features
from the Omniglot dataset for a one-shot learning work-
load. Resistance relaxation effect is sometimes observed after
programming, and may be correlated with the underlying
oxygen vacancies re-generation and re-combination processes
[18]. The relaxation behavior after array programming is
characterized on SAPIENS. Less than 5% of the cells that
are programmed to the HRS drift below 100 k€2, as shown by
the tail bits in [Figure 3[b). As shown in [Figure 3|c), retention
measurements at room temperature indicate stable non-volatile
behavior necessary for inference operations. further
shows the endurance characterization. The relatively large cell
resistance state variations from cycle to cycle are due to fast
programming pulses (1 ps) without write verification to speed
up the endurance measurement. The retention and endurance
characterizations show robust device behaviors necessary for
the learning and inference experiments that will be discussed

in [Section TV]

B. Sensing Operation for Inference

As the associative memory core is non-volatile, the learned
features remain in memory for the subsequent inference opera-
tions. For inference, test samples are presented to the frontend
feature extractor from which the query vectors are generated.
The 128-bit query vectors are sent into the AM core through
the WL circuitry. In the sensing circuitry, there are 32 sense
amplifiers (SAs) in total, and each SA is shared by 8 BLs.
This means that there are 32 rows being activated while the
L1 distance computation is performed in parallel between the
query vector and 32 feature vectors. Within each clock cycle,
4 WLs are activated in parallel, where each pair of WL pulses
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along a 2T-2R unit cell encodes 1 bit in the query vector.
Activating WLs that control the gates of select transistors
creates a current path from the SA charger, through the BLs
and the 2T-2R cells, to the SL ground. As a result, the BL
potentials are set by voltage division between the activated
2T-2R cells and the SA charger, as shown in a).
The degree of match between the voltage-encoded WL query
vector and the resistance-encoded feature vector (Figure 5|b))
determines the relative pull-down and pull-up strengths on
the BL. As a result, different WL inputs (query data), when
compared with previously stored features in RRAM cells, lead
to different SA input voltage levels. [Figure 5|c) shows three
cases of query and feature vector comparison, each of which
falls under a different BL voltage window based on the voltage
division behavior illustrated in [Figure 5|a). Finally, as the
upper and lower SA buffers set two thresholds, the BL voltage
can be sensed to yield the SA output, which is configurable for
1-bit per cycle (0.4 GOPS) or 2-bit per cycle (0.8 GOPS) for
sensing. An example of sensing operation from initialization to

accumulation is provided in [Figure 3(d). To initialize sensing,
SA clk is driven low, while the partial query vectors are sent

through WLO to WL3 as voltage pulses. Towards the end
of each sensing cycle, the SA outputs for the corresponding
BLs (i.e., classes) are captured by the registers and then
accumulated with counters. A larger number of matching bits
indicates a smaller L1 distance between the query vector and
the feature vector. Such operation is repeated for the remaining
sets of WLs encoding the rest of query vector. Finally, a
comparator tree takes the accumulator outputs from 32 classes
and identifies the maximum degree of match, corresponding
to the smallest L1 distance between input query sample and
stored class.

The width of the partial WL vector (i.e., activating 4 WLs
per cycle at 200 MHz) is a design choice based on (1) the
RRAM ON/OFF ratio distribution at the array-level, and (2)
the design complexity and energy/area penalties of the sensing
circuitry at a high frequency when activating many WLs in
parallel. In our BL-parallel, WL-sequential operation scheme,
the L1 distance computation between a full query vector and
32 feature vectors takes 640 ns. This latency can be hidden
in the end-to-end pipeline, where the frontend image capture
and CNN feature processing take 8.33 ms even on a 120-
fps CMOS image sensor (CIS) integrated with a digital signal
processing (DSP) core at 262.5 MHz [19] .

To benchmark the sensing circuitry with respect to previous
memory chips that support in-memory search, we take the
measured data reported in previous work, and extrapolate to
the same workload of approximate search among 32 classes
of 128-bit vectors. As shown in SAPIENS enables
energy- and area-efficient approximate search, while other
chips with exact search capability would not handle this type
of workload efficiently [20]—[24]. As opposed to designs with
complex cell structures, our compact cell array at 40 nm node
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reduces total wire length, and as a result, the dynamic energy
is reduced while activating multiple rows and columns.

IV. ON-CHIP ONE-SHOT LEARNING WITH SAPIENS

In this section, we discuss the data flow and the measured
results. In our demonstration, we conduct 32-way, 1-shot
learning experiments on the Omniglot dataset. For the frontend
feature extractor in the MANN model, we use a 4-layer CNN
that works with both support set and query set having 32
classes [3]]. As shown in a), the extracted features
are 32 x 1 vectors with 32-bit floating point values. On all
the values in a feature vector, a linear quantization is applied
to obtain 5 discrete levels. The quantized values are encoded
as 4-bit thermometer codes. A larger quantized value indicates
more ‘1’s in the code, which resembles a thermometer reading.
The 4-bit codes of the 32 elements in the feature vector
are concatenated to form a single 128-bit vector which is
sent into the AM. The AM computes the L1 distance as the
number of matching bits between this 128-bit query vector and
the vectors stored in the AM. For one sub-AM, L1 distance
computation is performed in parallel between the query vector
and all 32 classes. SAPIENS makes use of an ensemble of
multiple sub-AM banks (up to 8) to embed the the same
set of features, and the final prediction is made via voting
among the sub-AM banks. The 64-kbit data pattern shown in
[Figure 7(b) is measured from SAPIENS after the 32-way, 1-
shot learning on the chip. The 32 features are broadcast to 8
sub-AMs and remain there after power-off due to non-volatility

of the RRAM. The resistance distributions are measured post
resistance relaxation. The data shown in [Figure 7[b) also
reflects the cycle-to-cycle and device-to-device programming
variations given the identical set of feature vectors among the
8 sub-AM banks. The tail bits of the high resistance state
can lead to narrower sensing windows during the inference
operations due to lowered ON/OFF ratio in the worst case.
Using the MANN flow described earlier, we then conduct
inference operations on SAPIENS and collect the hardware
inference results from measurements using the Omniglot test
set (32 classes with 320 images per class). The chip consumes
0.21 mW power at 10 MHz frequency and 3.39 mW at
200 MHz frequency. For L1 distance computation and class
prediction, an energy efficiency of 118 GOPS/W is measured.
Each operation is defined as the L1 distance computation
between the 128-bit query vector and all 32 128-bit feature
vectors, and the final prediction is factored into the overall
energy efficiency as well. The precision for vector elements
is 4 bits using thermometer encoding as described earlier.
Static power of RRAM cells in the activated sub-AM bank
contributes about 16% of the total power during inference,
which is determined by RRAM resistances. RRAM charac-
teristics would also impact design choices such as encoding
scheme, sensing circuitry, and dataflow, which largely affect
the dynamic and other leakage components of the total power.
We further analyze and calibrate the sense amplifier (SA)
voltage biases for chip inference operation. The VDD supply
(SA VDD) and the PMOS charger bias (SA Bias) as discussed
in [Figure 5(a) modulates the relative strength or the effective
resistance of SA compared to the 2T-2R cells on a BL. As a
result, degradation in sensing accuracy that results from device
variations, resistance relaxation, and circuit non-idealities such
as IR drop can be compensated by adjusting the voltage
biases. shows the correlation between SA voltage
modulation and the overall inference accuracy, with 79%
inference accuracy obtained. The chip retention behavior at
room temperature is characterized, by powering off SAPIENS
for five days and performing the same set of experiments
afterwards. The non-volatile nature of SAPIENS plays an
important role in ensuring life-long learning and inference on
chip. For the 32-class inference tests on the Omniglot dataset,
the accuracy reduces from 86% to 82% after quantizing the
floating-point model to a 4-bit representation for edge systems.
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By mapping the edge software model onto SAPIENS with SA
biasing optimizations, we obtain a 79% accuracy at 200 MHz

frequency from hardware measurements (Figure 9(a)).

With the multi-bank architecture, we characterize and ana-
lyze the trade-off between hardware resources and the quality
of results (QoR) of the MANN. Specifically, the measured chip
inference accuracy with various number of sub-AM banks is
shown in [Figure 9b). The statistical behavior indicated by the
error bars reflects different possible combinations of sub-AM
banks used, given a certain number of sub-AM banks. This
shows how device- and circuit-level variations translate into
final model predictions. A larger number of banks leads to
less variability in the prediction results as well as higher chip
inference accuracy, trading hardware resources for improved
QoR. When using the full chip capacity, i.e., all the 8 sub-AM
banks, the highest chip accuracy is achieved, using the globally
optimized SA bias condition from [Figure 8] By enabling fine-
grained SA bias modulation in future work, accuracy with
fewer number of banks may be further improved.

From a chip reliability perspective, we also probe the robust-
ness of SAPIENS via continuous inference tests. More than
6 million test images are sent into the chip while monitoring
the inference accuracy from measurements. [Figure 9(c) shows
that the RRAM-based SAPIENS chip is robust against read
disturb and conductance drift that may be encountered over
long-term operation.

For future system-technology co-optimization (STCO) using
RRAM and other non-volatile memories (NVMs) in one-shot
learning applications, key device characteristics such as HRS-
to-LRS ratio and resistance uniformity play a critical role,
similar to the conventional digital memory and data storage
use cases. However, spatial variations and the interaction
with sensing peripherals are aspects unique to SAPIENS-like
associative memory hardware. On one hand, as SA mismatches
and RRAM variations co-exist, tightening the HRS distribution
above 100 k2 would leave a larger voltage margin for SA
bias modulation to reduce the accuracy loss from hardware
non-idealities. On the other hand, reducing RRAM variations
globally as in the typical cases of on-chip memories and data
storage may not suffice, if such optimizations are done without
awareness of spatial information. From the experiments of
capacity-accuracy trade-off, we find that the spatial variations

across sub-AM banks play an important role. After the one-
shot learning phase, certain 1 or 2 sub-AM banks may exhibit
relatively higher device-to-device (D2D) variations tied to
lower tail bits of HRS distributions after relaxation. As each
row in a sub-AM bank represents a unique class feature and
each sub-AM bank equally contributes to the inference result,
such spatial variability becomes a source of hardware accuracy
loss as well as accuracy excursion that are not captured in
typical memory designs. This presents new challenges and re-
quirements for spatial-aware hardware design and optimization
with RRAM or other NVMs.

V. CONCLUSION

SAPIENS highlights the importance of new technology in-
tegration and characterization at a chip-level, for emerging Al
workloads that may benefit from new hardware architectures
and new device technologies. Using the experimental charac-
terizations of one-shot learning on chip, we explore various
hardware-software implications, from device and circuit non-
idealities to capacity-accuracy trade-offs. The experimental
demonstrations and analysis attained from this work point to
possible realization of the more ambitious goal of lifelong
learning applications in the future, where new hardware tech-
nologies and architectures can offer energy-efficient, privacy-
centered solutions. From a hardware perspective, this requires
exploring STCO techniques to address non-idealities and fully
utilize the benefits of non-volatile memories with tight logic
integration in 3D and analog programmability. From an ap-
plication perspective, this in return leads to new opportunities
around incorporating the unique hardware characteristics (e.g.,
SAPIENS measurements and non-idealities) into the design of
lifelong learning models, as well as domain adaptation in a
dynamic environment.
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