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HEAT TRANSFER IN FEMTOSECOND LASER PROCESSING OF METAL

Ihtesham H. Chowdhury and Xianfan Xu
School of Mechanical Engineering, Purdue University, West Lafayette, Indiana, USA

The short time scales and high intensities obtained during femtosecond laser irradiation of metals require that heat transfer calculations take into account the nonequilibrium that exists between electrons and the lattice during the initial laser heating period. Thus, two temperature fields are necessary to describe the process—the electron temperature and the lattice temperature. In this work, a simplified one-dimensional, parabolic, two-step model is solved numerically to predict heating, melting, and evaporation of metal under femtosecond laser irradiation. Kinetic relations at the phase-change interfaces are included in the model. The numerical results show close agreement with experimental melting threshold fluence data. Further, it is predicted that the solid phase has a large amount of superheating and that a distinct melt phase develops with duration of the order of nanoseconds.

INTRODUCTION

In the last few years, the use of femtosecond lasers in materials processing and related heat transfer issues has been studied both theoretically and experimentally. Several reviews of the topic can be found in the literature [1]. This interest has been sparked by the fact that ultrashort lasers offer considerable advantages in machining applications, chief among which are the abilities to machine a wide variety of materials and to machine extremely small features with minimal debris formation.

In general, three different heat transfer regimes during femtosecond laser irradiation of metals have been identified [2]. These are illustrated in Figure 1. Initially, the free electrons absorb the energy from the laser and this stage is characterized by a lack of thermal equilibrium among the electrons. In the second stage, the electrons reach thermal equilibrium and the density of states can now be represented by the Fermi distribution. However, the electrons and the lattice are still at two different temperatures, and heat transfer is mainly due to diffusion of the hot electrons. In the final stage, the electrons and the lattice reach thermal equilibrium and normal thermal diffusion carries the energy into the bulk. A two-temperature model to predict the
nonequilibrium temperature distribution between electrons and the lattice during the second regime was first described by Anisimov et al. [3]. Subsequently, Qiu and Tien [4] rigorously derived a hyperbolic two-step model from the Boltzmann transport equation. This model looks at the heating mechanism as consisting of three processes: the absorption of laser energy by the electrons, the transport of energy by the electrons, and heating of the lattice by electron–lattice interactions. Qiu and Tien [5] calculated application regimes for the one-step and two-step heating processes and also regimes for hyperbolic and parabolic heating. They concluded that for fast heating at higher temperature, the laser pulse duration is much longer than the electron relaxation time. As such, the hyperbolic two-step (HTS) model, which accounts for the electron relaxation time, can be simplified to the parabolic two-step (PTS) model. The HTS and PTS models have been solved numerically for femtosecond laser heating of various metals at relatively low fluences and the results have been shown to agree well with experiments. Approximate analytical solutions for the two-step equations have been developed by Anisimov and Rethfeld [6] and by Smith et al. [7]. Chen and Beraun [8] reported a numerical solution of the HTS model using a mesh-free particle method. An alternative approach to the problem has been developed by Tzou and Chiu [9]. They developed a dual-phase-lag (DPL) model wherein the two-step energy transport is regarded as a lagging behavior of the energy carriers. Their model predictions show reasonably close agreement with experimentally observed temperature changes in gold thin-film samples.

Most of the numerical solutions of the two-step model reported in the literature have concentrated on temperatures well below the phase-change temperature.
Kuo and Qiu [10] extended the PTS model to simulate the melting of metal films exposed to picosecond laser pulses. The present work extends the numerical solution of the one-dimensional PTS model to include both melting and evaporation effects on irradiation of metal with much shorter pulses, of femtosecond duration. Heating above the normal melting and boiling temperatures is allowed by including the appropriate kinetic relations in the computation. Therefore, the main difference between this work and prior work is that evaporation process and its effect on energy transfer and material removal is studied. It is seen that with increasing pulse energy, there is considerable superheating and the solid–liquid interface temperature approaches the boiling temperature. However, the surface evaporation process does not contribute significantly to the material-removal process.

**NUMERICAL MODELING**

In general, the conduction of heat during a femtosecond pulsed laser heating process is described by a nonequilibrium hyperbolic two-step model [4]. The equation for this model are given below:

\[ C_e(T_e) \frac{\partial T_e}{\partial t} = -\nabla \cdot Q - G(T_e - T_l) + S \]  

(1)

![Figure 1. Three stages of energy transfer during femtosecond laser irradiation (adapted from [2]).](image)
The first equation describes the absorption of heat by the electron system from the laser, the heat diffusion among the electrons, and transfer of heat to the lattice. $S$ is the laser heating source term, defined later. The second equation is for the lattice and contains a heat diffusion term and the energy input term due to coupling with the electron system. The third equation provides for the hyperbolic effect. If Eqs. (1) and (3) are combined, a dissipative wave equation characteristic of hyperbolic heat conduction is obtained. Tang and Araki [11] have shown that the solution of the dissipative wave equation yields a temperature profile with distinct wavelike characteristics. In Eq. (3), $\tau$ is the electron relaxation time, which is the mean time between electron–electron collisions. Qiu and Tien [5] have calculated the value of $\tau$ to be of the order of 10 fs for gold. In this study, the pulse widths are of the order of 100 fs, which is much longer than $\tau$, and the temperatures are also much above room temperature so that $\tau$ is further reduced. As such, the hyperbolic effect can be neglected and the HTS equations can be simplified to a parabolic two-step (PTS) model. The equations can be further simplified to consider only one-dimensional heat conduction, as the laser beam diameter is much larger than the heat penetration depth. The one-dimensional forms of the equations of the PTS model used in the simulation are

$$C_e \frac{\partial T_e}{\partial t} = \frac{\partial}{\partial x} \left( \kappa_e \frac{\partial T_e}{\partial x} \right) - G(T_e - T_i) + S$$

(4)

$$C_l \frac{\partial T_l}{\partial t} = \frac{\partial}{\partial x} \left( \kappa_l \frac{\partial T_l}{\partial x} \right) + G(T_e - T_i)$$

(5)

The laser heating source term $S$ is given as [2, 5]

$$S = 0.94 \frac{1 - R}{I_p(\delta + \delta_b)(1 - e^{-d/(\delta + \delta_b)})} J \cdot \exp \left[ -\frac{x}{(\delta + \delta_b)} - 2.77 \left( \frac{t}{I_p} \right)^2 \right]$$

(6)

A temporal Gaussian pulse has been assumed where time $t = 0$ is taken to coincide with the peak of the pulse. Equation (6) describes the absorption of laser energy in the axial direction where the depth parameter $x = 0$ at the free surface. $I_p$ is the FWHM (full width at half maximum) pulse width, $\delta$ the absorption depth, $R$ the reflectivity, $d$ the thickness of the sample, and $J$ the fluence. $\delta_b$ is the ballistic range, which provides for the ballistic transport of energy by the hot electrons. The ballistic transport of electrons was shown in a pump-probe reflectivity experiment on thin gold films [2]. Homogeneous heating was observed in thin films of thickness less than 100 nm. At thicknesses greater than this, diffusive motion dominates and cause the change from linear to exponential decay. It has been reported that using the ballistic parameter leads to better agreement between predictions and experimental data on heating by a femtosecond laser pulse [2, 8].
The electronic heat capacity is taken to be proportional to the electron temperature with a coefficient $B_e$ [5]:

$$C_e(T_e) = B_e T_e$$  \hspace{1cm} (7)

The electron thermal conductivity is generally taken to be proportional to the ratio of the electron temperature and the lattice temperature [5]. This is valid for the case where the electron temperature is much smaller than the Fermi temperature $T_F = \varepsilon_F/k_B$. For gold, which is the material investigated in the simulations, the Fermi temperature is $6.42 \times 10^4$ K. However, for the high energy levels considered here, the electron temperatures becomes comparable to the Fermi temperature and a more general expression valid over a wider range of temperatures has to be used [6]:

$$\kappa_e = \kappa \left( \frac{\vartheta_e^2 + 0.16}{\vartheta_e^2 + 0.092} \right)^{1.25} \left( \frac{\vartheta_e}{\vartheta_e + 0.44} \right)^{1.25}$$  \hspace{1cm} (8)

where $\vartheta_e = k_B T_e/\varepsilon_F$ and $\vartheta_l = k_B T_l/\varepsilon_F$.

The simulation is started at time $t = -2t_p$. The initial electron and lattice temperatures are taken to be equal to the room temperature and the top and bottom surfaces of the target are assumed to be insulated, leading to the initial and boundary conditions:

$$T_e(x, -2t_p) = T_l(x, -2t_p) = T_0$$  \hspace{1cm} (9)

$$\left. \frac{\partial T_e}{\partial x} \right|_{x=0} = \left. \frac{\partial T_e}{\partial x} \right|_{x=d} = \left. \frac{\partial T_l}{\partial x} \right|_{x=0} = \left. \frac{\partial T_l}{\partial x} \right|_{x=d} = 0$$  \hspace{1cm} (10)

At the high fluences and short pulse widths considered in this study, rapid phase changes are controlled by nucleation dynamics rather than by heat transfer at the solid–liquid or liquid–vapor interface. At the solid–liquid interface, the relation between the superheating/undercooling at the interface, $\Delta T = T_{sl} - T_m$, and the interface velocity $V_{sl}$ is given by [12]

$$V_{sl}(T_{sl}) = V_0 \left[ 1 - \exp \left( - \frac{L_{sl} \Delta T}{k_B T_{sl} T_m} \right) \right]$$  \hspace{1cm} (11)

where $T_{sl}$ is the temperature of the solid–liquid interface, $T_m$ the equilibrium melting temperature, and $L_{sl}$ is the enthalpy of fusion per atom. $V_0$ is a velocity factor. The energy balance equation at the solid–liquid interface is

$$\kappa_s \frac{\partial T_s}{\partial x} - \kappa_{liq} \frac{\partial T_{liq}}{\partial x} = \rho_s V_{sl} L_{sl}$$  \hspace{1cm} (12)

At the liquid–vapor interface, if it is assumed that the two phases are in mechanical and thermal equilibrium, that the specific volume of the vapor is much larger that of the liquid, and that the ideal gas law applies, then the
Clausius-Clapeyron equation can be applied to calculate the saturation pressure at the surface temperature. Considering also the change in latent heat of vaporization \( L_v \) with the liquid–vapor interfacial temperature \( T_v \), a relation between the saturation pressure \( p \) and \( T_v \) can be found as [12]

\[
p = p_0 \exp \left\{ -\frac{L_0}{R_u} \left[ \frac{1}{T_v} \sqrt{1 - \left( \frac{T_v}{T_c} \right)^2} - \frac{1}{T_b} \sqrt{1 - \left( \frac{T_b}{T_c} \right)^2} \right] \right\} - \frac{L_0}{R_u T_c} \left[ \sin^{-1} \left( \frac{T_v}{T_c} \right) - \sin^{-1} \left( \frac{T_b}{T_c} \right) \right]
\]

where \( L_0 \) is the latent heat of vaporization at absolute zero, \( R_u \) the universal gas constant, \( T_b \) the equilibrium boiling temperature, and \( T_c \) the critical temperature.

The liquid–vapor interfacial velocity can then be obtained from the molar flux \( j_v \) as [12]

\[
V_{lv} = \frac{M j_v}{\rho_{liq}} = \frac{AMp}{\rho_{liq}\sqrt{2\pi MR_u T_v}}
\]

where \( M \) is the molecular weight. \( A \) is a coefficient that accounts for the backflow of evaporated vapor to the surface and has been calculated to be 0.82 [12]. The energy balance equation at the liquid–vapor interface is

\[
k_{liq} \frac{\partial T_{liq}}{\partial x} \bigg|_{liq} = \rho_{liq} V_{liq} L_{lv}
\]

The above expressions for surface evaporation assume small deviation from equilibrium. In pulsed laser heating, the kinetic equation at the liquid–vapor interface could deviate significantly from the Clausius–Clapeyron equation [13]. However, it will be shown later that the accuracy of the interface relation does not affect the numerical results, since the energy carried away by evaporation accounts for a very small fraction of the total energy transfer, and the amount of the material removed by evaporation is insignificant.

The governing equations (4) and (5) are solved using the finite-difference method. The domain is divided into fixed grids in the axial direction \( x \). Two values, electron temperature and lattice temperature, are then assigned to each node. To solve for the lattice temperature field and the related phase changes, the enthalpy formulation is used. Equation (4) is cast in terms of enthalpy per unit volume as

\[
\frac{\partial H}{\partial t} = \frac{\partial}{\partial x} \left( \kappa_{liq} \frac{\partial T_{liq}}{\partial x} \right) + Q_e(x,t)
\]

where \( H \) is the sum of the sensible enthalpy and latent heat. The interface energy balances are embedded in the enthalpy equation, thus the melt and vapor interfaces are tracked implicitly.
An averaged enthalpy within a control volume can be calculated as the sum of sensible enthalpy and latent heat as

\[ H = \int_{T_0}^{T} \rho c_e dT + f_{\text{liq}} \rho_{\text{liq}} L_{sl} + f_{\text{v}} \rho_{\text{liq}} L_{lv} \]  

(17)

This completes the equations needed for the numerical model. The procedure followed for the solution of these equations is outlined below.

1. Both the electron and lattice temperature fields are set to the ambient temperature, and the melting and boiling temperatures are set to the equilibrium melting and boiling temperatures.
2. The electron temperature field is calculated by the semi-implicit Crank-Nicholson method.
3. The resulting electron temperatures are used to calculate the amount of energy that will be transferred to the lattice, and the lattice temperature field is computed as described in the following steps.
4. Below the melting point, the calculation of temperature is straightforward. Once the melting point is reached, an interfacial temperature, \( T_{sl} \), is assumed and the fraction of liquid, \( f_{\text{liq}} \), in each cell is calculated. This is done using the explicit method.
5. The position of the solid–liquid interface is then obtained from the values of the liquid fractions. This gives an estimate of the velocity \( V_{sl} \) and Eq. (11) can then be used to get a new estimate for \( T_{sl} \).
6. Steps 4 and 5 are repeated until the velocity \( V_{sl} \) converges according to the following criterion: \( \max \left| \left( V_{sl}^{new} - V_{sl}^{old} \right) \right| \leq 10^{-3} \).
7. When the temperature reaches the boiling point, a calculation similar to steps 5 and 6 is carried out to estimate the liquid–vapor interface temperature using the kinetic relation (13).
8. Steps 3, 4, 5, 6, and 7 are repeated until both the electron and lattice temperature fields converge (\( \Delta T_e/T_0 < 10^{-4} \) and \( \Delta T_l/T_0 10^{-5} \)).
9. The calculation then starts again from step 2 for the next time step.

RESULTS AND DISCUSSION

All the simulations were done for gold, and the thermophysical properties used in the simulation are given in Table 1. No values are available for the electron–lattice coupling factor for liquid gold, so a value which is 20% higher than that of solid gold is assumed [10]. This is thought to be reasonable because atoms in the liquid state lack long-range order and hence electrons collide more frequently with atoms in the liquid state than in the solid state. In a well-conducting metal such as gold, the lattice component of the thermal conductivity comprises only about 1% of the total, the rest being due to the electrons [14]. In order to avoid calculating the electron conductivity twice, the lattice conductivity used in the calculation, \( \kappa_l \), was taken to be 1% of the value of the bulk conductivity given in Table 1. No experimental data are available for the physical quantities in the superheated and the undercooled state,
so the values of the material properties at the melting point are used for these nonequilibrium states.

In most of the calculations, a total of 300 grid points was used. Out of these, 150 were put in the top quarter of the domain in a graded fashion so that the grid is finer at the top. The remaining points were placed in a uniform manner in the lower three-quarters of the domain. A time step of $10^{-16}$ s was used initially. After the electrons and the lattice reached the same temperature, the time step was increased to 10 fs to speed up the calculation. The total input energy and the total energy gained by the system (electrons and lattice) were also tracked. It was found that the difference was less than 0.01% in all cases. A time-step and grid-sensitivity test was also done and it was found that sufficient independence from these parameters was obtained during the calculation.

Figure 2 shows a comparison between the melting threshold fluences predicted by the simulation and the experimental data of Wellershoff et al. [15]. The fluences plotted in the figure are the absorbed fluences $(1 - R)I$. Two sets of results are plotted in the figure—one in which the ballistic depth, $\delta_b$, is taken to be 200 nm and the other in which the ballistic effect is neglected completely. It is seen that if the ballistic effect is not considered, the predicted melting threshold fluence is much lower than the experimentally determined value. This is because, in the latter case, the incident laser energy is absorbed only in the absorption depth $\delta_b$ and hence leads to a higher energy density in the top part of the film, which translates into higher temperatures. On the other hand, consideration of the ballistic depth leads to the incident energy being absorbed over a greater depth, which gives a lower

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient for electronic heat capacity $B_e$ (J/m$^3$K$^2$)</td>
<td>70.0 [4]</td>
</tr>
<tr>
<td>Specific heat of the solid phase $C_v$ (J/kg K)</td>
<td>$109.579 + 0.128T - 3.4 \times 10^{-4}T^2 + 5.24 \times 10^{-7}T^3 - 3.93 \times 10^{-10}T^4 + 1.17 \times 10^{-13}T^5$ [22]</td>
</tr>
<tr>
<td>Specific heat of the liquid phase $C_{liq}$ (J/kg K)</td>
<td>157.194 [22]</td>
</tr>
<tr>
<td>Electron–lattice coupling factor $G$ (W/m$^3$ K) (s, solid liq, liquid)</td>
<td>$s, 2.0 \times 10^{16}$ [2], liq, $2.4 \times 10^{16}$</td>
</tr>
<tr>
<td>Enthalpy of evaporation $L_{ev}$ at $T_b$ (J/kg)</td>
<td>$1.698 \times 10^8$ [22]</td>
</tr>
<tr>
<td>Enthalpy of fusion $L_{sf}$ (J/kg)</td>
<td>$6.373 \times 10^4$ [22]</td>
</tr>
<tr>
<td>Molar weight $M$ (kg/kmol)</td>
<td>196.967 [22]</td>
</tr>
<tr>
<td>Reflection coefficient $R$</td>
<td>0.36262 [23]</td>
</tr>
<tr>
<td>Universal gas constant $R_u$ (J/K mol)</td>
<td>8.314</td>
</tr>
<tr>
<td>Boiling Temperature $T_b$ (K)</td>
<td>3.127 [22]</td>
</tr>
<tr>
<td>Critical temperature $T_c$ (K)</td>
<td>5.590 [24]</td>
</tr>
<tr>
<td>Melting temperature $T_m$ (K)</td>
<td>1.337.58 [22]</td>
</tr>
<tr>
<td>Velocity factor $V_0$ (m/s)</td>
<td>1.300 [10]</td>
</tr>
<tr>
<td>Coefficient for electronic conductivity $\chi$ (W/mK)</td>
<td>353 [6]</td>
</tr>
<tr>
<td>Radiation penetration depth $\delta$ (nm)</td>
<td>18.22 [23]</td>
</tr>
<tr>
<td>Fermi energy $\epsilon_F$ (eV)</td>
<td>5.53 [23]</td>
</tr>
<tr>
<td>Thermal conductivity of the solid phase $\kappa_s$ (W/mK)</td>
<td>$320.973 - 0.0111T - 2.747 \times 10^{-3}T^2 - 4.048 \times 10^{-9}T^3$ [25]</td>
</tr>
<tr>
<td>Thermal conductivity of the liquid phase $\kappa_{liq}$ (W/mK)</td>
<td>$37.72 + 0.0711T - 1.721 \times 10^{-3}T^2 + 1.064 \times 10^{-9}T^3$ [25]</td>
</tr>
<tr>
<td>Solid density $\rho_s$ (kg/m$^3$)</td>
<td>$19.3 \times 10^3$</td>
</tr>
<tr>
<td>Liquid density $\rho_{liq}$ (kg/m$^3$)</td>
<td>$17.28 \times 10^3$</td>
</tr>
</tbody>
</table>
temperature and hence higher threshold fluence. The ballistic depth of 200 nm that is considered here is reasonably consistent with previous measurements of the depth, which gave a value of 105 nm for much lower fluence pulses [2].

The inclusion of the ballistic effect gives a reasonably good fit to the experimental data. It is seen that the threshold fluence saturates at about 111 mJ/cm$^2$ for film thickness greater than 900 nm, which is due to the fact that the sample is thick compared with the electronic diffusion range. Also, it is noticed that the simulation overestimates the fluence for thinner films. This may be due to the fact that multiple reflections that might occur for thinner films are not included in the model. The thermal conductivity of thin metal films has also been shown to be smaller than the bulk value [16]. Taking this effect into account would lower the predicted damage threshold for the thinner films. Also, it has been shown that the value of the electron–lattice coupling factor might change depending on the electron temperature [17]. This has not been considered in the simulation and might improve model accuracy. Smith and Norris [18] have shown that their numerical solution of the PTS model predicts higher lattice temperatures when the temperature dependence of the electron–phonon coupling factor is taken into account.

The second stage of the calculation included phase-change phenomena. In all of these calculations, a ballistic depth $\delta_b = 200$ nm was assumed in accordance with the threshold calculations discussed above. In order to simplify the calculation, the relation between the liquid–vapor interface velocity $V_{lv}$ and the liquid–vapor interface temperature $T_{lv}$ was calculated according to Eq. (14). A curve was fitted to the calculated values and is plotted in Figure 3. It is noticed that the maximum velocity at which the liquid–vapor interface can move is limited by the value of the critical temperature $T_c$ which is 5,590 K. At the critical temperature, the interface velocity is about 0.3 m/s. In general, $0.9T_c$ is the maximum temperature to which a liquid can be superheated, at which a volumetric phase-change phenomenon, called phase explosion, would occur [19]. However, the current model is not able to compute...
phase explosion. As the time scales of interest are very small—of the order of 1 ns—the maximum amount of vaporization that is predicted by Eq. (14) is very small ($\sim 0.1 \text{ nm}$), even smaller than the lattice constant of gold (0.407 nm). This implies that a mechanism such as phase explosion is responsible for the material removal process at higher laser fluences.

Because of the small amount of evaporation, in all the calculations where the temperature of the liquid exceeded the normal boiling temperature of 3,127 K, the material removal by evaporation was neglected and the thermal effect due to vaporization was treated as a surface heat transfer boundary condition at $x = 0$ as given in Eq. (15). It was also found from the calculation that changing the value of $V_{l/v}$ did not make any appreciable difference to the results, owing to the fact that the heat removal by evaporation is small compared with the heat input from the laser. In order to speed up the calculation, the value of $V_{l/v}$ was kept constant at 0.3 m/s in the calculations shown below.

Four sets of results are presented in Figures 4–7 for four different fluence levels ranging from just above the melt threshold at 0.2 J/cm$^2$ to 0.5 J/cm$^2$, where the surface temperature just exceeds 0.9$T_c$. In all these cases, the pulse width was kept constant at 100 fs FWHM and the total size of the calculation domain was 10 $\mu$m. Figure 4 shows the variation of the lattice temperature at the surface ($x = 0$) with time. It was found that the peak temperature was reached at times of 40.9, 58.0, 64.6, and 71.2 ps, respectively, at absorbed laser fluences of 0.2, 0.3, 0.4, and 0.5 J/cm$^2$. All these are times much after the end of the laser pulse. The time lag between the energy input and the response of the lattice is due to the two-temperature effect in which the energy is absorbed by the electrons first and then coupled to the lattice slowly. It was seen from the calculation that it took approximately 48, 58, 65, and 71 ps for the lattice and the electrons to reach thermal equilibrium in the four cases. It is noticed that this time increases as the fluence is increased, which is to be expected as a higher fluence leads to a large initial nonequilibrium. Also, it is seen that at a fluence level of
0.5 J/cm², the peak temperature slightly exceeds 0.9\( T_c \) (5,031 K). Thus, fluence levels higher than this would definitely drive the material into the phase explosion regime, which is not provided for in the current model.

Figure 5 shows the melt depths that are predicted by the calculation. It is noticed that, like the temperature, the melting is also delayed and occurs much after the end of the pulse. The melt depth gradually increases with increasing fluence and reaches several hundreds of nanometers, and the melt duration is of the order of nanoseconds. It was seen that melting began at 11.7, 8.7, 7.2, and 6.3 ps, respectively, for the fluence levels of 0.2, 0.3, 0.4, and 0.5 J/cm² considered in the simulation.
Similar delays in the beginning of melting were observed during experiments on aluminum films irradiated by 20-ps pulses [20]. The phase change was detected by the scattering of electrons transmitted through the sample and subsequent recording of the diffraction pattern. It was noticed that the onset of melting was delayed and that the delay decreased with increasing fluence as seen in the present simulation.

Figures 6 and 7 show the evolution of the solid–liquid interface temperature and velocity, respectively. It is noted that the values of superheating are very high. In two cases, it is seen that the solid–liquid interface temperature even exceeds the

![Figure 6](image1.png)

**Figure 6.** Plot of solid–liquid interface temperature as a function of time for a 100-fs FWHM pulse at four different fluence levels.

![Figure 7](image2.png)

**Figure 7.** Plot of solid–liquid interface velocity as a function of time for a 100-fs FWHM pulse at four different fluence levels.
normal boiling temperature $T_b$. This is also reflected in the prediction of the interface velocity, which is of the order of 1,000 m/s—much higher than those usually reported for slower nanosecond laser heating processes. Some experimental results seem to support these predictions [21]. In that work, the melting interfacial velocities in gold samples of 50- and 100-nm thicknesses irradiated with 40-ps laser pulses were found to be as high as 1,400 m/s.

**CONCLUSIONS**

A general numerical solution of the PTS model for heating, melting, and evaporation of metal has been developed. The melting threshold fluences predicted by the simulation agree well with experimental data reported in the literature. The simulation results indicate that the phase-change phenomena during femtosecond heating of metal are highly nonequilibrium, consistent with the extremely short time scales involved. A considerable amount of superheating of the solid phase was observed, and consequently, very high melting interfacial velocities were predicted. It was also seen that normal evaporation cannot account for the material removal and that the lattice temperatures could rise to as much as 0.9$T_c$ at fairly modest fluences. This implies that a mechanism such as phase explosion might be responsible for the material removal process at higher laser fluences.
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