First Principles and Finite Element Predictions of Radiative Properties of Nanostructure Arrays: Single-Walled Carbon Nanotube Arrays

Recent advances in nanofabrication technology have facilitated the development of arrays of nanostructures in the classical or quantum confinement regime, e.g., single-walled carbon nanotube (SWCNT) arrays with long-range order across macroscopic dimensions. So far, an accurate generalized method of modeling radiative properties of these systems has yet to be realized. In this work, a multiscale computational approach combining first-principles methods based on density functional theory (DFT) and classical electrodynamics simulations based on the finite element method (FEM) is described and applied to the calculations of optical properties of macroscopic SWCNT arrays. The first-principles approach includes the use of the GW approximation and Bethe–Salpeter methods to account for excited electron states, and the accuracy of these approximations is assessed through evaluation of the absorption spectra of individual SWCNTs. The fundamental mechanisms for the unique characteristics of extremely low reflectance and high absorbance in the near-IR are delineated. Furthermore, opportunities to tune the optical properties of the macroscopic array are explored. [DOI: 10.1115/1.4026552]
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Introduction

Recent advances in nanofabrication technology have facilitated the development of nanostructure arrays in which each individual nanostructure has a size in the classical or quantum confinement regime, such as silicon nanowire arrays [1], carbon nanotube arrays [2], and quantum dot arrays [3], to name a few. These hierarchical nanostructures have potential applications in photovoltaics, photocatalysis, solar-thermal, and radiative thermal management, among others. Understanding radiative properties of such nanostructure arrays requires an understanding of the behavior of each individual nanostructure as well as the effects of the long-range order or disorder [4,5].

Among these nanostructure arrays, vertically oriented SWCNT arrays have been synthesized with long-range order across macroscopic dimensions [6,7]. These arrays exhibit a wide range of optical properties as a result of the unique structure and electronic properties of individual CNTs, as well as the periodicity and chirality distributions inherent in macroscopic arrays [8–10]. CNT arrays have been found to exhibit extremely low reflectance (<2%) over a wide spectral range [2,11]. These arrays are characterized as having low volumetric density, with a volume fraction of approximately 5%, corresponding to an intertube separation of ~15 nm. The average diameter of the SWCNTs in the arrays varies depending on fabrication technique and application, but has been reported to fall in the range of 0.4–2.0 nm [12–14]. Furthermore, the exceptionally high spectral and directional absorption in the near-IR and visible spectra enables CNT arrays to exhibit nearly blackbody characteristics. The fundamental mechanisms leading to these unique properties are still not well understood. The potential for optimization of array parameters such as thickness and density motivates a rigorous fundamental study of the electrodynamics of this class of nanostructured metamaterials. Classical electrodynamics simulations have been used to calculate optical properties of multi-walled carbon nanotube (MWCNT) arrays, as well as to examine field propagation effects related to the structure of the material [4,15]. However, the major issue in the use of electrodynamics simulations to examine structures at the nanoscale is the application of the bulk dielectric function to dimensions at which this intrinsic material property is no longer valid. As a result of the 1D structure and electronic properties of SWCNTs, the dielectric function is known to deviate significantly from that of graphite or MWCNTs [16], and exhibits strong dependence on diameter and chirality [17]. Without experimental measurements of the dielectric function for specific SWCNTs, these materials cannot be accurately modeled by classical electrodynamics alone.

In the present work, we report on the development of a multiscale approach for thermal radiation, accounting for the specific atomic structure of individual CNTs and many-body effects. The incorporation of the electronic structure of each individual nanostructure is necessary to yield an effective dielectric response function that accurately describes the overall response of the arrays considered here. We use a first-principles quantum-mechanical approach based on DFT to calculate the dielectric tensor for individual SWCNTs, explicitly treating the electron-hole interaction and accounting for excitonic effects that have been shown to be significant in materials of reduced dimensions, and specifically CNTs [18]. In this approach, we characterize the electronic ground state using DFT; quasi-particle energies are calculated within the GW approximation; and the coupled electron-hole excitation energies and optical spectrum are obtained by solving the Bethe–Salpeter equation (BSE). The GW-BSE framework has
been shown to reproduce experimental results accurately for a wide range of materials, including SWCNTs [19,20]. The dielectric tensors of individual CNTs calculated from the solution of the BSE are input into electrodynamics simulations as intrinsic material properties describing the CNTs. The solution of Maxwell’s equations for a periodic, inhomogeneous, vertically aligned SWCNT array then provides the effective optical properties of the macroscopic array.

The novelty of this method lies in the encapsulation of highly accurate electronic structure methods within electrodynamics simulations to understand and predict optical phenomena in nanostructured materials. These observed properties, such as absorbance and reflectance, which describe a material’s interaction with different wavelengths of light, can begin to appear at macroscopic structural dimensions of nanometers, but arise uniquely from the quantum-mechanical effects associated with the underlying atomic structure of the material. Classical electrodynamics simulations of such nanostructured materials can only be accurate if the description of the material properties reflects these quantum-mechanical characteristics of the dielectric response function. Electronic structure methods are confined to relatively small systems, on the scale of hundreds to thousands of atoms, while classical electrodynamics simulations are typically conducted at the continuum scale. Many electrodynamics methods have been developed to efficiently solve for radiative properties of both randomly distributed and periodic structures (e.g., Ref. [21]). Similarly, electronic structure methods have evolved to characterize the ground and excited states of a wide range of systems [22,23]. However, excited-state methods often incur much higher computational cost if accuracy is required. Methods such as time-dependent density functional theory [24] have become popular due to favorable degrees of accuracy and computational expense, but large errors in excitation energies are still prevalent, relative to experiments. In the proposed methodology, the dielectric function calculated at the electronic structure level must be extremely accurate as it directly influences the behavior of the macroscopic material as it interacts with light. In general, the calculation of the dielectric function using first-principles is very computationally expensive relative to the electrodynamics simulations.

Although SWCNT arrays provide a prototypical system for validation of this method, the underlying components of the multiscale method remain general in the sense that an arbitrary atomic scale structure can be treated within the GW-BSE framework and its dielectric function can then be used to describe general microscopic structures within classical electrodynamics. Thus, both atomic structure and macroscopic design spaces can be explored by this predictive method, facilitating more efficient design and materials discovery compared to purely experimental methods.

Methodology

The SWCNT array structure under consideration is sketched in Fig. 1. Since precise control of chirality in macroscopic SWCNT arrays is still elusive in experiments, the inhomogeneity inherent in macroscopic arrays must be accounted for in order to understand and optimize the optical properties of the array. We consider a normal distribution of SWCNTs with mean diameter 0.7 nm and standard deviation 0.2 nm. These diameters fall within the range of diameters reported in fabrication and measurements of optical properties. The chiralities are chosen in consideration of computational cost to be either armchair or zigzag due to their decreased unit cell size, and they are (11-0), (10-0), (8-0), and (6-6). For a vertical array with equal CNT length, the incident angle $\theta$ is defined as the angle between the incidence and the surface normal of the array (or the axial direction of CNTs). The s-polarization is defined as the angle between the incidence and the surface normal $\mathbf{n}$, and they are (11-0), (10-0), (8-0), and (6-6). For a normal distribution of SWCNTs with mean diameter 0.7 nm and standard deviation 0.2 nm, these diameters fall within the range of a normal distribution of SWCNTs with mean diameter 0.7 nm and standard deviation 0.2 nm.

Fig. 1 A sketch of the SWCNT array structure and the incident angles $\theta$.

in electrodynamics simulations of the macroscopic array. In this way, the optical properties of the macroscopic array can be calculated for a specified array geometry.

The first-principles approach initially involves the calculation of the ground-state wavefunctions and eigenvalues of the Kohn-Sham equations within the local density approximation (LDA). We use a plane-wave basis with a cutoff of 100 Ry and Troullier-Martins norm-conserving pseudopotentials [25], with a convergence threshold of $1 \times 10^{-6}$ Ry for self-consistency. At least 10 Å vacuum space is included in the radial directions to minimize interactions with periodic images. 32 k-points are used for the DFT and GW calculations, and 400 k-points are used in the BSE calculations. The long-range coulomb interaction arising from the 1D structure of CNTs is truncated based on a cylindrical geometry that has been documented previously [26]. This is done to ensure that intertube interactions do not influence the calculated dielectric function because the intertube separation in experiments is much larger than the characteristic CNT diameter. The solution of Maxwell’s equations subject to boundary conditions forms the basis of electrodynamics simulations. Here, we use the FEM to solve these equations in the differential form for a time-varying electric field in three-dimensional space.

The coupling between the first-principles calculations and electrodynamics simulations can be defined explicitly by relating the electric displacement to the electric field

$$D_i(r, \omega) = \sum_j \epsilon_{ij}(\omega)E_j(r, \omega)$$

where $\epsilon(\omega)$ is the complex, frequency-dependent dielectric tensor. The imaginary part of the dielectric tensor component $\epsilon_{ij}$ is calculated within the GW-BSE method as

$$\epsilon_{ij}(\omega) = \frac{16\pi\epsilon_0^2}{\omega^2} \sum_{\beta} \frac{1}{\delta(\omega - \Omega_{\beta})}$$

where $\lambda$ is the polarization vector, $\nu$ is the single-particle velocity operator, and $\Omega_{\beta}$ is the excitation energy. The real part of the relative permittivity is then calculated using the well-known Kramers-Kronig relations. The low dimensionality of the CNT structure and associated variation in the relative localization of electronic states parallel and perpendicular to the tube axis necessitates the calculation of the diagonal frequency-dependent elements of the dielectric tensor from first-principles.

The real and imaginary parts of the index of refraction and are calculated from the usual expressions from classical electrodynamics.
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where $\epsilon_1$ and $\epsilon_2$ are the real and imaginary parts of the dielectric function. Electrodynamics simulations are performed with light incident on an array. The macroscopic array is treated as a homogeneous, effective material, with the effective dielectric tensor defined within Maxwell–Garnett (MG) effective medium theory [27]. The MG expression for the effective relative permittivity is

$$\varepsilon_{\text{eff},k} = \varepsilon_0 + \sum_i \frac{f_i(\varepsilon_i - \varepsilon_0)}{\varepsilon_0 + N_{i,k}(\varepsilon_i - \varepsilon_0)} \left(1 - \sum_j N_{j,k} \frac{f_j(\varepsilon_j - \varepsilon_0)}{\varepsilon_0 + N_{j,k}(\varepsilon_j - \varepsilon_0)}\right)$$

where the background permittivity, $\varepsilon_0$, is taken to be that of vacuum. The summation is over all CNTs included in the effective material, with $f_i$ being the volume fraction of each index, $k$, corresponding to the light polarization vector. $N_i$ is the depolarization factor, which depends on the polarization of light and the geometry of the dielectric inclusion. Here, it is taken to be $1/2$ for $s$-polarization and zero for $p$-polarization, as analytically for a thin rod geometry. The use of MG theory was validated by comparing the calculated absorption spectra of the effective material with that of an inhomogeneous array with the geometry of individual CNTs defined using a Monte Carlo method of randomization. Both treatments of the macroscopic array account for inhomogeneity in the spatial CNT distribution and assume well-ordered arrays with the CNT axes perfectly aligned. Due to the absence of classical resonance effects, it was found that the calculated absorption spectra were identical. The effective medium approach was used in all subsequent results, as it is significantly less computationally expensive than the Monte Carlo approach.

### Results

The dielectric tensors are calculated for all chiralities within the GW-BSE method, and the resulting imaginary and real parts for the $s$-polarization are shown in Fig. 2. The imaginary part of the dielectric function for $s$-polarization of the semiconducting (8,0) CNT has been calculated previously with the GW-BSE method [16], and the present results are found to be almost identical. It has been shown previously that DFT significantly underpredicts the band gap of most semiconducting bulk materials as well as reduced dimensionality structures such as semiconducting CNTs. This is a result of the approximation to the exchange-correlation potential, which is necessary to use because the exact exchange-correlation potential is not known. However, GW acts to widen the band gap by accounting for quasi-particle effects and essentially “corrects” the DFT one-electron energies. Subsequently, BSE accounts for the electron-hole interaction and thus reduces the band gap by an amount equivalent to the exciton binding energy. The first and second peaks in Fig. 2(b) calculated from GW-BSE agree very well with experiments [28], validating the use of this first-principles method (Table 1). For the metallic (6,6) SWCNT, we observe a 15% increase in the slope of the dispersion relation of the quasi-particle bands relative to the LDA results. The exciton binding energy is approximately 60 meV. This is in agreement with GW-BSE calculations of other small-diameter, metallic SWCNTs [29]. Figure 2 reveals strong absorption peaks in the near IR and visible spectra for $s$-polarization. Further, the absorption peaks for the (6,6) metallic CNT are higher in energy than those of the semiconducting CNTs. Previous tight binding calculations have shown that the first absorption peaks of metallic CNTs are higher in energy than those of semiconducting CNTs of similar diameter [30].

The optical response for the $p$-polarization is shown in Fig. 3, where it can be seen that the depolarization effects cause the CNT optical response to be significantly suppressed [31,32]. As a result, the optical transitions at lower energies are forbidden, resulting in
absorption peaks in the UV spectrum (Fig. 3). Conceptually, the drastic difference in absorption band edge between s- and p-polarizations arises from the relative localization of electronic states in the axial and radial directions and the associated restrictions on the ground-state polarizability tensor. These characteristics of the anisotropy in the dielectric functions of SWCNTs have been observed previously in theory and experiment [33,34].

The use of the MG theory has been shown to be valid because the large intubate separation relative to the characteristic SWCNT diameter prevents resonance effects from contributing to the optical properties [35,36]. The inhomogeneity in the CNT distribution is accommodated in MG theory simply through the volume fraction corresponding to each CNT in the array. The volume fraction of the (6,6) metallic CNT was varied between 10% and 50% due to the fact that in practice this quantity is sensitive to the synthesis technique; general CNT growth processes produce arrays with approximately 33% metallic CNTs [36]. The volume fractions of the three semiconducting CNTs were set equal to each other such that the total volume fraction of CNTs defined the desired array density. This quantity was set to 3% to simulate relevant experimental conditions for SWCNT arrays [11]. As the number of metallic CNTs increases, with the total CNT density fixed, the intensity of absorption peaks in the visible spectrum increase relative to those in the near IR (Fig. 4(a)). This is due to the fact that the absorption peaks for the (6,6) metallic CNTs exist at higher energy than those of semiconducting CNTs, as discussed above. This result presents the opportunity to tune the optical properties of the array to selectively increase absorption in a specific spectrum by altering the number of metallic CNTs during the synthesis process. The density of metallic CNTs relative to the total number of CNTs was fixed at 33% for all subsequent calculations.

The optical properties of the macroscopic array have been calculated for an incidence angle of 45 deg and array thickness 1 μm, and the calculated radiative properties (absorptance, reflectance, and transmittance) are shown in Fig. 4(b). The absorption and transmission clearly dominate the response of the material, with reflectance remaining below 2% over the entire spectral range. The peaks and shoulders in the absorptance relate directly to peaks in the calculated ε2 for both polarizations resulting from components of the electric field both parallel and perpendicular to the CNT axis. The absorption at energies below 5 eV corresponds to peaks in ε2 for s-polarization, whereas the peak at 7 eV is attributed to the peak in ε2 for p-polarization.

The reflectance of a vertically aligned array is dominated by the response to p-polarized light. The reflectance of p-polarized light can be explained by the effective refractive index from the real and imaginary parts of the effective dielectric function for the p-polarization. Figure 4(c) shows the effective refractive index with varying CNT density, with the 3% volume fraction corresponding to an intertube separation of 15 nm, and the higher density corresponding to an intertube separation of 4 nm. The extremely low index of refraction is unusual for natural materials and results from the array’s sparsely aligned nanostructures. For p-polarized light, the effective refractive index close to that of air at lower frequencies leads to low reflectance. Its low absorption due to weak optical response indicates that the material is significantly more transparent to this polarization than to s-polarization. Therefore, the p-polarized component of light is able to propagate through the material while the s-polarized component is absorbed. It is apparent that as the density increases, the index of refraction for p-polarized light increases, leading to an overall increase in the reflectance.

The effects of light polarization on the blackbody behavior of the material are examined by varying the incidence angle between 0 and 90 deg, and the results are shown in Fig. 5. Although these results are for a particular frequency of 1 eV, the reflectance does not significantly differ over the entire spectrum. For normal incidence, the light only has the p-polarization, and the reflectance is given by the Fresnel’s equation:

\[
\frac{R}{1 - R} = \frac{1}{n - 1} \frac{n^2 - 1}{n + 1}
\]

At normal incidence, the effective index of refraction is converged to 1.005 as the frequency decreases below the first absorption peak at 7 eV, which is extremely close to that of air. This
leads to a reflectance to $2.5 \times 10^{-6}$. As the incident angle increases, the reflectance also increases. The calculated reflectance curve agrees well with experiment [12]. The simulations account for a 20 deg tilt in the CNT alignment relative to the surface normal as is described in the experiment. It is reasonable that the reflection increases with the incidence angle because the s-polarization component increases and electrons are able to couple to the light to a much higher degree. Minor discrepancies between theory and experiment in Fig. 5 could be attributed to imperfections in the experimental CNT array. Disorder in the alignment, assumed perfect in simulations, as well as variations in CNT chirality not included in the model are expected to alter the optical properties to a low degree. The agreement here suggests that the optical properties are not as strongly dependent on CNT chirality as the array structure and general features of the effective dielectric tensor.

As a necessary condition for the CNT arrays to be strong optical absorbers, the absorption must be significantly higher than the transmission to eliminate the dependence of the optical properties on interactions with the substrate. Therefore, the variation of the optical properties with respect to array thickness is investigated here by varying the length of the material in the surface normal direction. The calculated absorptance is shown with varying array thickness in Fig. 6(a). As the thickness increases, the absorptance increases significantly, resulting in a decrease in the transmittance over the entire spectrum, with the reflectance remaining nearly constant. The change in absorbance (related to transmittance $T$ as $\log_{10}(1/T)$) as a function of array thickness is also shown in Fig. 6(b) for light at frequency of 2.5 eV, corresponding to experiment [37]. A linear trend is observed as the thickness increases, in qualitative agreement with the experiment. Although both theory and experimental plots indicate that absorbance varies approximately linearly with thickness, a linear fit to the data results in a slope of 0.5 (1/µm) in experiments and 0.14 (1/µm) in simulations. The difference is due to the large differences between mean nanotube diameter in the experiment and simulation. The experimental array contains SWCNTs with diameters ranging from 0.5 to 1.5 nm, resulting in large variations in the effective dielectric function, especially at the selected light frequency. For the much narrower diameter distribution of the simulation relative to experiment, the transmittance decreases much more quickly as the absorption is enhanced at energetically localized absorption peaks.

These results suggest that the low spectral reflectance and high absorptance of these materials is a direct result of both the atomic and microscopic structure of the CNTs and array, respectively. The individual CNTs absorb s-polarized light strongly in the near IR and visible spectra and have a much weaker optical response to p-polarized light. However, it is the sparse array geometry that causes the reflectance to remain significantly lower than other materials. As discussed previously, the effective material is virtually transparent to p-polarized light, but strongly absorbs s-polarized light. Because of the low CNT density, the index of refraction for p-polarized light is significantly lower than that of other low index of refraction materials. This property decreases reflection of light in the surface normal direction and allows the light to propagate through the material and gradually become absorbed. This phenomenon confirms the importance of CNT length on the high absorption observed in experiment. Furthermore, the alignment of the CNTs establishes a clear relationship between the anisotropy of the individual CNTs and that of the macroscopic array. Disorder in the vertical orientation of individual CNTs in the array would result in increased reflection due to mixing of the absorptive and transparent elements in the dielectric tensor.

Conclusions

We have developed a multiscale computational method, by combining ab initio calculations and finite element electrodynamics methods, to predict the optical properties of inhomogeneous nanostructure arrays. This method, applied to the properties of macroscopic SWCNT arrays, has resulted in a fundamental understanding of the mechanisms leading to the unique blackbody behavior of the material. The computed properties of the array are in agreement with previous experiments, and the simulations have been used to suggest means to modify the effective optical properties based on systematic variation of geometric parameters of the array.
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Nomenclature

\( D \) = displacement field

\( E \) = electric field

\( F \) = fill factor

\( k \) = imaginary part of index of refraction

\( N \) = depolarization factor

\( n \) = real part of index of refraction

\( R \) = reflectivity

\( r \) = position

\( v \) = velocity

\( \kappa \) = dielectric function

\( \epsilon_0 \) = vacuum permittivity

\( \epsilon_r \), \( \epsilon_i \) = real part of dielectric function

\( \epsilon_e \), \( \epsilon_i \) = imaginary part of dielectric function

\( \lambda \) = polarization vector

\( \Omega \) = excitation energy

\( \omega \) = frequency

Subscripts

\( i, j \) = row, column index of tensor
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