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Higher-order phonon scattering: advancing the quantum theory of phonon linewidth, thermal conductivity and thermal radiative properties
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Phonon scattering plays a central role in the quantum theory of phonon linewidth, which in turn governs important properties including infrared spectra, Raman spectra, lattice thermal conductivity, thermal radiative properties, and also significantly affects other important processes such as hot electron relaxation. Since Maradudin and Fein’s classic work in 1962, three-phonon scattering had been considered as the dominant intrinsic phonon scattering mechanism and has seen tremendous advances. However, the role of the higher-order four-phonon scattering had been persistently unclear and so was ignored. The tremendous complexity of the formalism and computational challenges stood in the way, prohibiting the direct and quantitative treatment of four-phonon scattering. In 2016, a rigorous four-phonon scattering formalism was developed, and the prediction was realized using empirical potentials. In 2017, the method was extended using first-principles calculated force constants, and the thermal conductivities of boron arsenides (BAs), Si and diamond were predicted. The predictions for BAs were later confirmed by several independent experiments. Four-phonon scattering has since been investigated in a range of materials and established as an important intrinsic scattering mechanism for thermal transport and radiative properties. Specifically, four-phonon scattering is important when the fourth-order scattering potential or phase space becomes relatively large. The former scenario includes: (i) nearly all materials when the temperature is high; (ii) strongly anharmonic (low thermal conductivity) materials, including most rocksalt compounds, halides, hydrides, chalcogenides and oxides. The latter scenario includes: (iii) materials with large acoustic–optical phonon band gaps, such as XY compounds with a large atomic mass ratio between X and Y; (iv) two-dimensional materials with reflection symmetry, such as single-layer graphene, single-layer boron nitride and carbon nanotubes; and (v) phonons with a large
density of states, such as optical phonons, which are important for Raman, infrared and thermal radiative properties. Four-phonon scattering is expected to gain broad interest in various technologically important materials for thermoelectrics, thermal barrier coatings, thermal energy storage, phase change, nuclear power, ultra-high temperature ceramics, infrared spectra, Raman spectra, radiative transport, hot electron relaxation and radiative cooling. Four-phonon scattering has been, and will continue to be, established as an important intrinsic phonon scattering mechanism beyond three-phonon scattering. The prediction of four-phonon scattering will transition from a breakthrough to a new routine in the next decade.

2.1 Overview

Phonon scattering plays a central role in the quantum theory of phonon linewidth, thermal conductivity and thermal radiative properties. For over half a century, three-phonon scattering has been considered as the dominant intrinsic phonon scattering mechanism. Starting from the third-order anharmonic Hamiltonian and Fermi’s golden rule (FGR), Maradudin and Flinn [1], Maradudin and Fein [2], and Maradudin et al [3] derived an anharmonic lattice dynamics (ALD) method to predict intrinsic three-phonon scattering rates in solids. Debernardi et al [4] combined ALD and first-principles methods based on the density functional theory (DFT) to predict three-phonon scattering rates and linewidths for carbon, silicon and germanium, and the results agreed well with Raman spectra. This work was followed by the first-principles prediction of the phonon linewidths of a variety of materials [5–8]. More recently, Broido et al combined first-principles calculations of three-phonon scattering rates and the phonon Boltzmann transport equation (BTE) and enabled first-principles prediction of thermal conductivity [9]. Many studies have since been conducted on the thermal transport based on three-phonon scattering, and the calculated thermal conductivity ($\kappa$) has found incredible agreement with measured $\kappa$ values for a variety of systems [9–15]. First-principles calculations of three-phonon scattering rates of zone-center optical phonons have also been combined with the Lorentz oscillator model to predict the thermal radiative properties of polar materials [16].

However, a persistent fundamental question remained: what is the role of four-phonon and higher-order scattering? The observations of a series of experiments deviated from the three-phonon scattering theory, but no accepted explanation had emerged. In the early years, Joshi et al found in experiments that the thermal conductivity of silicon at a high temperature decreases more rapidly than the $1/T$ trend as would be given by the three-phonon scattering theory, and they assumed the existence of four-phonon scattering to be responsible for this behavior [17]. However, Ecsedy and Klemens made calculations and concluded that this trend could not be due to four-phonon scattering [18]. The optical phonon linewidths based on three-phonon theory often show large underestimation for materials with significant infrared applications such as cubic BN (c-BN), 3C-SiC, GaN, GaP, GaAs, InAs and AlAs at high temperature or even room temperature (RT) [4, 19, 20]. Moreover, first-principles methods overestimated the measured thermal conductivities of a
number of materials [10, 11, 21–23]. For example, while some predictions gave reasonable accuracy with measured data at low temperature, they over-predicted significantly at higher temperature [10], diminishing the predictive power for applications such as thermal barrier coatings and high temperature thermoelectrics. Even at RT, such deviations could become quite large for some technologically important materials [11, 21–23]. Such deviations had often been attributed to defects and impurities in the materials, and the role of four-phonon scattering was unclear and ignored, largely due to the lack of theoretical formalism and computational power needed to treat four-phonon scattering. Recent explorations of four-phonon scattering included checking the phase space [24] and examining its significance from molecular dynamics [25]. Direct and quantitative prediction of four-phonon scattering rates was greatly desired to uncover the physics but was not available.

In 2016, Feng and Ruan [26] developed the four-phonon scattering formalism and mitigated the challenges in computation, and rigorously predicted the four-phonon scattering rates for several benchmark materials such as diamond, silicon, germanium and solid argon. Based on empirical interatomic potentials, they predicted strong four-phonon scattering rates in silicon and germanium at high temperatures and in argon even at low temperatures. Their four-phonon scattering results have explained well the discrepancy in phonon scattering rates between the perturbation theory of three-phonon scattering and molecular dynamics (MD) using the same empirical potentials, because MD naturally includes all the orders of anharmonicity. The inclusion of four-phonon scattering makes the ALD and MD consistent with each other, and pushes a step forward towards the ‘unification’ of these simulation methods of phonon and thermal transport.

In 2017, Feng et al [27] extended the method by calculating the fourth-order force constants from DFT instead of empirical interatomic potentials and predicted a significant impact of four-phonon scattering on the thermal conductivity of diamond and silicon at high temperatures and BAs even at RT. Their predictions for Si agree well with early experiments, and those for BAs were later verified by three independent experimental works published in 2018 that directly measured the thermal conductivity of high-quality single-crystal BAs [28–30]. Since then, the prediction of the large impact of four-phonon scattering has been accepted, and more investigations are going on. For example, its significance was recently found in two-dimensional material graphene [31] and other strongly anharmonic materials such as PbTe [32] and NaCl [33].

Compared to three-phonon scattering, the most apparent complexity of four-phonon scattering is its large phase space. As illustrated in figure 2.1, in a three-phonon process, a phonon mode $\lambda$ can either split into two other modes ($\lambda \rightarrow \lambda_1 + \lambda_2$) or combine with one other mode to a new one ($\lambda + \lambda_1 \rightarrow \lambda_2$). In a four-phonon process, it can split into three other modes ($\lambda \rightarrow \lambda_1 + \lambda_2 + \lambda_3$), generate two new modes by absorbing one ($\lambda + \lambda_1 \rightarrow \lambda_2 + \lambda_3$), or convert to a new mode by absorbing two ($\lambda + \lambda_1 + \lambda_2 \rightarrow \lambda_3$). All these processes must obey the conservation law of energy and quasi-momentum. The number of possible combinations of four-phonon modes that satisfy the conservation laws is usually several orders larger than
that of three-phonon processes. For example, in silicon, by using a $16 \times 16 \times 16$ \textbf{q}-mesh, a phonon mode can find $\sim 10^3$ possible combinations with other modes for three-phonon processes, while it can find $10^7$–$10^8$ possible combinations for four-phonon scattering. Therefore, four-phonon scattering is less dependent on the dispersive nature of phonon frequencies compared to three-phonon scattering.

Feng \textit{et al}’s works \cite{26, 27, 31} have established that four-phonon scattering is non-negligible with two origins: strong scattering potential and large scattering phase space. The former presents as strong anharmonicity, as found in strongly anharmonic materials, i.e. most low thermal conductivity materials such as solid argon \cite{26}, PbTe \cite{32} and NaCl \cite{33}. Even for weakly anharmonic materials with high thermal conductivity, such as diamond and silicon, the anharmonicity could become strong when the temperature is high. For example, four-phonon scattering reduces the thermal conductivity of silicon by 30% at 1000 K \cite{26, 27}. Quantitatively, four-phonon scattering rates scale with temperature quadratically ($\sim T^2$), which is one order faster than three-phonon scattering. Regarding the scattering phase space, the four-phonon process generally has a several orders larger phase space than three-phonon scattering since the conservation laws can easily be satisfied. This effect is reflected most significantly in higher-frequency phonons including, in particular, optical phonons, which have a large density of states and thus four-phonon scattering phase space. In addition, the four-phonon scattering can be exceptionally important in systems where three-phonon processes

Figure 2.1. Three- and four-phonon scattering diagrams. (a) Three-phonon splitting and combination processes. (b) Four-phonon splitting, redistribution and combination processes. The shaded rectangles represent the first Brillouin zone (BZ). The phonon momentum is $\hbar \textbf{q}$. The processes with momentum conserved are normal processes. The others with momentum non-conserved are Umklapp processes, in which the resulting phonons are folded back by reciprocal lattice vectors \textbf{R}. Reproduced with permission from \cite{27}. Copyright 2017 the American Physical Society.
have a suppressed phase space, either due to a large acoustic–optical phonon band gap or the reflection symmetry in 2D materials. One example of the former is BAs, a quite harmonic crystal, for which neglecting four-phonon scattering leads to 57% over-prediction in thermal conductivity at room temperature [27]. The optical phonon relaxation times in these materials with large acoustic–optic phonon band gaps are exceptionally suppressed by four-phonon scattering [27]. Single-layer graphene is an example of the latter, and the four-phonon scattering for the flexural acoustic (ZA) mode was predicted to be suppressed less than the three-phonon scattering by reflection symmetry [31], although the prediction still needs experimental validation.

Beyond the single-mode relaxation time approximation (SMRTA or RTA), Feng and Ruan [31] derived the exact solution to phonon BTE that incorporates the four-phonon scattering’s phase space into the iteration in the calculation of thermal conductivity. Due to the large phase space of four-phonon scattering, the iteration is extremely computationally expensive. Fortunately, they found that four-phonon scattering is usually dominated by the Umklapp process even in the materials where three-phonon scattering is dominated by the normal process [26, 27], indicating that in order to save time it is not necessary to include the four-phonon’s phase space in the iterative scheme in these materials. However, for some materials such as graphene where the four-phonon scattering is dominated by the normal process, the iterative scheme involving four-phonon phase space is crucial to the thermal conductivity prediction [31].

The remainder of this chapter is organized as follows. In section 2.2, the four-phonon scattering formalism is derived in the context of solving phonon BTE. For generality, multiple scattering mechanisms including three-phonon, four-phonon, phonon–impurity and phonon–boundary scatterings are included in the solution since they are coupled together with each other in the exact solution that involves the iteration of the phase spaces of these scattering processes. The SMRTA solution is presented at the zeroth iteration. In section 2.3, the significance of four-phonon scattering induced by large scattering potential is presented. For weakly anharmonic materials, the large four-phonon scattering potential could be induced by raising the temperature. For strongly anharmonic materials, the strong four-phonon scattering potential is caused by the intrinsic strongly anharmonic interatomic bonding, even at low temperatures. In section 2.4, the significance of four-phonon scattering induced by large scattering phase space is presented. This is either induced by restricted three-phonon scattering phase space or a large density of states (DOS). The former includes certain groups of materials such as those with large acoustic–optical phonon band gaps and two-dimensional materials with reflection symmetry. The latter is remarkably represented in optical phonon modes, which often show high four-phonon scattering rates due to large DOS. The prediction of zone-center optical phonon linewidth and thermal radiative properties is extensively presented here. In section 2.5, we supplement some discussion of a few important issues related to four-phonon scattering such as the frequency scaling law, the Umklapp scattering and the three-phonon scattering to the second order. In section 2.6, a brief summary is provided and an outlook of future research directions is presented.
2.2 Formalism of four-phonon scattering

In this section, we derive the solution to the phonon BTE that includes three-phonon, four-phonon, phonon–impurity and phonon–boundary scattering. The derivation is extensively presented in [26, 31], and it is summarized here again. The phonon BTE [34–36]

\[ \mathbf{v}_\lambda \cdot \nabla n_\lambda = \frac{\partial n_\lambda}{\partial t} \]  

(2.1)
describes the balance of the phonon population between diffusive drift and collision. \( \lambda \) labels the phonon mode \((\mathbf{q}, \nu)\), with \( \mathbf{q} \) representing the wave vector and \( \nu \) representing the dispersion branch, \( \mathbf{v}_\lambda \) is the group velocity, and \( n_\lambda \) is the phonon occupation number. Due to a small temperature gradient, \( n_\lambda \) has a small derivation \( \gamma_\lambda n_\lambda \) from its equilibrium Bose–Einstein distribution \( n_\lambda^0 = \frac{\exp(\hbar \omega_\nu/k_B T)}{1 + \exp(\hbar \omega_\nu/k_B T)} \) so that \( \gamma_\lambda n_\lambda \approx \gamma_\lambda n_\lambda^0 \). By assuming that \( \gamma_\lambda n_\lambda \) is independent of temperature [35], \( \frac{\partial n_\lambda}{\partial T} \approx \frac{\partial n_\lambda^0}{\partial T} \), we have

\[ \mathbf{v}_\lambda \cdot \nabla T \frac{\partial n_\lambda^0}{\partial T} = \frac{\partial n_\lambda^0}{\partial t} \]  

(2.2)

considering \( \nabla n_\lambda = (\partial n_\lambda/\partial T) \nabla T \).

The scattering term \( (\partial n_\lambda/\partial t)|_\nu \) is the decay rate of the perturbation \( \gamma_\lambda n_\lambda \) due to the scattering processes of the mode \( \lambda \), including the three-phonon processes \( \lambda \rightarrow \lambda_1 + \lambda_2 \) and \( \lambda + \lambda_1 \rightarrow \lambda_2 \), the four-phonon processes \( \lambda \rightarrow \lambda_1 + \lambda_2 + \lambda_3 \), \( \lambda + \lambda_1 \rightarrow \lambda_2 + \lambda_3 \) and \( \lambda + \lambda_1 + \lambda_2 \rightarrow \lambda_3 \), and the isotope and boundary scattering processes \( \lambda \rightarrow \lambda_i \). The scattering rates of these processes are given by the scattering probabilities, \( P \), which are determined by FGR:

\[ P_{i\rightarrow f} = \frac{2\pi}{\hbar} |\langle f|\hat{H}|i\rangle|^2 \delta(E_i - E_f), \]  

(2.3)

where \( |i\rangle \) and \( |f\rangle \) are the initial and final quantum states, respectively. The net transition rate from \( |i\rangle \) to \( |f\rangle \) is, therefore, written as

\[ P_{i\rightarrow f} - P_{f\rightarrow i} = \frac{2\pi}{\hbar} \left( |\langle f|\hat{H}|i\rangle|^2 - |\langle i|\hat{H}|f\rangle|^2 \right) \delta(E_i - E_f). \]  

(2.4)

The initial and final quantum states depend on scattering processes. For example, for the three-phonon process \( \lambda \rightarrow \lambda_1 + \lambda_2 \), the initial and final quantum states are \( |i\rangle = |n_{\lambda} + 1, n_{\lambda_1}, n_{\lambda_2}\rangle \) and \( |f\rangle = |n_{\lambda} + 1, n_{\lambda_1} + 1, n_{\lambda_2}\rangle \), respectively. Similarly, for the four-phonon process \( \lambda \rightarrow \lambda_1 + \lambda_2 + \lambda_3 \), the initial and final quantum states are \( |i\rangle = |n_{\lambda} + 1, n_{\lambda_1}, n_{\lambda_2}, n_{\lambda_3}\rangle \) and \( |f\rangle = |n_{\lambda} + 1, n_{\lambda_1} + 1, n_{\lambda_2} + 1, n_{\lambda_3}\rangle \), respectively. The other processes can be analogized.

The transition rate in equation (2.4) is determined by the lattice Hamiltonian \( \hat{H} \) [2, 37]:

\[ \hat{H} = \hat{H}_0 + \hat{H}_3 + \hat{H}_4 + \cdots + \hat{H}_{\text{iso}} + \cdots, \]  

(2.5)
which includes the harmonic part

\[ \hat{H}_0 = \sum_\lambda \hbar \omega_\lambda (a_\lambda^\dagger a_\lambda + 1/2), \]  

(2.6)

the first-order anharmonic part

\[ \hat{H}_3 = \sum_{\lambda \lambda_1 \lambda_2} H^{(3)}_{\lambda \lambda_1 \lambda_2} (a_\lambda^\dagger + a_\lambda)(a_{\lambda_1}^\dagger + a_{\lambda_1})(a_{\lambda_2}^\dagger + a_{\lambda_2}), \]  

(2.7)

with

\[ H^{(3)}_{\lambda \lambda_1 \lambda_2} = \frac{\hbar^{3/2}}{2^{3/2} \times 6N_q} \Delta_{q + q_1 + q_2} \mathbf{R} \frac{V^{(3)}_{\lambda \lambda_1 \lambda_2}}{\sqrt{\omega_\lambda \omega_{\lambda_1} \omega_{\lambda_2}}}, \]  

(2.8)

\[ V^{(3)}_{\lambda \lambda_1 \lambda_2} = \sum_{b,b_1,b_2} \sum_{e} \Phi_{0 e}^\lambda \Phi_{0 e}^{b_1} \Phi_{0 e}^{b_2} \bar{e}_b c_{b_1} c_{b_2} e^{i q \mathbf{r}_1 + i q \mathbf{r}_2}, \]  

(2.9)

the second-order anharmonic part

\[ \hat{H}_4 = \sum_{\lambda \lambda_1 \lambda_2 \lambda_3} H^{(4)}_{\lambda \lambda_1 \lambda_2 \lambda_3} (a_{\lambda}^\dagger + a_{\lambda})(a_{\lambda_1}^\dagger + a_{\lambda_1})(a_{\lambda_2}^\dagger + a_{\lambda_2})(a_{\lambda_3}^\dagger + a_{\lambda_3}), \]  

(2.10)

with

\[ H^{(4)}_{\lambda \lambda_1 \lambda_2 \lambda_3} = \frac{\hbar^2}{2^2 \times 24N_q} \Delta_{q + q_1 + q_2 + q_3} \mathbf{R} \frac{V^{(4)}_{\lambda \lambda_1 \lambda_2 \lambda_3}}{\sqrt{\omega_\lambda \omega_{\lambda_1} \omega_{\lambda_2} \omega_{\lambda_3}}}, \]  

(2.11)

\[ V^{(4)}_{\lambda \lambda_1 \lambda_2 \lambda_3} = \sum_{b,b_1,b_2,b_3} \sum_{e} \Phi_{0 e}^\lambda \Phi_{0 e}^{b_1} \Phi_{0 e}^{b_2} \Phi_{0 e}^{b_3} \bar{e}_b c_{b_1} c_{b_2} c_{b_3} e^{i q \mathbf{r}_1 + i q \mathbf{r}_2 + i q \mathbf{r}_3}, \]  

(2.12)

and the extrinsic perturbations such as the isotopes

\[ \hat{H}_{\text{iso}} = \sum_{\lambda \lambda_1} H^{(\text{iso})}_{\lambda \lambda_1} (a_{\lambda}^\dagger + a_{\lambda})(a_{\lambda_1}^\dagger + a_{\lambda_1}), \]  

(2.13)

with

\[ H^{(\text{iso})}_{\lambda \lambda_1} = -\frac{1}{4N_q} \sum_{l,b} \sum_{q} \Delta m_{l,b} \sqrt{\omega_{\lambda} \omega_{\lambda_1}} \Delta_{q + q_1 + q_2} \mathbf{R} \bar{e}_b e^{i q \mathbf{r}_1}, \]  

(2.14)

where \( b, l \) and \( \alpha \) label the indices of the basis atom, unit cell and direction, respectively. \( N_q \) is the total number of \( q \) points of a uniform mesh in the first BZ. The Kronecker delta \( \Delta_{i,j} \) is 0 if \( i \neq j \) or 1 if \( i = j \). \( \mathbf{e} \) is the phonon eigenvector. The summation of \( \sum_{l,b} \) goes over all the unit cells in the domain and the summation over
\( q_{1,2,3} \) goes over all the \( q \) points in the first BZ. \( a^\dagger \) and \( a \) are the phonon creation and annihilation operators, respectively. \( \mathbf{R} \) represents any reciprocal lattice vector that can be decomposed into the superposition of integer reciprocal lattice basis vectors. \( \Phi \) is the interatomic force constant (IFCs). \( \mathbf{r}_j \) is the position vector of the \( j \)th unit cell. (Attention should be paid to the usage of \( e \) and \( \mathbf{r}_j \) as discussed at the end of this section.)

Substituting equation (2.5) into equation (2.4), the right-hand side of (2.2) can be rewritten as [2, 13, 26, 34–40]

\[
\frac{\partial n_j}{\partial t} = - \sum_{\lambda \neq \lambda_1} \left\{ \frac{1}{2} \left[ n_\lambda (1 + n_\lambda_1)(1 + n_\lambda_2) - (1 + n_j) n_\lambda n_\lambda_1 n_\lambda_2 \right] \mathcal{L}_- \\
+ [n_\lambda n_\lambda_1 (1 + n_\lambda_2) - (1 + n_j)(1 + n_\lambda_1) n_\lambda n_\lambda_2] \mathcal{L}_+ \right\} \\
- \sum_{\lambda_1 \neq \lambda_2} \left\{ \frac{1}{6} \left[ n_\lambda (1 + n_\lambda_1)(1 + n_\lambda_2)(1 + n_\lambda_3) - (1 + n_j)(1 + n_\lambda_1) n_\lambda n_\lambda_2 n_\lambda_3 \right] \mathcal{L}_{--} \\
+ \frac{1}{2} [n_\lambda n_\lambda_1 (1 + n_\lambda_2) - (1 + n_j)(1 + n_\lambda_1) n_\lambda n_\lambda_2] \mathcal{L}_{+-} \right\} \\
+ \frac{1}{2} [n_\lambda n_\lambda_1 n_\lambda_2 (1 + n_\lambda_3) - (1 + n_j)(1 + n_\lambda_1)(1 + n_\lambda_2) n_\lambda_3] \mathcal{L}_{++} \right\} \\
- \sum_{\lambda_1} \left( n_{\lambda_1} - n_{\lambda_1} \right) \mathcal{L}_{\text{iso}} - (n_j - n_i_0) \frac{1}{\tau_{\lambda_1}}. \tag{2.15} \]

The first summation on the right-hand side represents the three-phonon scattering rate of the mode \( \lambda_1 \), with the first term accounting for the splitting process \( \lambda \rightarrow \lambda_1 + \lambda_2 \) and the second the combination process \( \lambda + \lambda_1 \rightarrow \lambda_2 \). The physical meaning of the first term is the difference between the transition rates of \( \lambda \rightarrow \lambda_1 + \lambda_2 \) and \( \lambda \rightarrow \lambda_1 + \lambda_2 \), and thus indicates the decay rate of \( n_\lambda \) due to the splitting process. Similarly, the second term illustrates the transition rate difference between \( \lambda + \lambda_1 \rightarrow \lambda_2 \) and \( \lambda + \lambda_1 \rightarrow \lambda_2 \), indicating the decay rate of \( n_\lambda \) due to the combination process. \( \mathcal{L}_\pm \) contains the information of the intrinsic transition probability and the transition selection rules for energy and momentum, \( \omega_{\lambda_1} \pm \omega_{\lambda_2} - \omega_{\lambda_3} = 0 \) and \( q \pm q_1 \pm q_2 = R \), where \( R = 0 \) implies the normal (N) process and \( R \neq 0 \) the Umklapp (U) process.

The second summation accounts for the four-phonon scattering of mode \( \lambda_1 \), with the first parenthesis representing the process \( \lambda \rightarrow \lambda_1 + \lambda_2 + \lambda_3 \), the second the process \( \lambda + \lambda_1 \rightarrow \lambda_2 + \lambda_3 \) and the third \( \lambda + \lambda_1 + \lambda_2 \rightarrow \lambda_3 \). Similarly, \( \mathcal{L}_{\pm \pm} \) accounts for the transition probabilities and the selection rules, i.e., \( \omega_{\lambda_1} \pm \omega_{\lambda_2} \pm \omega_{\lambda_3} - \omega_{\lambda_4} = 0 \) and \( q \pm q_1 \pm q_2 \pm q_3 = R \), for those processes. The third summation is the phonon–isotope scattering rate for \( \lambda \rightarrow \lambda_1 \) given by Tamura [37], with the selection rules \( \omega_{\lambda_1} = \omega_{\lambda_2} \) and \( q \neq q_0 \). The last term on the right-hand side of equation (2.15) indicates the phonon–boundary scattering rate. The minus sign before each scattering term indicates that the perturbation \( n_j \) is decreasing with time, i.e. the phonon distribution tends to recover its equilibrium state due to the scattering. The expressions for \( \mathcal{L}_\pm, \mathcal{L}_{\pm \pm} \) and \( \mathcal{L}_{\text{iso}} \) are given as
\[ L_{\pm} = \frac{\pi \hbar}{4N_q} \left| V^{(3)}_{\pm} \right|^2 \Delta_{\pm} \delta(\omega_{\pm} + \omega_{\pm} - \omega_{\pm}) \left| \frac{\omega_{\pm} \omega_{\pm} \omega_{\pm}}{\omega_{\pm} \omega_{\pm} \omega_{\pm}} \right] \] (2.16)

\[ L_{\pm \pm} = \frac{\pi \hbar}{4N_q} \frac{\hbar}{2N_q} \left| V^{(4)}_{\pm \pm} \right|^2 \Delta_{\pm \pm} \delta(\omega_{\pm \pm} + \omega_{\pm \pm} - \omega_{\pm \pm}) \left| \frac{\omega_{\pm \pm} \omega_{\pm \pm} \omega_{\pm \pm}}{\omega_{\pm \pm} \omega_{\pm \pm} \omega_{\pm \pm}} \right] \] (2.17)

\[ L_{\text{iso}} = \frac{\pi \hbar}{2N_q} \omega_{\pm} \omega_{\pm} \sum_{b} \left( \mathbf{g}_b \cdot \mathbf{e}_{\pm} \right) \delta(\omega_{\pm} - \omega_{\pm}). \] (2.18)

The Kronecker deltas \( \Delta = \delta_{q \pm q, \pm q, \pm} \) and \( \Delta = \delta_{q \pm q, \pm q, \pm q, \pm} \) describe the momentum selection rule. The delta function \( \delta(\Delta \omega) \) in the calculation of each \( L \) can be evaluated by the Lorentzian function \( \pi \omega \delta_{\pm}(\omega_{\pm}) \). In the isotopic scattering formula, \( g_i = \sum_{b} f_{ib}(1 - m_{ib} / \bar{m}_b)^2 \) measures the mass disorder, where \( i \) indicates isotope types, \( f_{ib} \) is the fraction of isotope \( i \) in lattice sites of basis atom \( b \), \( m_{ib} \) is the mass of isotope \( i \) and \( \bar{m}_b \) is the average atom mass of basis \( b \) sites. The transition probability matrices \( V^{(3)}_{\pm} \) and \( V^{(4)}_{\pm \pm} \) are

\[ V^{(3)}_{\pm} = \sum_{b_1, b_2, b_3} \Phi_{ab_1, b_2, b_3}^{(3)} e^{\pm \alpha_{ab_1, b_2, b_3}^2} \frac{e^{\pm \alpha_{b_1, b_2, b_3}^2}}{\sqrt{m_{b_1}m_{b_2}m_{b_3}}} \] (2.19)

\[ V^{(4)}_{\pm \pm} = \sum_{b_1, b_2, b_3, b_4} \Phi_{ab_1, b_2, b_3, b_4}^{(4)} e^{\pm \alpha_{ab_1, b_2, b_3, b_4}^2} \frac{e^{\pm \alpha_{b_1, b_2, b_3, b_4}^2}}{\sqrt{m_{b_1}m_{b_2}m_{b_3}m_{b_4}}} \] (2.20)

\( \Phi_{ab_1, b_2, b_3}^{(3)} \) and \( \Phi_{ab_1, b_2, b_3, b_4}^{(4)} \) are the third-order and fourth-order IFCs.

Assume a perturbation in all the phonon modes \([34, 41–43]\), we have

\[ n_i = n_i^0 + n_i^', \quad n_i^0 = -\Psi_i^0 \frac{\partial n_i^0}{\partial (\hbar \omega_i)} = \Psi_i^0 \cdot \frac{1}{k_B T} n_i^0 (n_i^0 + 1), \] (2.21)

\[ n_i^0 = n_i^0 + n_i^0, \quad n_i^0 = -\Psi_i^0 \frac{\partial n_i^0}{\partial (\hbar \omega_i)} = \Psi_i^0 \cdot \frac{1}{k_B T} n_i^0 (n_i^0 + 1), \] (2.22)

\[ n_i^2 = n_i^0 + n_i^0, \quad n_i^2 = -\Psi_i^0 \frac{\partial n_i^0}{\partial (\hbar \omega_i)} = \Psi_i^2 \cdot \frac{1}{k_B T} n_i^0 (n_i^0 + 1), \] (2.23)

\[ n_i^3 = n_i^0 + n_i^0, \quad n_i^3 = -\Psi_i^0 \frac{\partial n_i^0}{\partial (\hbar \omega_i)} = \Psi_i^3 \cdot \frac{1}{k_B T} n_i^0 (n_i^0 + 1). \] (2.24)

where \( \Psi \) measures the derivation in the phonon distribution from equilibrium, weighted with a factor that depends on the equilibrium distribution of that mode \([34]\). In the final step of each of equations (2.21)–(2.24), we used the fact that \( \partial n^0 / \partial (\hbar \omega) = -n^0 (n^0 + 1) / k_B T \). By substituting equations (2.21)–(2.24) into equation...
(2.15) and dropping the higher-order terms $O(\Psi^5)$ and $O(\Psi^3)$, the scattering term of the linearized phonon BTE is written as

$$\frac{dn^*_\lambda}{dt} = - \sum_{\lambda,\lambda_1} \frac{1}{k_B T} \left\{ \frac{1}{2} (\Psi_\lambda - \Psi_{\lambda_1} - \Psi_{\lambda_2}) n^0_\lambda (1 + n^0_\lambda) (1 + n^0_{\lambda_1}) \mathcal{L}_- ight.
$$

$$+ (\Psi_\lambda + \Psi_{\lambda_1} - \Psi_{\lambda_2}) n^0_\lambda n^0_{\lambda_1} (1 + n^0_\lambda) \mathcal{L}_+ \right\}$$

$$- \sum_{\lambda,\lambda_1,\lambda_2} \frac{1}{k_B T} \left\{ \frac{1}{6} (\Psi_\lambda - \Psi_{\lambda_1} - \Psi_{\lambda_2} - \Psi_{\lambda_3})(1 + n^0_\lambda)n^0_\lambda n^0_{\lambda_1} n^0_{\lambda_2} \mathcal{L}_{--} ight.$$

$$+ \frac{1}{2} (\Psi_\lambda + \Psi_{\lambda_1} - \Psi_{\lambda_2} - \Psi_{\lambda_3})(1 + n^0_\lambda)(1 + n^0_{\lambda_1}) n^0_{\lambda_2} \mathcal{L}_{--}$$

$$+ \frac{1}{2} (\Psi_\lambda + \Psi_{\lambda_1} + \Psi_{\lambda_2} - \Psi_{\lambda_3})(1 + n^0_\lambda)(1 + n^0_{\lambda_1})(1 + n^0_{\lambda_2}) n^0_{\lambda_3} \mathcal{L}_{++} \right\}$$

$$- \sum_{\lambda_1} \frac{1}{k_B T} (\Psi_\lambda - \Psi_{\lambda_1}) n^0_\lambda (1 + n^0_\lambda) \mathcal{L}_{\text{iso}} - \frac{1}{k_B T} \Psi_{\lambda_1} n^0_\lambda (1 + n^0_\lambda) \frac{1}{\tau^0_{\lambda_1}}.$$

Here, we have taken advantage of the identical relations

$$\lambda \rightarrow \lambda_1 + \lambda_2 : \quad n^0_\lambda (1 + n^0_{\lambda_1})(1 + n^0_{\lambda_2}) - (1 + n^0_{\lambda_1}) n^0_{\lambda_2} = 0, \quad (2.26)$$

$$\lambda + \lambda_1 \rightarrow \lambda_2 : \quad n^0_\lambda n^0_{\lambda_1}(1 + n^0_{\lambda_2}) - (1 + n^0_{\lambda_1}) n^0_{\lambda_2} = 0, \quad (2.27)$$

$$\lambda \rightarrow \lambda_1 + \lambda_2 + \lambda_3 : \quad n^0_\lambda (1 + n^0_{\lambda_1})(1 + n^0_{\lambda_2})(1 + n^0_{\lambda_3}) - (1 + n^0_{\lambda_1}) n^0_{\lambda_2} n^0_{\lambda_3} = 0, \quad (2.28)$$

$$\lambda + \lambda_1 \rightarrow \lambda_2 + \lambda_3 : \quad n^0_\lambda n^0_{\lambda_1}(1 + n^0_{\lambda_2})(1 + n^0_{\lambda_3}) - (1 + n^0_{\lambda_1}) n^0_{\lambda_2} n^0_{\lambda_3} = 0, \quad (2.29)$$

$$\lambda + \lambda_1 \rightarrow \lambda_2 \rightarrow \lambda_3 : \quad n^0_\lambda n^0_{\lambda_1}n^0_{\lambda_2}(1 + n^0_{\lambda_3}) - (1 + n^0_{\lambda_1})(1 + n^0_{\lambda_2}) n^0_{\lambda_3} = 0, \quad (2.30)$$

and

$$\lambda \rightarrow \lambda_1 + \lambda_2 : \quad \left(1 + n^0_{\lambda_1}\right)(1 + n^0_{\lambda_2}) - n^0_{\lambda_1}n^0_{\lambda_2} = \frac{(1 + n^0_{\lambda_1})(1 + n^0_{\lambda_2})}{1 + n^0_{\lambda_1}} \quad (2.31)$$

$$\frac{n^0_{\lambda_1}n^0_{\lambda_2}}{n^0_{\lambda_1}} = 1 + n^0_{\lambda_2} + n^0_{\lambda_2},$$
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Equations (2.26–2.35) are obtained based on the energy conservation rule combined with the Bose–Einstein distribution. For example, equations (2.26) and (2.31) are derived by substituting $\omega$ of the Bose–Einstein distribution $e^{\frac{\hbar \omega}{k_B T}} = 1 + \frac{n_0}{n_\lambda}$ into the energy conservation (selection rule) $\omega = \omega_1 + \omega_2$, giving the result $1 + 1/n_\lambda = (1 + 1/n_{\lambda_1})(1 + 1/n_{\lambda_2})$, which directly deduces equations (2.26) and (2.31).

The final expression of the right-hand side of the original phonon BTE (equation (2.2)) is obtained by defining the form [43] of

$$\Psi = -\hbar \omega \mathbf{v} \cdot \nabla T/T$$

and putting it into equation (2.25) for all the modes $\lambda, \lambda_1, \lambda_2$ and $\lambda_3$, while the left-hand side of equation (2.2) is transformed by the identical relation

$$\frac{\partial n_\lambda^0}{\partial T} = \frac{1}{k_B T} \hbar \omega \mathbf{v} \cdot \nabla T/T.$$
Thus, the phonon BTE (equation (2.2)) is transformed as

\[
1 = \sum_{\lambda \neq \lambda_1} \left\{ \frac{1}{2} (\tau_3 - \tau_3^{\xi, \lambda_1} - \tau_3^{\xi, \lambda_2}) \left( 1 + n_{\lambda_1}^0 \right) \left( 1 + n_{\lambda_2}^0 \right) \frac{n_{\lambda_1}^0}{1 + n_{\lambda_1}^0} L_- + \frac{n_{\lambda_2}^0}{1 + n_{\lambda_2}^0} L_+ \right\} + \left( \tau_3 + \tau_3^{\xi, \lambda_1} + \tau_3^{\xi, \lambda_2} \right) \frac{n_{\lambda_1}^0}{1 + n_{\lambda_1}^0} L_+
\]

\[+ \sum_{\lambda \neq \lambda_1, \lambda_2} \left\{ \frac{1}{6} (\tau_3 - \tau_3^{\xi, \lambda_1} - \tau_3^{\xi, \lambda_1} - \tau_3^{\xi, \lambda_2}) \frac{n_{\lambda_1}^0 n_{\lambda_2}^0}{n_{\lambda}^0} L_- - \frac{1}{2} (\tau_3 + \tau_3^{\xi, \lambda_1} - \tau_3^{\xi, \lambda_1} - \tau_3^{\xi, \lambda_2}) \frac{n_{\lambda_1}^0 n_{\lambda_2}^0}{n_{\lambda}^0} L_- + \frac{1}{2} (\tau_3 + \tau_3^{\xi, \lambda_1} + \tau_3^{\xi, \lambda_2} - \tau_3^{\xi, \lambda_2}) \frac{n_{\lambda_1}^0 n_{\lambda_2}^0}{n_{\lambda}^0} L_- + \right\}
\]

\[+ \sum_{\lambda_1} (\tau_3 - \tau_3^{\xi, \lambda_1}) L_{iso} + \frac{\tau_3}{\tau_{0, \lambda}},
\]

and further as

\[
\tau_i = \tau_i^0 (1 + \Xi_{3,\lambda} + \Xi_{4,\lambda} + \Xi_{iso,\lambda}),
\]

with

\[
\frac{1}{\tau_{3,\lambda}} = \frac{1}{\tau_{3,\lambda}^0} + \frac{1}{\tau_{4,\lambda}} + \frac{1}{\tau_{iso,\lambda}} + \frac{1}{\tau_{b,\lambda}},
\]

\[
\frac{1}{\tau_{4,\lambda}} = \sum_{\lambda \neq \lambda_1} \left\{ \frac{1}{2} (1 + n_{\lambda_1}^0 + n_{\lambda_2}^0) L_- + \left(n_{\lambda_1}^0 - n_{\lambda_2}^0\right) L_+ \right\},
\]

\[
\frac{1}{\tau_{iso,\lambda}} = \sum_{\lambda \neq \lambda_1} \left\{ \frac{1}{6} n_{\lambda_1}^0 n_{\lambda_2}^0 L_- + \frac{1}{2} \left(1 + n_{\lambda_1}^0\right) n_{\lambda_2}^0 L_- + \right\} + \frac{1}{2} \frac{n_{\lambda_1}^0 \left(1 + n_{\lambda_2}^0\right) n_{\lambda_2}^0}{n_{\lambda}^0} L_- + \right\}
\]

\[
\frac{1}{\tau_{b,\lambda}} = \sum_{\lambda_1} L_{iso},
\]

\[
\frac{1}{\tau_{0,\lambda}^0} = \frac{2|u_{2,\lambda}|}{L} + \frac{2|u_{2,\lambda}|}{W} \frac{1 - p}{1 + p}.
\]

2-12
In summary, $\tau_\lambda$ is obtained by solving equation (2.38), with equations (2.16)–(2.20) and (2.39)–(2.48). Since both the left- and right-hand sides contain the unknown $\tau_\lambda$, equation (2.38) is solved iteratively and thus is also called the iterative scheme. $\tau_\lambda^0$ in equation (2.39) is the phonon relaxation time based on SMRTA [26]. In the boundary scattering term, $L$ and $W$ represent the length (along the heat flow direction) and the width (perpendicular to the heat flow direction) of the material. $0 < p < 1$ is the specularity parameter with $p = 0$ indicating an extremely rough surface and $p = 1$ indicating a mirror-like surface.

Generally, four-phonon scattering is dominated by the Umklapp processes and, therefore, the SMRTA $\tau_\lambda^0$ in equation (2.39) is accurate enough to account for the four-phonon scattering in general materials. In other words, to save time it is not necessary to take into account the iteration of $\Xi_{4,\lambda}$ in equation (2.38). However, in some materials such as graphene, the four-phonon scattering is dominated by normal processes, which lead to a collective behavior of phonons. In this case, $\Xi_{4,\lambda}$ cannot be neglected in the iteration in equation (2.38). Such a phenomenon results
from the fact that N-scattering itself does not contribute to thermal resistance since it conserves momentum.

Attention should be paid to the usage of eigenvectors \( e \) and the phases in the exponential terms in equations (2.19) and (2.20). In these equations, we assume that the eigenvectors are obtained by solving the dynamical matrix

\[
D_{\alpha\alpha}^{(bh)}(q) = \frac{1}{\sqrt{m^2 q^2}} \sum_{l_i} \Phi_{0b,l_i}^{\alpha\alpha} e^{i q \cdot r_{l_i}}, \tag{2.50}
\]

which uses the positions of cells instead of atoms. However, if the eigenvectors are obtained by solving the dynamical matrix using

\[
D_{\alpha\alpha}^{(bh)}(q) = \frac{1}{\sqrt{m^2 q^2}} \sum_{l_i} \Phi_{0b,l_i}^{\alpha\alpha} e^{i q \cdot (r_{b} - r_{0})}, \tag{2.51}
\]

as implemented in Phonopy [44], one should use the positions of atoms \((r_{b})\) instead of the positions of cells \((r_{l})\) in the phases of the exponential terms in equations (2.19) and (2.20), which should read

\[
e^{\pm i q \cdot r_{b} - i q \cdot r_{l_1}} \tag{2.52}
\]

for three-phonon scattering and

\[
e^{\pm i q \cdot r_{b} \pm i q \cdot r_{l_1} - i q \cdot r_{l_2}} \tag{2.53}
\]

for four-phonon scattering.

### 2.3 Strong four-phonon scattering potential

In this section, we demonstrate the significance of four-phonon scattering originating from strong scattering potential, i.e. strong anharmonicity. Figure 2.2 shows the sketches of the potential wells of weakly and strongly anharmonic materials. The exact potential energy is decomposed into the Tyler series to the second, third and fourth orders. The second-order expansion is harmonic and has large derivation from the exact potential. Since anharmonicity basically increases with increasing temperature, such derivation becomes large at high temperatures. The third-order (anharmonic) correction could alleviate such a derivation but is not adequate at high temperatures, while the fourth-order (anharmonic) correction brings the potential well much closer to exactly one. For weakly anharmonic materials, the fourth-order correction is negligible at low temperatures while it becomes significant at elevated temperatures. For strongly anharmonic materials, even starting from a low temperature, the fourth-order correction is large (while at high temperatures the fifth-order correction seems non-negligible). Note that ‘high’ or ‘low’ temperature is a relative quantity, depending on the Debye temperature \((T_D)\) of a material. For example, 80 K is ‘high’ for solid argon \((T_D \approx 80 \text{ K})\), while 300 K is ‘low’ for silicon \((T_D \approx 640 \text{ K})\) and diamond \((T_D \approx 2220 \text{ K})\).

Therefore, this section consists of two parts, demonstrating the two categories of materials with strong four-phonon scattering potential, i.e. weakly anharmonic
materials at high temperatures (section 2.3.1) and strongly anharmonic materials even at low temperatures (section 2.3.2). For the first category, we take diamond, silicon and germanium as examples, which have high RT thermal conductivity. For the second category, we use solid argon, PbTe and NaCl as examples.

2.3.1 High temperature

The first category with strong four-phonon scattering potential is found in general solids at high temperatures, even with high RT thermal conductivity, such as diamond, silicon and germanium. As a starting point, classical potentials [45, 46] are used to calculate the fourth-order force constants as well as the four-phonon scattering rates [26]. The accuracy of four-phonon calculations is examined by comparing the thermal conductivities obtained from the three-/four-phonon scattering to those obtained from Green–Kubo MD simulations.

In figure 2.3, the three- and four-phonon scattering rates, τ_{3,1} and τ_{4,1}, of diamond, Si and Ge are shown as a function of temperature. Far below their Debye temperatures, 2220, 640 and 374 K for diamond, Si and Ge, respectively, τ_{4,1} is generally negligible. However, τ_{4,1} increases faster than τ_{3,1} with increasing temperature and is no longer negligible when the temperature is high. Even for diamond, the most harmonic material with stiff bonds, it can be speculated from the trend that four-phonon scattering could be important when the temperature is close to its Debye temperature. We also noted that four-phonon scattering is relatively more important for optical phonons than acoustic phonons. This will be discussed in the following sections. The scaling laws τ_{3,1} \sim T and τ_{4,1} \sim T^2 are found to be valid for both acoustic and optical phonons for all materials. These temperature dependences
result from equation (2.39), which roughly indicates \( \tau_{\lambda}^{-1} \sim n^0 \) and \( \tau_{\xi}^{-1} \sim (n^0)^2 \), leading to \( \tau_{\lambda}^{-1} \sim T \) and \( \tau_{\xi}^{-1} \sim T^2 \) since \( n^0 \) is proportional to \( T \) at high temperatures.

The impact of four-phonon scattering on thermal conductivity is demonstrated by comparing

\[
\kappa_{3,\text{RTA},z} = \frac{1}{V} \sum_{\lambda} v_{\lambda}^2 c_{\lambda} \tau_{3,\lambda}^{-1}
\]

and

\[
\kappa_{3+4,\text{RTA},z} = \frac{1}{V} \sum_{\lambda} v_{\lambda}^2 c_{\lambda} \left( \tau_{\lambda}^{-1} + \tau_{\xi}^{-1} \right)^{-1}
\]

as shown in figures 2.4 and 2.8. For diamond, Si and Ge, \( \kappa_3 \) and \( \kappa_{3+4} \) match well with each other at low temperatures, indicating that four-phonon scattering is negligible. At room temperature, \( \kappa_{3+4} \) is lower than \( \kappa_3 \) by 1%, 8% and 15% for diamond, Si and Ge, respectively, as shown in the inset in figure 2.4. As the temperature increases to 1000 K, this discrepancy grows to 15%, 25% and 36%, respectively. Such results, again, indicate that even in weakly anharmonic materials, four-phonon scattering may play a critical role at high temperatures.
The accuracy of the four-phonon scattering calculation is examined by MD simulations, which naturally include all the orders of anharmonicities. $\kappa_3$ and $\kappa_{3+4}$ are compared to $\kappa_{NMA}$, which is calculated by the BTE using the linewidth $\tau_{NMA,i}^{-1}$ obtained from normal mode analysis (NMA) based on MD. They are also compared to $\kappa_{GK(MD)}$ that is directly obtained from the Green–Kubo formalism based on MD. A good agreement between $\kappa_{3+4}$ and $\kappa_{NMA}$ as well as $\kappa_{GK(MD)}$ is found for Si and Ge in figure 2.4. The comparison in diamond is not done since diamond has a high Debye temperature, below which $\kappa_{3+4}$ obtained from quantum mechanics is not comparable to $\kappa_{NMA}$ and $\kappa_{GK(MD)}$ from classical MD. In contrast, $\kappa_3$ is considerably over-predicted, particularly at high temperatures. For clearer insight, we plot the ratio of $\kappa_{3+4}/\kappa_3$ as a function of temperature in the insets. Since we use empirical interatomic potentials that are approximations to the true atomic interactions, the numbers presented here should be understood with caution or on a semi-quantitative basis.

ALD and MD were regarded as two different methods. The phonon scattering rates calculated from the former and the phonon linewidths calculated from the latter were regarded as two separate quantities with their quantitative agreement remaining missing for a long time [25]. With the aid of four-phonon scattering, these two quantities match, and the two methods become consistent with each other. The four-phonon calculation pushes a step forward towards the ‘unification’ of the simulation methods of phonon and thermal transport.

To have a quantitative comparison between the four-phonon calculation and experiment, it is necessary to use DFT instead of empirical potentials for the calculation of force constants. The calculations were performed for diamond and silicon. While diamond will be shown in section 2.4.1 for special purposes, here we take silicon for demonstration. The three- and four-phonon scattering rates for all

**Figure 2.4.** The comparison among $\kappa_{3,RTA}$, $\kappa_{3+4,RTA}$, $\kappa_{NMA,RTA}$ and $\kappa_{Green–Kubo,RTA}$ for diamond, silicon and germanium predicted from classical Tersoff potentials. The inset shows the ratio $\kappa_{3+4,RTA}/\kappa_{3,RTA}$. Reproduced with permission from [26]. Copyright 2016 the American Physical Society.
modes throughout the Brillouin zone of Si calculated from DFT are shown in figure 2.5 at 300 and 1000 K. The insets show the low-frequency behavior. We note that the four-phonon scattering rates increase quadratically with temperature, while three-phonon scattering rates increase linearly, not shown here. The trend is consistent with the preceding discussions based on classical potentials. At 300 K, $\tau_4^{-1}$ is well below $\tau_3^{-1}$ in Si throughout the frequency domain. As $T$ increases to 1000 K, the four-phonon rates of the low-frequency phonons remain insubstantial; however, higher-energy longitudinal acoustic (LA) modes and all the optical modes exhibit large $\tau_4^{-1}$, comparable to $\tau_3^{-1}$. The large $\tau_4^{-1}$ of the heat-carrying LA phonons will have a substantial effect on the thermal conductivity of these materials, and that of the optical modes can affect infrared optical properties [19].

The thermal conductivity of silicon is calculated by solving the iterative phonon BTE beyond the RTA. Due to the high computational cost, the four-phonon scattering rates are computed at the RTA level only and inserted into the iterative scheme that determines the nonequilibrium phonon distributions from mixing of the three-phonon processes. This is similar to employing phonon–isotope and phonon–boundary scattering terms in the full BTE solution [9, 11, 47–51]. We will show that such an approximation is likely valid as the four-phonon scattering is dominated by Umklapp processes in section 2.5.2. We also include phonon–isotope scattering [37] in these $\kappa$ calculations of naturally occurring materials. The iterative solution to the BTE for $\kappa$ of the naturally occurring Si is shown in figure 2.6. The three-phonon predictions agree well with measured data at low temperature (<600 K); however, significant deviations from experiment occur at high temperatures. For example, at 1000 K three-phonon resistance alone over-predicts the measured $\kappa$ of silicon by 26%. In section 2.4.1, we will see that the over-prediction is also around 30% for diamond at 1000 K. Four-phonon scattering eliminates such discrepancies and brings the prediction to match well with experimental values. These examples demonstrate the significance of four-phonon scattering due to a strong scattering potential at high temperatures.
2.3.2 Strongly anharmonic materials

For materials with low thermal conductivity, the four-phonon scattering potential is high even at ordinary temperature. We take Lennard-Jones argon as the benchmark material and then move onto more practically important materials, PbTe and NaCl. The scattering rates and thermal conductivity of argon are shown in figures 2.7 and 2.8, respectively. The summation of three- and four-phonon rates $\tau_3 + \tau_4$ agrees well with MD results, $\tau_3 + \tau_4$. It is seen that four-phonon is non-negligible even far below its Debye temperature and that it reduces the $\kappa$ of argon by 35%–65% from 20 to 80 K.

PbTe and NaCl are two strongly anharmonic materials, in which the four-phonon scattering potential is high even at RT [32, 33]. It is also found that for those materials the phonon frequency shift at finite temperature is large and would affect the phonon scattering rates. Phonon modes at finite temperature are softened by anharmonicity via anharmonic three- and four-phonon scatterings as well as thermal expansion [55]. The phonon scattering, phonon frequency and thermal expansion are coupled together. Phonon scattering affects thermal expansion and changes phonon frequency, while thermal expansion also shifts phonon frequency, which in turn affects phonon scattering.

Strongly anharmonic materials generally have strong four-phonon scattering and, at the same time, their phonon frequencies at finite temperatures shift considerably away from those at 0 K due to the strong anharmonicity, which typically induces large thermal expansion as well as bond softening. The steps to reasonably include most anharmonic effects for thermal conductivity prediction with the current computational power are described in [32, 33] and are briefly summarized as follows. Step 1: Determine the correct temperature-dependent lattice constant, i.e. thermal expansion coefficient, by using quasiharmonic approximation (QHA).
Figure 2.7. (a) and (b) A comparison between three- and four-phonon scattering rates for Lennard-Jones argon. (c) and (d) The total scattering rates ($\tau_{3,1} + \lambda_{3,1}$) compared to the linewidths obtained from NMA based on MD simulations. Reproduced with permission from [26]. Copyright 2016 the American Physical Society.

Figure 2.8. The $\kappa$ values of Lennard-Jones argon predicted from $\tau_{3,1}^{-1}$, $\lambda_{3,1}^{-1}$, $\tau_{3,1}^{-1} + \lambda_{3,1}^{-1}$ and $\kappa_{\text{NMA},1}$ as a function of temperature, with the inset showing the ratio of $\kappa_{3+4}/\kappa_3$. $\kappa_{\text{NMA},1}(Q)$ and $\kappa_{\text{NMA},1}(C)$ represent that the specific heat is calculated by the quantum (Bose–Einstein) and classical (Boltzmann) phonon distributions, respectively. The phonon dispersion used in the calculation of $\kappa_{\text{NMA},1}$ is from lattice dynamics (LD) calculation at 0 K, to be consistent with the $\kappa_3$ and $\kappa_{3+4}$ calculations. Reproduced with permission from [26]. Copyright 2016 the American Physical Society.
together with phonon renormalization (RN), hereafter referred to as QHA’. Step 2: Determine the harmonic phonon frequency $\omega_{QHA}$ at the temperature-dependent lattice constant for a given temperature. Step 3: Calculate the anharmonic frequency $\omega_{QHA+RN}$ by taking into account phonon renormalization. Step 4: Calculate the three- and four-phonon scattering rates as well as thermal conductivity based on the anharmonic frequency $\omega_{QHA+RN}$. Steps 3 and 4 could be performed at the same time by calculating the real and imaginary parts of the phonon self-energy [2, 26, 32, 55] to avoid the double counting of phonon anharmonicity.

Figure 2.9 shows the thermal conductivities of PbTe and NaCl calculated by considering different degrees of anharmonicity as compared to experimental values. It is found that the three-phonon scattering without phonon renormalization can somehow predict the thermal conductivities well. After the phonon renormalization is included, the predicted thermal conductivities appear far above experimental values. If four-phonon scattering is considered, it pulls back the thermal conductivity prediction to agree well with experiments. Therefore, the agreement between the prediction and experimental values achieved by three-phonon scattering calculations without phonon renormalization or four-phonon scattering is a coincidence. The reason is that phonon renormalization largely shrinks the phonon scattering phase space while the inclusion of four-phonon scattering increases the scattering phase space, and they cancel each other for PbTe and NaCl. When the phonon renormalization effect and the four-phonon scattering are both considered, the thermal conductivity prediction reaches the best accuracy. At this moment, it is still an open question whether this phenomenon appears in PbTe and NaCl only or in a broader scope of strongly anharmonic materials.

2.4 Large four-phonon or suppressed three-phonon phase space

Apart from a strong scattering potential, the other origin of strong four-phonon scattering is the large scattering phase space. In this section, we will discuss such groups of materials, including the materials with large acoustic–optical phonon
band gaps and two-dimensional materials with reflection symmetry. We will also particularly discuss optical phonon modes, which usually have a large density of states and, therefore, large four-phonon scattering phase space.

### 2.4.1 Materials with large acoustic–optical phonon band gaps

When a material is composed of two elements with a large atomic mass ratio, the phonon vibration spectrum often presents a band gap. For example, the III–V or IV–IV binary zinc-blende BAs, SiC, AlAs, AlSb, GaN, GaP, InAs and InP all show a band gap, as shown in figure 2.10. Lindsay et al [11] found that phonon band gaps limited the three-phonon scattering phase space since the energy summation of two lower-branch phonons could hardly reach the high energy of optical phonon branches. As a result, the thermal conductivity predicted by three-phonon scattering

![Figure 2.10](image)

*Figure 2.10.* First-principles phonon dispersion of III–V binary compounds with phonon band gaps, which limit three-phonon processes but limit four-phonon processes less. Data from [20]. These dispersion relations agree well with experiment, as seen in [20].
for these materials is often very high. However, Feng et al [27] found that such band
gaps do not restrict four-phonon scattering significantly since three lower-branch
phonons are easily combined into a high-branch phonon mode, allowed by the
energy conservation law, as shown in figure 2.10. As a consequence, four-phonon
scattering in these materials is of significance to their thermal conductivity
predictions.

A predominant example is BAs, which has been predicted using three-phonon
scattering to own a thermal conductivity of 2 200 W (m K)−1 at room temperature
[11], being comparable to diamond, the highest in nature. Given such high thermal
conductivity, it potentially opens an opportunity for thermal management of
electronic devices.

However, Feng et al [27] found that four-phonon scattering is strong in BAs. In
figure 2.11, the first-principles three- and four-phonon scattering rates of BAs are
compared to those of diamond. The relative importance of four-phonon scattering
in these two materials shows a clear difference. At room temperature, diamond
shows negligible $\tau^{-1}$ throughout the whole spectrum, while BAs present non-
negligible $\tau^{-1}$ for higher-branch acoustic phonons as well as all optical phonons.
For example, three-phonon scattering rates have a deep valley at around 21 THz, i.e.
for the optical phonon at the $\Gamma$ point. These modes with high energy and small

Figure 2.11. First-principles three-phonon (black squares) and four-phonon (red circles) scattering rates of
diamond and BAs at 300 and 1000 K with $16 \times 16 \times 16$ phonon $q$ point grids. The insets are in log–linear scale
to give a better view of the low-frequency regions. Reproduced with permission from [27]. Copyright 2017 the
American Physical Society.
momentum can hardly find two other phonon modes that satisfy energy conservation and momentum conservation simultaneously. Such a large phonon band gap, however, does not forbid three acoustic phonons from combining into an optical mode. The predicted thermal conductivity of BAs after including four-phonon scattering at room temperature is reduced significantly, from $\sim 2200 \text{ W}(\text{m K})^{-1}$ to $\sim 1400 \text{ W}(\text{m K})^{-1}$, as shown in figure 2.12. Such reduction grows with increasing temperature, and the temperature-scaling trend at elevated $T$ changes from $\kappa_3 \sim T^{-0.84}$ to $\kappa_{34} \sim T^{-1.64}$.

In 2018, several experimental works [28–30] grew high-purity BAs single crystals and verified the predicted thermal conductivity of BAs by including four-phonon scattering. As shown in figure 2.12, both the thermal conductivity values and temperature dependence measured from experiments agree well with the predictions. Without four-phonon scattering, one can fit the thermal conductivity to match the experiment at a certain temperature by adding phonon–defect scattering [29], which, however, cannot reproduce a correct temperature-scaling trend. Therefore, it is safe to conclude that the lower thermal conductivity of experimental samples compared to $\kappa_3$ is due to the strong four-phonon scattering, rather than defects. Later, the four-phonon scattering in boron phosphide (BP) was also verified in an experiment by Cahill et al [65].

![Figure 2.12](image-url)

**Figure 2.12.** Thermal conductivities of naturally occurring diamond and BAs. Dashed lines give calculated $\kappa_3$, while solid lines give $\kappa_{3+4}$. First-principles data (curves) are taken from [27]. The symbols represent measured data. For diamond: blue triangles [61], blue squares [62], blue circles [63], blue squares [64]; for BAs: black squares [29], black stars [30], red circles [28] and red triangles [28].
In diamond, which does not present a phonon band gap, four-phonon scattering is not as strong as in BAs but is certainly not negligible at high temperatures. As $T$ increases to 1000 K, four-phonon rates of the low-frequency phonons remain insubstantial, however, higher-energy LA modes and all the optical modes exhibit large $\tau_4^{-1}$, comparable to $\tau_3^{-1}$ leading to a 23% reduction to the thermal conductivity.

The other materials with phonon band gaps may also show a large reduction of thermal conductivity with four-phonon scattering. Figure 2.13 shows another example, cubic GaN (c-GaN), in which the four-phonon scattering brings the thermal conductivity prediction down by a considerable amount to agree well with experiment.

Yang et al [66] found that for some materials in which optical branches have long three-phonon lifetimes, e.g. AlSb, four-phonon scattering is even more critical than three-phonon scattering as it diminishes optical phonon thermal transport, and therefore significantly reduces the thermal conductivities. Also, they showed that four-phonon scattering can play an extremely important role in weakening the isotope effect on $\kappa$. Specifically, four-phonon scattering reduces the room-temperature $\kappa$ of the isotopically pure and naturally occurring AlSb by 70% and 50%, respectively (figure 2.14). The reduction for isotopically pure and naturally occurring c-GaN is about 34% and 27%, respectively. For isotopically pure wurtzite GaN (w-GaN), the reduction is about 13% at room temperature and 25% at 400 K. These results provided important guidance for experimentalists for achieving high thermal conductivities in III–V compounds for applications in semiconductor industry.

### 2.4.2 Optical phonons

The linewidths of infrared-active zone-center phonons are also important for the infrared dielectric functions of polar materials, which are key for applications in sensing, radiative cooling, energy harvesting, metamaterials, etc. For example, in polar compound semiconductors such as BAs, BN and SiC crystals, the zone-center longitudinal optical (LO) phonon lifetime plays an essential role in mediating the

![Figure 2.13. Thermal conductivity of c-GaN. First-principles data (solid curves) are taken from [66]. The experiment values (black squares) are taken from [67].](image-url)
energy exchanges between the hot electrons and the lattice through Fröhlich interaction \[68\]. The materials such as GaN, GaAs and AlAs are promising candidates for use in optoelectronic devices and electronics. In addition, optical phonon scattering is also crucial to the thermal conductivity of certain materials that have a large number of optical phonon branches.

Optical phonons often exhibit relatively stronger four-phonon scattering compared to acoustic phonons as shown in the preceding sections. The reason is that optical phonons typically have a much higher density of states. Such a large amount of modes crowded within a narrow frequency range enabled large four-phonon scattering phase space for the process \(\lambda_1 + \lambda_2 \rightarrow \lambda_3 + \lambda_4\) with \(\lambda_{1,2,3,4}\) having similar

\[\text{Figure 2.14. Lattice thermal conductivity as a function of temperature for (a) AlSb, (b) cubic GaN and wurtzite GaN along the (c) in-plane and (d) through-plane directions. Dashed lines represent the calculated isotopically pure } \kappa_{\text{pure}} \text{ and solid lines represent the calculated naturally occurring } \kappa_{\text{natural}}. \text{ The blue lines give the calculated } \kappa \text{ with only three-phonon scattering and red lines give the results after including four-phonon scattering. All symbols represent experimental data for naturally occurring materials, which can be found in [66].}\]
energy. More importantly, for the materials with phonon band gaps, four-phonon scattering is exceptionally important.

Figure 2.15 shows the zone-center optical phonon linewidths of \( \alpha \)-quartz and 3C-SiC [20]. Figure 2.16 shows those of III–V compounds including c-BN, BAs, AlP, AlAs, AlSb, c-GaN, GaP, GaAs, GaSb, InP, InAs and InSb [20]. The first-principles calculated linewidths without four-phonon scattering are compared to available experimental values. The predicted optical phonon linewidths with only three-phonon scattering significantly disagree with the Raman measurements at mid and high temperatures. With four-phonon scattering included, reasonable agreements with available experimental data are achieved, demonstrating the significance of four-phonon processes in determining their infrared phonon linewidths.

For BAs in particular, it can be seen that the three-phonon processes have no contribution to optical phonon linewidth. This is due to the large acoustic–optical \((a-o)\) gap as discussed in the preceding section. A similar case is also found in AlSb.

Note that for c-BN, BAs, InAs and InSb, even including four-phonon scattering, the prediction still has a significant discrepancy with experiments at higher temperatures, reflecting that five-phonon and higher-order phonon scattering may not be negligible in these particular materials.

To understand the high \( \tau_e^{-1} \) of optical phonons, we show the contributions of different four-phonon processes of AlAs as an example in figure 2.17 (a). Clearly, it shows that the redistribution process \( \lambda_1 + \lambda_2 \rightarrow \lambda_3 + \lambda_4 \) dominates the four-phonon scattering of the optical phonon mode. This can be understood since the redistribution process is largely facilitated by the crowded branches of the optical phonon modes, as shown in figure 2.17 (b), among which the conservation law of energy and momentum can easily be satisfied by the four-phonon redistribution process. Actually, this is a general phenomenon since optical branches are bunched closely in energy in general materials, not limited to those with large acoustic–optical band gaps. This could also be the reason why optical phonons generally have strong four- and even higher-order phonon scattering.
The impact on optical phonon linewidth can also significantly affect thermal transport. For example, the three-phonon scattering predicts that the RT thermal conductivity of AlSb is about $98.8 \text{ W} \times \text{m}^{-1} \times \text{K}^{-1}$, in which optical phonons contribute $49\% \text{ [66]}$. However, after the four-phonon scattering is included, the RT $\kappa$ is reduced.
to 39.5 W/(m K) and the contribution of optical phonons is reduced to about 4%, that is, four-phonon scattering nearly kills the thermal transport of optical phonons in AlSb [66]. At 1000 K, the reduction is even larger, from 64% to 2%.

### 2.4.3 Two-dimensional materials with reflection symmetry

Two-dimensional materials with reflection symmetry are another example in which three-phonon scattering is largely limited [81, 82], leaving four-phonon scattering plenty of room to make a significant difference [31]. Graphene and hexagonal BN are two examples that have been demonstrated by Lindsay et al to have reflection symmetry [81, 82]. In this section, we take graphene as an example to demonstrate the possible role of four-phonon scattering.

Graphene has attracted intense interest for both fundamental research and practical applications due to its unique structure and extraordinary properties. The two-dimensional honeycomb structure, the zero band gap and the strong sp² bond endow graphene with unique electronic, thermal, optical and mechanical behaviors. The thermal transport in graphene has been quite intriguing since it was discovered that the scattering of flexural (out-of-plane) modes is largely forbidden by the reflection symmetry, leading to long relaxation times and high thermal conductivity. Three-phonon scattering theory predicts the room-temperature thermal conductivity of single-layer graphene as being around 3000 W/(m K) [83, 84]. Different experimental methods, conditions and samples, however, showed quite different thermal conductivity values ranging from ~1500 to ~4000 W/(m K) [85–89], and the widely used Raman technique has been questioned for use on graphene recently [90], leaving the thermal conductivity value of graphene even more mysterious.

Reflection symmetry in 2D materials forbids all the phonon–phonon scattering processes that involve an odd number of flexural modes [82]. Lindsay et al found numerically that in graphene the three-phonon scattering rates of the processes that involve 1 or 3 flexural modes are zero [82]. Feng and Ruan have verified numerically that the four-phonon scattering rates of the processes that involve 1 or 3 flexural modes are zero as well. Therefore, three-phonon processes can only involve 0 or 2
flexural modes, while the four-phonon processes may involve 0, 2 or 4 flexural modes. Feng and Ruan found that most (60%–90%) of the three-phonon scattering processes of the ZA branch are forbidden by the reflection symmetry, while only about 40% of four-phonon scattering processes of the ZA branch are forbidden. Most importantly, four-phonon scattering allows two important processes, $ZA + ZA \rightarrow ZA + ZA$ and $ZA \leftrightarrow ZA + ZA + ZA$, which are called 4-ZA processes, shown in figure 2.18. Due to the quadratic dispersion relation, the ZA mode has quite a high phonon population near the $\Gamma$ point as shown in figure 2.19. Therefore, these processes have ultra-high scattering rates since the four-phonon scattering is roughly proportional to the square of the phonon population.

The SMRTA-based three- and four-phonon scattering rates obtained from optimized Tersoff potential are compared in figure 2.20 [31]. Since the scattering rates follow the temperature dependence of $1/\tau_{3,4,5} \sim T$ and $1/\tau_{4,5} \sim T^2$, similarly to those in bulk materials [26, 27], we take the temperatures at 300 and 700 K as examples to show the amplitudes of $1/\tau_{3,4,5}^0$ and $1/\tau_{4,5}^0$ as a function of the reduced wave vector from $\Gamma$ to $M$. We find that $1/\tau_{4,5}^0$ is comparable to or even much higher than

2-30
1/τ1,3, even at room temperature, in particular for the ZA, TO and LO branches. For instance, 1/τ1,3,0 of the ZA branch at room temperature is typically below 0.08 ps−1 while the value of 1/τ1,3,0 is about 0.42-2 ps−1, which indicates the relaxation time of ZA mode at room temperature is about 0.5–2 ps, far below expectations. At 700 K, the 1/τ1,3,0 of the ZA, TO and LO branches even reach above 10 ps−1, being 2–3 orders higher than 1/τ1,3,0.

Feng and Ruan [31] found that the ZA four-phonon scattering is dominated by the normal (N) process, as shown in figure 2.20, indicating hydrodynamic behavior of phonon transport. Therefore, the SMRTA is not accurate to calculate the thermal conductivity, instead, the iterative solution to the BTE is needed. Feng and Ruan solved the iterative solution of BTE by including both three- and four-phonon scatterings, and they showed that the thermal conductivity of 9 μm graphene is reduced significantly from \( \sim 3383 \) to \( \sim 810 \) W(m K)−1 after including the four-photon scattering [31] (figure 2.21). Later in 2019, Gu et al refined the calculation of four-phonon scattering in single-layer graphene by using a smeared broadening factor as well as a temperature-dependent phonon dispersion relation [91]. They further confirmed the striking importance of four-phonon scattering in SLG and found that the thermal conductivity, using the optimized Tersoff potential, is about
Figure 2.21. (a) Length-dependent thermal conductivity of single-layer graphene at 300 K. (b) Length convergence of thermal conductivity at 300 K. (c) Temperature-dependent lattice thermal conductivity. The dashed lines represent the theoretical predictions from the literature with three-phonon scattering only. The solid lines with open circles that are marked ‘this work’ are the predictions from [31]. In all the predictions, the natural 1.1% $^{13}$C is included with the exact solution to the linearized BTE. The triangles show the experimental measured results. Data from Lindsay et al [82, 83], Fugallo et al [84], Xie et al [93], Xu et al [87], Li et al [94], Faugeras et al [85], Chen et al [95] and Lee et al [96]. Reproduced with permission from [31]. Copyright 2018 the American Physical Society.
1900 W(m K)$^{-1}$. Since the fourth-order force constant of the classical interatomic potential [92] has not been validated against first-principles, the absolute values of the thermal conductivity after including four-phonon scattering should be interpreted qualitatively.

Since the four-phonon scattering rates in SLG are high, two natural questions are: (i) Does four-phonon scattering play an important role in multilayer graphene and graphite? (ii) Is five-phonon scattering important in SLG? The answers are negative for both questions. To address the first question, we plot the phonon dispersion of bilayer graphene in figure 2.22. Due to the interlayer van der Waals interaction, the ZA mode of SLG is split into the ZA and ZO’ modes in bilayer graphene or graphite. ZO’ represents a breathing mode between adjacent layers. We find that even such a small splitting can result in a large reduction of the phonon population, as shown in figure 2.19. Due to the splitting, the phase space of the four-ZA process becomes 1/16 of that in SLG, being unimportant. This explains the fact that the three-phonon thermal conductivity prediction of graphite agrees well with experiments [84, 97].

Regarding the second question, we need to refer to the reflection symmetry. The five-phonon process can at most involve four ZA modes, the same as four-phonon scattering. Without increasing the population, the higher order makes the five-phonon scattering negligible compared to four-phonon scattering.

### 2.5 Further discussion

#### 2.5.1 Scaling with frequency

Due to the simplicity, scaling laws of phonon scattering rates are very useful in thermal nanoengineering. For example, the power laws of three-phonon scattering $\tau_3^{-1} \sim \omega^2 T$ and phonon–defect scattering $\tau_\delta^{-1} \sim \omega^4$ have been widely used for advanced thermoelectric materials in understanding experimental thermal conductivity [98–100]. Therefore, it is important to have a scaling law $\tau_4^{-1} \sim \omega^\beta T^2$ for four-phonon scattering. In the early literature [18, 101], $\beta$ was taken as 2 by using drastic
approximations. The fittings of diamond, Si and BAs in figure 2.23 show that the value of $\beta$ varies from 2 to 4. In comparison, $\tau_3^{-1}$ has a more dispersed distribution with a frequency, and the scaling law $\tau_3^{-1} \sim \omega^2 T$ cannot fit all the data well simultaneously, while $\tau_4^{-1}$ has a more concentrated distribution and the scaling law can fit all the phonons well. This is because the selection rules in four-phonon processes can be more easily satisfied, that is, they become less restrictive and less dependent on the dispersive nature of the phonon frequency.

2.5.2 Strong Umklapp scattering

The difference between iterative and RTA thermal conductivities comes from subtle differences in the normal and Umklapp processes. Umklapp processes provide thermal resistance, degradation of a flowing distribution of phonons. Normal processes do not degrade the overall current but play the important role of redistributing thermal energy among various modes in the system. If normal processes dominate over Umklapp processes, the RTA solution does not accurately represent $\kappa$ as it treats normal processes as purely resistive and underestimates $\kappa$ [9]. As shown in figure 2.24, three-phonon scattering is dominated by normal processes in diamond and BAs, not so in Si. Thus, diamond and BAs require an exact solution for three-phonon scattering [9]. As for four-phonon scattering, all three materials show dominant Umklapp processes over normal processes. Thus, treating the four-phonon scattering at the RTA level for most materials within the iteration scheme is probably a good approximation.

2.5.3 Negligible three-phonon scattering to the second order

We note that two three-phonon processes, $\lambda + \lambda_1 \rightarrow \lambda'$ and $\lambda' \rightarrow \lambda_2 + \lambda_3$, may be combined to give the three-phonon scattering to the second order, which is another type of fourth-order process [34, 101], as shown in figure 2.25 (b). Here, $\lambda'$ is an intermediate virtual state. The energy is conserved from the initial state $\lambda + \lambda_1$ to the final state $\lambda_2 + \lambda_3$, while the energy is not necessarily conserved in the first step or in the second step alone [34]. The energy denominators of three-phonon scattering

$$\frac{\langle \hat{H}_3 | f \rangle}{|E_i - E_j|}$$

and four-phonon scattering

$$\frac{\langle \hat{H}_4 | f \rangle}{|E_i - E_j|}$$

vanish due to the energy conservation law $E_i = E_j$. In contrast to equations (2.56) and (2.57), the transition matrix element in the combined three-phonon process is

$$\frac{\langle \hat{H}_{3\text{vir}} | \langle \text{vir} | \hat{H}_3 | f \rangle \rangle}{|E_i - E_{\text{vir}}|}.$$
vir is the intermediate virtual state. The discussion of the denominator in equation (2.58) can be divided into two cases. In case 1, the energy is not conserved in the first or the second step [34]. The energy denominators for the transition are not small. Therefore, the transition rate is not considered to be large, as discussed in [102]. In case 2, the energy conservation condition for the first step is nearly satisfied or satisfied. This process was named ‘resonance in three-phonon scattering’ and is

![Figure 2.23.](image)

Power law fitting $\tau_\alpha^{-1} = A\omega^\beta$ of the acoustic phonons in diamond, Si and BAs calculated from first principles. Each panel is plotted in a log-linear scale to give a clear view of the low-frequency behavior, while the inset is in linear-linear scale to give a clearer view of the high-frequency behavior. (a) and (b) are the TA and LA modes of diamond at 1000 K, respectively. (c) and (d) are the TA and LA modes of Si at 1000 K, respectively. (e) and (f) are the acoustic modes of BAs at 1000 and 300 K, respectively. We note that four-phonon scattering is only important for diamond and Si at higher temperatures. For each of (a), (b) and (c), we have two fitting curves: the red curve (lower power) fits the low-frequency behavior better, while the yellow curve (higher power) fits better in the higher-frequency range. Reproduced with permission from [27]. Copyright 2017 the American Physical Society.
**Figure 2.24.** Comparison between normal and Umklapp scattering rates for diamond, Si and BAs at $T = 300$ K calculated from first-principles. Each panel is plotted in a linear-linear scale, while each inset is in a log-linear scale. Reproduced with permission from [27]. Copyright 2017 the American Physical Society.

**Figure 2.25.** The diagram examples for the comparison between (a) the intrinsic four-phonon scattering and (b) the three-phonon scattering to the second order. Reproduced with permission from [26].
discussed by Carruthers [102]. In this case, although the scattering is in the same order as the intrinsic four-phonon scattering, the number of scattering events that satisfy the energy and momentum selection rule is only $10^{-3} - 10^{-5}$ of that in the intrinsic four-phonon scattering in our study. This is because the resonant three-phonon scattering has a strong requirement that the intermediate state has to be an existing phonon mode in the $q$-mesh, while the intrinsic four-phonon scattering has no such requirement. For example, for Si with a $16 \times 16 \times 16$ $q$-mesh and the energy-conservation-tolerant range of 1.24 meV (0.3 THz), the TA mode at $q^* = (0.5,0,0)$ has $4.6 \times 10^7$ intrinsic four-phonon events, and only $2.7 \times 10^4$ resonant three-phonon events. For the TA mode at $q^* = (0.625,0,0)$, the number of intrinsic four-phonon events is similarly about $4.6 \times 10^7$, while the number of resonant three-phonon events is only 36. Therefore, the overall three-phonon to the second-order scattering rate is negligible compared to the intrinsic four-phonon scattering. We note that this conclusion is consistent with the conjecture in the literature [101].

2.6 Summary and outlook

In summary, predictive calculation of four-phonon scattering realized since 2016 has enabled the accurate prediction of thermal conductivity for a broader scope of materials over a much wider temperature range. Generally speaking, strong four-phonon scattering is originated from either a large scattering potential (e.g., a large phonon population or strong anharmonicity) or a large scattering phase space, or both. Based on these two origins, table 2.1 summarizes the categories and examples in which four-phonon scattering is strong.

The large scattering potential is induced by either high temperature or intrinsic strongly anharmonic interatomic bonding. The former is seen in general solids. Actually, raising temperature not only increases anharmonicity but also excites a greater phonon population that can boost four-phonon scattering. The latter could be found in many technologically important materials, such as most inorganic thermoelectric materials. In addition, the rocksalt compounds generally have long-ranged resonant interaction that causes strong anharmonicity. Among them, PbTe and NaCl have been recently found to have strong four-phonon scattering at room temperature, while the others also need further investigation.

The large four-phonon scattering phase space is either caused by relatively restricted three-phonon scattering phase space or large DOS. The former is seen in the materials with a large acoustic–optical band gap and the two-dimensional materials with reflection symmetry. The latter is seen for high-frequency phonons, in particular optical phonons which are usually bunched together and allow a large scattering phase space.

Despite the advances of four-phonon scattering calculation in the past few years, its impact on a broader range of materials is still open to be examined. Some immediate examples are the materials showing ultra-low thermal conductivity, such as the halides (LiF, LiCl, LiBr, LiI, NaF, NaBr, NaI, KF, KCl, KBr, KI, RbF,
### Table 2.1: The categories and examples in which four-phonon scattering is significant based on the two fundamental origins.

<table>
<thead>
<tr>
<th>Origins</th>
<th>Categories</th>
<th>Applications</th>
<th>Examples examined</th>
<th>To be examined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong scattering potential</td>
<td>High temperature</td>
<td>Thermal barrier coating, nuclear materials, high-T thermoelectrics</td>
<td>In general</td>
<td>In general</td>
</tr>
<tr>
<td>(strong anharmonicity)</td>
<td>Strongly anharmonic (low-κ) materials</td>
<td>Thermoelectrics, thermal barrier coating, thermal energy storage, phase change materials</td>
<td>Ar, PbTe, NaCl</td>
<td>Rocksalt compounds, halides, hydrides, chalcogenides, oxides, others (Bi, Sb), etc</td>
</tr>
<tr>
<td>Large scattering phase space</td>
<td>With large acoustic–optical phonon band gap</td>
<td>Thermal management</td>
<td>BAs, AlP, AlAs, AlSb, c-GaN, GaP, GaAs, GaSb, InP, nAs, InSb, etc</td>
<td>I–VII, II–VI binary compounds with large mass ratio</td>
</tr>
<tr>
<td>2D materials with reflection symmetry</td>
<td>2D materials with reflection symmetry</td>
<td>Thermal management, surface plasmon</td>
<td>Single-layer graphene</td>
<td>Single-layer h-BN</td>
</tr>
<tr>
<td>Large DOS: e.g. optical phonons</td>
<td>Large DOS: e.g. optical phonons</td>
<td>Infrared (sensing, radiative cooling, energy harvesting, metamaterials), hot electron relaxation, complex crystals (perovskites, MXenes, etc)</td>
<td>In general</td>
<td>In general</td>
</tr>
</tbody>
</table>
RbCl, RbBr, RbI, CsF, CsCl, CuCl, CuI, AgI, etc), hydrides (LiH, NaH, KH, RbH, CuH, etc), chalcogenides (CdSe, BaTe, CdTe, BaS, PbS, PbSe, Bi₂Te₃, SnS, SnSe, SnTe, GeTe, etc) and oxides (CdO, SrO, BaO, etc) [12]. Most of them have a rocksalt structure, and few are zinc-blende or wurtzite. The calculation of four-phonon scattering in these materials is straightforward since most crystal structures are simple, with only two basis atoms in a unit cell. Apart from these, it is also interesting to examine complex crystals such as perovskites and MXenes (transition metal carbides, nitrides, or carbonitrides), in which there are many optical branches. The impact of phonon renormalization on three- and four-phonon scattering urgently needs to be explored in more materials as they both are a representation of anharmonicity and coupled together with each other. Another interesting direction is to explore the interplay between four-phonon scattering and other factors such as pressure [103], interfaces and defects. In addition, we also look forward to seeing the exploration of other origins that could lead to strong four-phonon scattering and new thermal transport phenomena.

For ultra-low thermal conductivity materials, an open question is about the nature of thermal transport since four-phonon scattering could bring the phonon mean free path down below the interatomic distance, i.e., the Ioffe–Regel limit. Recently, it was found that for some single crystals such as Tl₃VSe₄, YbFe₄Sb₁₂, CsSnI₃, CsPbl₃ and CsPbBr₃, even three-phonon scattering could significantly underestimate the thermal conductivity at room temperature [104]. We suspect that the inclusion of the four-phonon scattering could bring the predicted thermal conductivity even lower. Therefore, the particle nature of phonon thermal transport still needs more investigation and better understanding when four-phonon scattering is included.

With the accurate prediction of phonon–phonon scattering rate enabled by adding four-phonon processes, a variety of processes that involve both phonon–phonon scattering and the scattering between phonons and other particles such as electrons, photons and polaritons could be re-investigated. As already discussed in this chapter, the prediction of infrared properties was significantly improved. We foresee that it will also generate an impact on the understanding and prediction of the laser heating process, hot electron relaxation, interfacial thermal transport, electrical transport, etc.

For many years, researchers have been devoted to the search for materials with extreme thermal properties, e.g., ultra-low or ultra-high thermal conductivity, due to the intriguing physics and promising cutting-edge applications. We anticipate that the generalization of four-phonon scattering calculation will create many opportunities towards this goal. With the rapid increase of the computational power, application of the three- and four-phonon scattering will generate significantly more impact on the prediction of thermal transport as well as other phonon-related applications.
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