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TO: The Engineering Faculty 

Engineering Faculty Document No.: 

160-25 

March 12, 2025 

FROM: 

RE: 

The Faculty of the Elmore Family School of Electrical and Computer Engineering 

New undergraduate course - ECE 40802 

The Faculty of the Elmore Family School of Electrical and Computer Engineering has approved 

the following new undergraduate course. This action is now submitted to the Engineering Faculty 

with a recommendation for approval. 

FROM (IF ALREADY OFFERED WITH TEMPORARY NUMBER): 

ECE 49595 Natural Language Processing 

3 total credits; 3 credit lecture 

Requisites: ECE 26400 and ECE 20875 and ECE 30100 and ECE 30200 and ECE 36800 and ECE 

36900 and MA 26100 and (MA 26500 or MA 26200) 

Spring semesters: 2023, 2024, 2025 

TO: 

ECE 40802 Introduction to Natural Language Processing 

3 total credits; 3 credit lecture 

Requisites: ECE 26400 and ECE 20875 and ECE 30100 and ECE 30200 and ECE 36800 and ECE 

36900 and MA 26100 and (MA 26500 or MA 26200) 

This course is an introduction to modern natural language processing and computational 

linguistics. This course covers morphological, syntactic, semantic, and pragmatic processing as 

well as applications such as information extraction, question answering, and machine translation. 

This course will cover fundamental topics as well as recent advances from the literature. 

Learning Outcomes: 

1. design and implement a natural language parser.

2. construct a semantic representation from natural-language input.

3. train and use a neural network for NLP.

4. use natural-language technology to construct and demo a new application.





ECE 40802 Introduction to Natural Language Processing 

Course Information 

Course number and title: ECE 40802 Introduction to Natural Language Processing 

Instructional Modality: Face-to-Face 

Course c1·edit hours: 3.000 

Prerequisites: ECE 26400, ECE 20875, MA 261, MA 265, ECE 301, ECE 302, ECE 368, ECE 369, or permission 

of instrnctor 

Prerequisites by topic: programming in C and/or Python, multivariate calculus, linear algebra, probability, data 

structures, discrete math 

Course web page: https: //engineering. purdue. edu/-ece495nl 

Course Brightspace page: ht tps: / /purdue. bright space. com/d21/home/1220690 

Instmctor(s) Contact Information 

Name of the instructor: Jeffrey Mark Siskind 

Office Location: BHEE 313e 

Office Phone Number: 765/496-3197 

Purdue Email Address: qobi@purdue.edu 

Student Consultation hours, times, and location: T 5:00pm-6:00pm BHEE 313e 

Course Description 

An introduction to modem natural language processing and computational linguistics. Covers morphological, syntac

tic, semantic, and pragmatic processing as well as applications such as information extraction, question answering, 

and machine translation. The course will cover fundamental topics as well as recent advances from the literature. 

Learning Resources, Technology & Texts 

Foundations of Statistical Natural Language Processing, Chris Manning & Hinrich Schutze, MIT Press, May 1999, 

ISBN No. 13: 978-0262133609. 

https://icog-labs.com/wp-content/uploads/2014/07/Christopher_D._Manning_Hinrich_ 

Sch%C3%BCtze_Foundations_Of_Statistical_Natural_Language_Processing.pdf 

https://doc.lagout.org/science/0_Computer%20Science/2_Algorithms/Statistical%20Natural% 

20Language%20Processing.pdf 

Speech and Language Processing, 2nd Edition, Dan Jurafsky and James H. Martin, Prentice Hall, ISBN No. 13: 

978-0131873216.

https://github.com/rain1024/slp2-pdf

https://web.stanford.edu/-jurafsky/slp3/ed3book.pdf

These books are only references. We will not follow these books exactly. Students are not required to purchase these 

books. 

For some lectures, we will cover a recent paper from the literature. The papers will be posted at 

http:/ /engineering. purdue. edu/ -ece4 95nl before each lecture. Students should read each paper be

fore the associated lecture and come to class prepared to discuss and ask questions. 

Learning Outcomes 

Outcome i) ability to design and implement a natural language parser. [1,2,6) 

Outcome ii) ability to construct a semantic representation from natural-language input. [1,2,6,7) 

Outcome iii) ability to train and use a neural network for NLP [1,6,7) 

Outcome iv) ability to use natural-language technology to construct and demo a new application. [1,2,3,4,5,6,7) 












