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Abstract

Most of the current research on active structural control for aseismic protection has focused
on either full state feedback strategies or velocity feedback strategies. However, accurate mea-
surement of the necessary displacements and velocities of the structure is difficult to achieve di-
rectly, particularly during seismic activity. Because accelerometers are inexpensive and can
readily provide reliable measurement of the structural accelerations at strategic points on the
structure, development of control methods based on acceleration feedback is an ideal solution to
this problem. Recent studies of active bracing and active tendon systems have shown that $H_2$/
LQG frequency domain control methods employing acceleration feedback can effectively be used
for aseismic protection of structures. This paper demonstrates experimentally the efficacy of ac-
celeration feedback based active mass driver systems in reducing the response of seismically ex-
cited structures.

1.0 Introduction

A remarkable increase in structural control research has occurred in the last decade (cf., [15, 16, 29]). Most of the reported studies dealing with active and hybrid control have been based on
methods employing full state feedback (i.e., the structural displacements and velocities) or veloc-
ity feedback. Because displacements and velocities are not absolute, but dependent upon the iner-
tial reference frame in which they are taken, their direct measurement at arbitrary locations on
large-scale structures is difficult to achieve. During seismic activity, this difficulty is exacerbated,
because the foundation to which the structure is attached is moving with the ground and does not
provide an inertial reference frame. Thus, control algorithms that are dependent on direct mea-
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ing seismic activity and that response reduction can be achieved in all three modes of the structural system.

2.0 Experimental Setup

Tests were conducted at the Structural Dynamics and Control/Earthquake Engineering Laboratory (SDC/EEL) at the University of Notre Dame. A uniaxial earthquake simulator which was designed and built under National Science Foundation Grant BCS 90-06781 is housed in the laboratory. The simulator consists of a hydraulic actuator/servo-valve assembly that drives a \(48 \text{in} \times 48 \text{in} \times 122 \text{cm} \times 122 \text{cm}\) aluminum slip table mounted on high-precision, low-friction, linear bearings. The capabilities of the simulator are: maximum displacement \(\pm 2 \text{in} \ (\pm 5.1 \text{ cm})\), maximum velocity \(\pm 35 \text{ in/sec} \ (\pm 88.9 \text{ cm/sec})\) and maximum acceleration \(\pm 4 \text{ g}\) with a 1000 lb (454.5 kg) test load. The operational frequency range of the simulator is nominally 0–50 Hz.

A three-story, single-bay, scale model building was the test structure. The test structure, shown in Figs. 1 and 2, was designed to be a scale model of the prototype building discussed in [4]. The building frame was constructed of steel, with a height of 62 in (157.5 cm). The floor masses of the model weighed a total of 500 lb (227 kg), distributed evenly between the three floors. The time scale factor was 0.2, making the natural frequencies of the model approximately five times those of the prototype.

A simple implementation of an active mass driver (AMD) was placed on the third floor of the structure for control purposes. The AMD consisted of a high pressure hydraulic actuator with steel masses attached to each end of the piston rod (Fig. 3). The hydraulic cylinder, manufactured by Nopak, had a 1.5 in (3.8 cm) diameter and a 12 in (30.5 cm) stroke. A Dyval servo-valve was employed that had an operational frequency range of 0–45 Hz. This hydraulic actuator was fitted with low-friction Teflon seals to reduce nonlinear frictional effects. For this experiment, the moving mass for the AMD weighed 11.5 lb (5.2 kg) and consisted of the piston, piston rod and the steel disks bolted to the end of the piston rod. The total mass of the structure, including the frame and the AMD, was 660 lbs (300 kg). Thus, the moving mass of the AMD was 1.7\% of the total mass of the structure. Because hydraulic actuators are inherently open loop unstable, position feedback was employed to stabilize the control actuator. The position of the actuator was obtained with an LVDT (linear variable differential transformer) rigidly mounted between the piston rod and the third floor.

As shown in Fig. 2, accelerometers positioned on each floor of the structure and on the AMD measured the absolute accelerations of the model, and an accelerometer located on the base measured the ground excitation. The displacement of the AMD relative to the third floor was measured using the LVDT mentioned above. Only the three floor acceleration measurements and the absolute acceleration of the AMD were employed for purposes of control force determination (see Fig. 2).

To develop a high quality, control-oriented model, an eight channel data acquisition system was em-
ployed. This data acquisition system consists of eight Symline XFM82 3-decade programmable antialiasing filters, an Analogic LSDAS-16-AC-mod2 data acquisition board, an Analogic CTRTM-05 counter-timer board, and the Snap-Master software package written by HEM Data Corporation, driven by a Gateway 2000 P5-90 Computer.

The XFM82 series filters offer programmable pre-filter gains to amplify the signal into the filter, programmable post-filter gains to adjust the signal so that it falls in the correct range for the A/D converter, and analog antialiasing filters which are programmable up to 25 kHz. The high-quality elliptic low-pass filter has a 0.001 dB pass-band ripple, a stop band magnitude of -90 dB, and a 90 dB/oct roll-off above the cutoff frequency. The filters on all 8-channels are magnitude/phase matched to within 0.1 dB/1 degree to 90\% of the cutoff frequency. In addition, each channel has a sample-and-hold device to allow simultaneous measurement of all signals. Simultaneous sample-and-hold (SSH) is necessary to eliminate systematic bias in the phase of the transfer functions.

The Analogic LSDAS-16-AC-mod2 data acquisition board is a high speed, high precision multifunction board featuring 50 kHz sampling and 16 bits of A/D resolution. The LSDAS-16-AC-mod2 can measure up to 8 channels in the differential input mode. This mode is recommended for noise rejection and resistance to ground loops. To take full advantage of the SSH ability of the XFM82 filters, the sample-and-hold and A/D conversion are triggered with an external clock source supplied by a CTRTM-05 counter-timer board which generates the appropriate timing signals.

Snap-Master for Windows provides the necessary drivers for the antialiasing filters, counter-timer board and data acquisition board. Snap-Master also has the required time and frequency domain functions which can be used to analyze the data during testing or post processing. Additionally, Snap-Master allows the user to create custom instruments.

Implementation of the digital controller was performed using the Spectrum Signal Processing Real-Time Digital Signal Processor (DSP) System. It is configured on a board that plugs into a 16-bit slot in a PC’s expansion bus and features a Texas Instruments TMS320C30 Digital Signal
Processor chip, RAM memory and on board A/D and D/A systems. The TMS320C30 DSP chip can achieve a nominal performance of 16.7 MFLOPS. The on-board A/D system has two channels, each with 16 bit precision and a maximum sampling rate of 200 kHz. The two D/A channels, also with 16 bit precision, allow for even greater output rates so as not to be limiting. An expansion I/O daughter board provides an additional four channels of input and two channels of output. These input channels provide 12 bit precision and have a maximum sampling rate of 50 kHz per channel. Thus, the computer controller employed herein can accommodate up to 6 inputs and 4 outputs. With the high computation rates of the DSP chip and the extremely fast sampling and output capability of the associated I/O system, high overall sampling rates are achievable for the digital control system [7, 26, 33].

3.0 System Identification

Development of an accurate mathematical model of the structural system is one of the most important and challenging components of control design. There are several methods by which to accomplish this task. One approach is to analytically derive the system input/output characteristics by physically modeling the plant. Often this technique results in complex models that do not correlate well with the observed response of the physical system.

An alternative approach to developing the necessary dynamical model of the structural system is to measure the input/output relationships of the system and construct a mathematical model that can replicate this behavior. This approach is termed system identification in the control systems literature. The steps in this process are as follows: (i) collect high-quality input/output data (the quality of the model is tightly linked to the quality of the data on which it is based), (ii) compute the best model within the class of systems considered, and (iii) evaluate the adequacy of the model’s properties.

For linear structures, system identification techniques fall into two categories: time domain and frequency domain. Time domain techniques such as the recursive least squares (RLS) system identification method [9] are superior when limited measurement time is available. Frequency domain techniques are generally preferred when significant noise is present in the measurements and the system is assumed to be linear and time invariant.

In the frequency domain approach to system identification, the first step is to experimentally determine the transfer functions (also termed frequency response functions) from each of the system inputs to each of the outputs. Subsequently, each of the experimental transfer functions is modeled as a ratio of two polynomials in the Laplace variable $s$ and then used to form a state space representation for the structural system. The frequency domain system identification approach will be employed herein for the development of a mathematical model of the structural system.

A block diagram of the structural system to be identified (i.e., in Figs. 1 and 2) is shown in Fig. 4. The two inputs are the ground excitation $\ddot{x}_g$ and the command signal to the actuator $u$. The four measured system outputs include the absolute acceleration of the actuator $\ddot{x}_{a}$ and the absolute accelerations, $\ddot{x}_{a1}, \ddot{x}_{a2}, \ddot{x}_{a3}$, of the three floors of the test structure. Thus, a $4 \times 2$ transfer

![Figure 3. Active mass driver.](image)
function matrix (i.e., eight input/output relations) must be identified to describe the characteristics of the system in Fig. 4.

Experimental Determination of Transfer Functions

Methods for experimental determination of transfer functions break down into two fundamental types: (i) swept-sine, and (ii) the broadband approaches using fast Fourier transforms (FFT). While both methods can produce accurate transfer function estimates, the swept-sine approach is rather time consuming, because it analyzes the system one frequency at a time.

The second approach estimates the transfer function simultaneously over a band of frequencies. The first step in the frequency domain approach is to independently excite each of the system inputs over the frequency range of interest. Exciting the system at frequencies outside this range is typically counter-productive; thus, the excitation should be band-limited (e.g., pseudo-random, chirps, etc.). Assuming the two continuous signals (input, \(u(t)\) , and output, \(y(t)\) ) are stationary, the transfer function is determined by dividing the cross-spectral density of the two signals \(S_{uy}\), by the autospectral density of the input signal, \(S_{uu}\) [2] as follows

\[
H_{yu}(j\omega) = \frac{S_{uy}(\omega)}{S_{uu}(\omega)}.
\]

However, experimental transfer functions are usually determined from discrete-time data. The continuous-time records of the specified system input and the resulting responses are sampled at \(N\) discrete time intervals with an A/D converter, yielding a finite duration, discrete-time representation of each signal (input \(u(nT)\) and output \(y(nT)\) , where \(T\) is the sampling period and \(n = 1, 2, \ldots N\) ). For the discrete case, Eq. (1) can be written as

\[
H_{yu}(jk\Omega) = \frac{S_{uy}(k\Omega)}{S_{uu}(k\Omega)}.
\]

where \(\Omega = \omega_s/N\), \(\omega_s\) is the sampling frequency, \(k = 0, 1 \ldots N-1\). The discrete spectral density functions are obtained via standard digital signal processing methods [2]. This discrete frequency transfer function can be thought of as a frequency sampled version of the continuous transfer function in Eq. (1).

In practice, one collection of samples of length \(N\) does not produce very accurate results. Better results are obtained by averaging the spectral densities of a number of collections of samples.
of the same length [2]. Given that \( M \) collections of samples are taken, the equations for the averaged functions are

\[
S_{uu}(k\Omega) = \frac{1}{M} \sum_{i=1}^{M} S_{ii}^{i}(k\Omega), \quad S_{uy}(k\Omega) = \frac{1}{M} \sum_{i=1}^{M} S_{ui}^{i}(k\Omega)
\]

\[
\Pi_{yu}(jk\Omega) = \frac{S_{uy}(k\Omega)}{S_{uu}(k\Omega)}
\]

where \( S_{ii}^{i} \) denotes the spectral density of the \( i \)th collection of samples and the overbar represents the ensemble average. Note that increasing the number of samples, \( N \), increases the frequency resolution, but does not increase the accuracy of the transfer functions. Only increasing the number of averages, \( M \), will reduce the effects of noise and nonlinearities in the results.

The quality of the resulting transfer functions is heavily dependent upon the specific manner in which the data are obtained and the subsequent processing. Three important phenomena associated with data acquisition and digital signal processing are aliasing, quantization error, and spectral leakage.

According to Nyquist sampling theory, the sampling rate must be at least twice the largest significant frequency component present in the sampled signal to obtain an accurate frequency domain representation of the signal [1]. If this condition is not satisfied, the frequency components above the Nyquist frequency \( \left( f_c = 1 / (2T) , \right. \) where \( T \) is the sampling period) are aliased to lower frequencies. In reality, no signal is ideally bandlimited, and a certain amount of aliasing will occur in the sampling of any physical signal. To reduce the effect of this phenomenon, analog low-pass filters can be introduced prior to sampling to attenuate the high frequency components of the signal that would be aliased to lower frequencies. Since a transfer function is the ratio of the frequency domain representations of an output signal of a system to an input signal, it is important that anti-aliasing filters with identical phase and amplitude characteristics be used for filtering both signals. Such phase/amplitude matched filters prevent incorrect information due to the filtering process from being present in the resulting transfer functions.

Another effect which must be considered when measuring signals digitally is quantization error. An A/D converter can be viewed as being composed of a sampler and a quantizer. In sampling a continuous signal, the quantizer must truncate, or round, the value of the continuous signal to a digital representation in terms of a finite number of bits. The difference between the actual value of the signal and the quantized value is considered to be a noise which adds uncertainty to the resulting transfer functions. To minimize the effect of this noise, the truncated portion of the signal should be small relative to the actual signal. Thus, the maximum value of the signal should be as close as possible to, but not exceed, the full scale voltage of the A/D converter. If the maximum amplitude of the signal is known, an analog input amplifier can be incorporated before the A/D converter to accomplish this and thus reduce the effect of quantization. Once the signal is processed by the A/D system, it can be divided numerically in the data analysis program by the same ratio that it was amplified by at the input to the A/D converter to restore the original scale of the signal.

To determine the discrete spectral density functions in Eq. (3), a finite number of samples is acquired and an FFT is performed. This process introduces a phenomenon associated with Fourier analysis known as spectral leakage [1, 12]. There are two approaches to explain the source of
spectral leakage. To describe the first, more intuitive approach, notice from Eq. (4) that the discrete transfer function is defined only at frequencies which are integer multiples of $\omega_0/N$. If the signal contains frequencies which are not exactly on these spectral lines, the periodic representation of the signal will have discontinuities at integer multiples of the signal record length, and thus the frequency domain representation of the signal is distorted. In the second explanation of spectral leakage, the finite duration discrete signal is considered to be derived from an infinite duration signal which has been multiplied by a rectangular window. This multiplication in the time domain is equivalent to a convolution of the frequency domain representations of the signal and the rectangular window. The Fourier transform of the rectangular window has a magnitude described by the function $\text{Sinc}(fT)$ (where $\text{Sinc}(fT) = \sin(\pi fT) / (\pi fT)$). The result of this convolution is a distorted version of the Fourier transform of the original infinite signal. The distortion takes the form of sidebands appearing at spectral lines on both sides of the main peaks.

A technique known as windowing is usually applied to minimize the amount of distortion due to spectral leakage. The sampled finite duration signal is multiplied by a particular function before the FFT is performed. This function, or window, is chosen with certain frequency domain characteristics appropriate to the specific application to reduce the amount of distortion in the frequency domain.

The transfer functions from the ground acceleration to each of the four measured responses were obtained by exciting the structure with a band-limited white noise ground acceleration (0-50 Hz) with the AMD in place and the actuator command set to zero. Similarly, the experimental transfer functions from the actuator command signal to each of the measured outputs were determined by applying a bandlimited white noise (0-50 Hz) to the actuator command while the ground was held fixed. Representative experimental transfer functions are shown in Fig. 5–7. Note that twenty averages (i.e., $M = 20$ in Eqs. (3) and (4)) were used to obtain these transfer functions.

**Mathematical Modeling of Transfer Functions**

Once the experimental transfer functions have been obtained, the next step in the system identification procedure is to model the transfer functions as a ratio of two polynomials in the Laplace variable $s$. This task was accomplished via a least squares fit of the ratio of numerator and
denominator polynomials, evaluated on the $j\omega$ axis, to the experimentally obtained transfer functions [28]. The algorithm requires the user to input the number of poles and zeros to use in estimating the transfer function, and then determines the location for the poles/zeros and the gain of the transfer function for a best fit. This algorithm was used to fit each of the eight transfer functions.

To effectively identify a structural model, a thorough understanding of the significant dynamics of the structural system is required. For example, because the transfer functions represent the input/output relationships for a single physical system, a common denominator was assumed for the elements of each column of the transfer function matrix. The curve fitting routine, however, does not necessarily yield this result. Thus, the final locations of the poles and zeros were then adjusted as necessary to more accurately represent the physical system. A MATLAB [22] computer code was written to automate this process.
Another important phenomenon that should be consistently incorporated into the identification process is control-structure interaction. Most of the current research in the field of structural control does not explicitly take into account the effects of control-structure interaction in the analysis and design of protective systems. Dyke, et al. [8] have shown that the dynamics of the hydraulic actuators are integrally linked to the dynamics of the structure. By including the actuator in the structural system, the actuator dynamics and control-structure interaction effects are automatically taken into account in the experimental data. However, one must ensure that the effects of control-structure interaction are not neglected in obtaining a mathematical model of the experimental transfer functions.

The analytical model of four representative transfer functions are compared to the experimentally obtained transfer functions in Figs. 5–7. The transfer function from the ground acceleration to the absolute acceleration of the third floor is shown in Fig. 5, the transfer function from the actuator command to the absolute acceleration of the third floor is shown in Fig. 6, and the transfer function from the actuator command to the absolute acceleration of the actuator is shown in Fig. 7. Below 35 Hz, the models match the experimental data very well.

Of course, the structural system is actually a continuous system and will have an infinite number of vibrational modes. One of the jobs of the control designer is to ascertain which of these modes are necessary to model for control purposes. For this experiment, the decision was made to focus control efforts on the reduction of the structural responses in the first three vibrational modes; thus, the model was required to be accurate below 35 Hz. To achieve an accurate model over this frequency range, the first five modes of the structural system were included in the model. A consequence of modeling a continuous structure with a finite number of modes is that significant control effort should not be applied at frequencies where the structure is not well represented by the model (i.e., above 35 Hz for this experiment). The techniques used to roll-off the control effort at higher frequencies are presented subsequently in the section on control design and implementation.

For control design, the system model was then assembled in state space form using the analytical representation of the transfer functions (i.e., the poles, zeros and gain) for each individual transfer function. Because the system under consideration is a multi-input/multi-output system (MIMO), such a construction was not straightforward. First, two separate systems were formed, each with a single input corresponding to one of the two inputs to the system. Once both of the component system state equations were generated, the MIMO system was formed by stacking the states of the two individual systems. However, the dynamics of the test structure itself were redundantly represented in this combined state space system, and the state space system had repeated eigenvalues for which the eigenvectors were not linearly independent (i.e., the associated modes were not linearly independent). A minimal realization of the system was found by performing a model reduction [21, 24]. This approach is described in more detail in [5, 7].

### 4.0 Control Design and Implementation

In control design, a trade-off exists between good performance and robust stability. Better performance usually requires a more authoritative controller. However, uncertainties in the system model may result in severely degraded performance and perhaps even instabilities if the controller is too authoritative. Therefore, uncertainties in the model are a limiting factor in the performance of the control system. Spencer, et al. [32, 34] have shown that $H_2$/LQG design meth-
ods produce effective controllers for this class of problems. For the sake of completeness, a brief overview of $H_2$/LQG control design methods is given below.

**Control Algorithm**

Consider the general block diagram description of the control problem given in Fig. 8. Here $y$ is the measured output vector of structural responses, $z$ is the vector of structural responses which we desire to control, $u$ is the control input vector, and $d$ is the input excitation vector. For this experiment the measured output vector $y$ includes the actuator displacement and the accelerations of the three floors of the test structure. The regulated output vector $z$ may consist of any linear combination of the states of the system and components of the control input vector $u$, thus allowing a broad range of control design objectives to be formulated through appropriate choice of elements of $z$. Weighting functions, or specifications, can be added to elements of $z$ to specify the frequency range over which each element of $z$ is minimized. The “structural system” in Fig. 8 then contains the test structure, AMD, plus filters and weighting functions in the frequency domain. The task here is to design a controller $K$ that stabilizes the system and, within the class of all controllers which do so, minimizes the $H_2$ norm of the transfer function matrix $H_{zd}$ from $d$ to $z$. Note that the $H_2$ norm is given as

$$\|H\|_2 \equiv \sqrt{\text{trace} \left\{ \frac{1}{2\pi} \int_{-\infty}^{\infty} H(j\omega) H^*(j\omega) d\omega \right\}}$$  \hspace{1cm} (5)$$

To obtain the transfer function $H_{zd}$, we refer to Fig. 8 and partition the system transfer function matrix $P$ into its components, i.e.,

$$P = \begin{bmatrix} P_{zd} & P_{zu} \\ P_{yd} & P_{yu} \end{bmatrix}.$$  \hspace{1cm} (6)$$

The matrix $P$ is assumed to be strictly proper, however one should note that $P$ includes the weighting functions employed in the control design. Therefore systems which are not strictly proper can be readily handled through appropriately chosen weighting functions. The overall transfer function from $d$ to $z$ can then be written as [35],

![Figure 8. Basic Structural Control Block Diagram.](image)
The reader should also note that the inverse in Eq. (7) must exist. For simplicity, this requirement may be included in the definition of \( \mathcal{K} \). Because \( \mathbf{P} \) may include appropriate filters and weighting functions in the frequency domain, as described above, it is clear that \( H_{zd} \) will embody them as well. The solution of the \( H_2 \) control problem can now be solved via standard methods. More details regarding \( H_2 \) control methods for civil engineering applications can be found in [31, 35].

More specifically, consider a structure experiencing a one-dimensional earthquake excitation \( \ddot{x}_g \) and active control input \( \mathbf{u} \). The structural system, which includes the structure and the AMD, can be represented in state space form as

\[
\dot{\mathbf{x}} = \mathbf{A}\mathbf{x} + \mathbf{B}\mathbf{u} + \mathbf{E}\ddot{x}_g
\]

\[
\mathbf{y} = \mathbf{C}_y\mathbf{x} + \mathbf{D}_u\mathbf{u} + \mathbf{v}
\]

where \( \mathbf{x} \) is the state vector of the system, \( \mathbf{y} \) is the vector of measured responses, and \( \mathbf{v} \) represents the noise in the measurements. A detailed block diagram representation of the system given in Eqs. (8) and (9) is depicted in Fig. 9. In this figure, the transfer function \( \mathbf{G} \) is given by

\[
\mathbf{G} = (s\mathbf{I} - \mathbf{A})^{-1}\mathbf{B} = (s\mathbf{I} - \mathbf{A})^{-1} [\mathbf{B} \mathbf{E}] = [\mathbf{G}_1 \mathbf{G}_2].
\]

The filter \( \mathbf{F} \) shapes the spectral content of the disturbance modeling the excitation, \( \mathbf{C}_y \) and \( \mathbf{C}_z \) are constant matrices that dictate the components of structural response comprising the measured output vector \( \mathbf{y} \) and the regulated response vector \( \mathbf{z} \), respectively. The matrix weighting functions \( \alpha_1 \mathbf{W}_1 \) and \( \alpha_2 \mathbf{W}_2 \) are generally frequency dependent, with \( \alpha_1 \mathbf{W}_1 \) weighting the components of regulated response and \( \alpha_2 \mathbf{W}_2 \) weighting the control force vector \( \mathbf{u} \). The input excitation vector \( \mathbf{d} \) consists of a white noise excitation vector \( \mathbf{w} \) and a measurement noise vector \( \mathbf{v} \). The scalar parameter \( k \) is used to express a preference in minimizing the norm of the transfer function from \( \mathbf{w} \) to \( \mathbf{z} \).
versus minimizing the norm of the transfer function from \( \mathbf{v} \) to \( \mathbf{z} \). For this block diagram representation, the partitioned elements of the system transfer function matrix \( \mathbf{P} \) in Eq. (6) are given by

\[
\mathbf{P}_{zd} = \begin{bmatrix} \mathbf{P}_{z_1 \mathbf{w}} & \mathbf{P}_{z_1 \mathbf{v}} \\ \mathbf{P}_{z_2 \mathbf{w}} & \mathbf{P}_{z_2 \mathbf{v}} \end{bmatrix} = \begin{bmatrix} k \alpha_1 \mathbf{W}_1 \mathbf{C}_z \mathbf{G}_2 \mathbf{F} & 0 \\ 0 & 0 \end{bmatrix},
\]

(11)

\[
\mathbf{P}_{zu} = \begin{bmatrix} \mathbf{P}_{z_1 \mathbf{u}} \\ \mathbf{P}_{z_2 \mathbf{u}} \end{bmatrix} = \begin{bmatrix} \alpha_1 \mathbf{W}_1 \mathbf{C}_z \mathbf{G}_1 \\ \alpha_2 \mathbf{W}_2 \end{bmatrix},
\]

(12)

\[
\mathbf{P}_{yu} = \mathbf{C}_y \mathbf{G}_1 + \mathbf{D}_y,
\]

(13)

and

\[
\mathbf{P}_{yd} = \begin{bmatrix} \mathbf{P}_{y\mathbf{w}} & \mathbf{P}_{y\mathbf{v}} \end{bmatrix} = \begin{bmatrix} k \mathbf{C}_y \mathbf{G}_2 \mathbf{F} & \mathbf{I} \end{bmatrix}.
\]

(14)

Equations (11)–(14) can then be substituted into Eq. (7) to yield an explicit expression for \( \mathbf{H}_{zd} \). The solution of the \( H_2 \) control problem can now be solved via standard methods (cf., [32, 35]).

**Design Considerations and Procedure**

To offer a basis for comparison, a number of candidate controllers were designed using \( H_2 \)/LQG control design techniques, each employing a different performance objective. Designs which minimize various linear combinations of the three absolute accelerations of the structure and the absolute acceleration of the AMD were considered. In all of the controller designs considered, the weighting function on the regulated output, \( \mathbf{W}_1 \), and the weighting function on the control force, \( \mathbf{W}_2 \), were constant matrices (i.e., independent of frequency). When included in the design process, the earthquake filter \( \mathbf{F} \) was modeled based on the Kanai–Tajimi spectrum.

In the section on system identification, the model on which the control designs were based was shown to be acceptably accurate below 35 Hz. However, significant modeling errors may occur at higher frequencies due to unmodeled dynamics. If one tries to affect high authority control at frequencies where the system model is poor, degraded or unstable controlled performance may result. Thus, for the structural system under consideration, no significant control effort was allowed above 35 Hz. Loop shaping techniques were used to roll-off the control effort in the high frequency regions where the system model was not accurate.

The loop gain transfer function was examined in assessing the various control designs. Here, the loop gain transfer function is defined as the transfer function of the system formed by breaking the control loop at the input to the system, as shown in Fig. 10. Using the plant transfer function given in Eq. (13), the loop gain transfer function is given as

\[
\mathbf{H}_{\text{loop}} = \mathbf{K} \mathbf{P}_{yu} = \mathbf{K} \left( \mathbf{C}_y \mathbf{G}_1 + \mathbf{D}_y \right)
\]

(15)

By “connecting” the measured outputs of the analytical system model to the inputs of the mathematical representation of the controller, the loop gain transfer function from the actuator command input to the controller command output was calculated.
The loop gain transfer function was used to provide an indication of the closed-loop stability when the controller is implemented on the physical system. For this purpose, the loop gain should be less than one at the higher frequencies where the model poorly represents the structural system (i.e., above 35 Hz). Thus, the magnitude of the loop gain transfer function, at higher frequencies, should roll-off steadily and be well below unity. Herein, a control design was considered to be acceptable for implementation if the magnitude of the loop gain at high frequencies was less than -5 dB at frequencies greater than 35 Hz.

**Digital Control Implementation Issues**

The method of “emulation” was used for the design of the discrete-time controller [26]. Using this technique, a continuous-time controller was first designed which produced satisfactory control performance (see control design section). The continuous-time controller was then approximated or ‘emulated’ with an equivalent digital filter using the bilinear transformation. The digital filter was implemented on the DSP system in state space form:

\[
\begin{align*}
  x (kT + T) &= Ax (kT) + By (kT) \quad (16) \\
  u (kT) &= Cx (kT) + Dy (kT) \quad (17)
\end{align*}
\]

where \( y \) represents the vector of measurement sampled inputs to the controller and \( u \) represents the vector of outputs of the digital filter. In the method of emulation, the controller samples the measured outputs of the plant and passes the samples through the digital filter. The output of the digital filter is then passed through a hold device to create a continuous-time signal which becomes the control input to the plant. The series combination of sampler, digital filter and hold device emulates the operation of the continuous-time controller upon which it is based. Typically, with the use of emulation, if the sampling rate of the digital controller is greater than about 10 times the closed-loop system bandwidth, as was the case in this experiment, the discrete equivalent system will adequately represent the behavior of the emulated continuous-time system over the frequency range of interest.

There are many practical considerations such as time delay and sampling rate that needed to be addressed in order to successfully implement the digital controller.
**Time Delay**: For digital control systems, the only true time delays induced are due to latency (which results from A/D conversion time requirements and arithmetic associated with D matrix calculations) and the zero order hold [26]. The delay due to latency will be reduced as the speed of the controller processor and I/O systems increases. Likewise, the delay due to the zero order hold will decrease in direct proportion to the sampling period. For the control system implemented in this experiment, the DSP processor and I/O systems were fast enough so that these time delays were on the order of 700 µsec. This delay was small enough so as to have no significant impact on system performance.

**Sampling Rate**: The sampling rate that is achievable by a digital control system is limited by such things as the rate at which A/D and D/A conversions can be performed, the speed of the processor and the number of calculations required to be performed by the processor during a sampling cycle. There are many factors that must be considered when evaluating the sampling rate that is required for satisfactory performance of a digital control system [26]. These factors include such things as the prevention of aliasing, maintaining a sufficiently smooth control signal, and satisfactory controller performance of the controlled system with random disturbances. Accommodation of such factors usually requires the sampling rate of the controller to be 10-25 times greater than the significant frequencies in the measured responses, depending on the specific application. For this experiment, all I/O processes, control calculations, and supervisory functions were performed in less than 1 msec, allowing for sampling rates of 1 kHz which accommodated this sampling rate guidance. Further discussion of implementation concepts is provided in [7, 26, 33].

### 5.0 Experimental Results

Two series of experimental tests were conducted to evaluate the performance of the controllers that were designed. First a broadband signal (0–50 Hz) was used to excite the structure and root mean square (rms) responses were calculated. In the second series of tests an earthquake-type excitation was applied to the structure and peak responses were determined.

The results of two representative control designs is presented herein. The first design (Controller A) was designed by placing an equal weighting on the absolute accelerations of the top two floors of the structure. The second controller (Controller B) was designed using the same weighting matrix as Controller A, but in addition used loop shaping techniques to roll-off the control effort at higher frequencies. The loop gains for these two controllers are compared to the experimentally obtained loop gains in Figs. 11 and 12. In both cases, the simulated responses match the experimental results very well, indicating that the mathematical model of the system is sufficiently accurate and the controller is operating as expected. The magnitude of the analytical loop gains is compared for the two controllers in Fig. 13. Here one can see that with Controller B the loop gain has been rolled-off significantly at high frequencies.

For the broadband disturbance tests, Table 1 compares the rms responses for the two controllers to the uncontrolled responses. The percent reductions are indicated in parentheses. For this experiment, *uncontrolled* refers to the case in which the AMD was attached to the structure and the command signal was set equal to zero. Both controllers were able to achieve at least an 80% reduction in the third floor rms absolute acceleration. Notice that Controller A was able to achieve moderately better results than those of Controller B, but the rms acceleration of the actuator was almost twice that of Controller B while the rms displacements remained approximately the same. This difference is due to the loop shaping used in the design of Controller B, which resulted in less control effort being applied at the higher frequencies.
Table 1: RMS Responses for Broadband Disturbance Tests (0–50 Hz).

<table>
<thead>
<tr>
<th>controller</th>
<th>$\dot{x}_{a1}$ (in/s²)</th>
<th>$\dot{x}_{a2}$ (in/s²)</th>
<th>$\dot{x}_{a3}$ (in/s²)</th>
<th>$x_a$ (in)</th>
<th>$\dot{x}_{aa}$ (in/s²)</th>
<th>$u$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncontrolled</td>
<td>51.4</td>
<td>61.6</td>
<td>76.0</td>
<td>—</td>
<td>75.6</td>
<td>—</td>
</tr>
<tr>
<td>Controller A</td>
<td>11.6 (77.4)</td>
<td>12.0 (80.5)</td>
<td>13.2 (82.6)</td>
<td>.0903</td>
<td>202</td>
<td>.057</td>
</tr>
<tr>
<td>Controller B</td>
<td>14.0 (72.7)</td>
<td>14.5 (76.5)</td>
<td>15.1 (80.1)</td>
<td>.0808</td>
<td>101</td>
<td>.055</td>
</tr>
</tbody>
</table>

Figure 11. Experimental and Analytical Loop Gain Transfer Function Formed with Controller A.

Figure 12. Experimental and Analytical Loop Gain Transfer Function Formed with Controller B.

Figure 13. Comparison of Two Analytical Loop Gains with Controllers A and B.
The experimentally obtained closed loop transfer functions for the two control designs are compared to the uncontrolled transfer functions in Figs. 14–19. Notice that all three of the first modes are significantly reduced. The analytical closed loop transfer functions are also presented in these graphs for comparison to the experimental data. The closed loop analytical transfer functions are very close to the experimentally obtained transfer functions, again indicating that the model accurately represents the behavior of the system and that the controller is operating correctly. Figs. 20–22 provide a comparison of the experimental closed loop transfer functions for the two controllers. Here, one sees that Controller A and B reduce the vibrational response in the first mode to a similar level. However, Controller A more effectively reduces the structural responses in the second and third vibrational mode. Because the control action was rolled-off at higher frequencies, the local vibrational modes above 35 Hz are not greatly affected by either controller.

![Figure 14. Transfer Function from the Ground Acceleration to the First Floor Absolute Acceleration with Controller A.](image1)

![Figure 15. Transfer Function from the Ground Acceleration to the Second Floor Absolute Acceleration with Controller A.](image2)
Figure 16. Transfer Function from the Ground Acceleration to the Third Floor Absolute Acceleration with Controller A.

Figure 17. Transfer Function from the Ground Acceleration to the First Floor Absolute Acceleration with Controller B.

Figure 18. Transfer Function from the Ground Acceleration to the Second Floor Absolute Acceleration with Controller B.
The measured ground acceleration record that was generated by the simulator for the earthquake tests is shown in Fig. 23. For these tests, Table 2 presents the peak responses for the two controllers are compared to the uncontrolled responses. The third floor absolute acceleration time response is compared to the uncontrolled response in Figs. 24 (Controller A) and 27 (Controller B). Controller A was able to reduce the peak acceleration of the third floor by 65.0% and Controller B was able to reduce this peak acceleration by 55.2%. The absolute acceleration of the actuator for the two controllers is shown in Figs. 25 (Controller A) and 28 (Controller B). The corresponding displacement of the actuator relative to the third floor is given in Figs. 26 (Controller A) and 29 (Controller B). As indicated in Figs. 20–22, the high-frequency content of the actuator motion for Controller A is greater than it is for Controller B. Notice again from these graphs and from the peak values in Table 2 that the peak acceleration of the actuator for Controller A was significantly larger than that of Controller B, while the peak displacements remained approximately the same.

Table 2: Peak Responses for Earthquake Excitation Tests.

<table>
<thead>
<tr>
<th>controller</th>
<th>$\ddot{x}_{a1}$ (in/s²)</th>
<th>$\ddot{x}_{a2}$ (in/s²)</th>
<th>$\ddot{x}_{a3}$ (in/s²)</th>
<th>$x_a$ (in)</th>
<th>$\ddot{x}_{aa}$ (in/s²)</th>
<th>$u$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncontrolled</td>
<td>192</td>
<td>258</td>
<td>297</td>
<td>—</td>
<td>298</td>
<td>—</td>
</tr>
<tr>
<td>Controller A</td>
<td>113 (39.3)</td>
<td>123 (49.9)</td>
<td>96.0 (65.0)</td>
<td>.720</td>
<td>3060</td>
<td>.444</td>
</tr>
<tr>
<td>Controller B</td>
<td>99.3 (46.7)</td>
<td>103 (58.2)</td>
<td>123 (55.2)</td>
<td>.606</td>
<td>890</td>
<td>.373</td>
</tr>
</tbody>
</table>
Figure 20. Comparison of Experimental Closed Loop Transfer Functions from Ground Acceleration to First Floor Acceleration.

Figure 21. Comparison of Experimental Closed Loop Transfer Functions from Ground Acceleration to Second Floor Acceleration.

Figure 22. Comparison of Experimental Closed Loop Transfer Functions from Ground Acceleration to Third Floor Acceleration.
Figure 23. Measured Ground Acceleration used for Earthquake Tests.

Figure 24. Comparison of Uncontrolled and Controlled Absolute Acceleration of the Third Floor with Controller A.

Figure 25. Absolute Acceleration of the Actuator with Controller A.
Figure 26. Displacement of the Actuator with Controller A.

Figure 27. Displacement of the Actuator with Controller A.

Figure 28. Absolute Acceleration of the Actuator with Controller B.
6.0 Conclusion

Acceleration feedback control strategies were successfully implemented and verified on a three-story, single-bay test structure controlled by an active mass driver at the Structural Dynamics and Control/Earthquake Engineering Laboratory at the University of Notre Dame. The effects of actuator dynamics and control-structure interaction were incorporated into the system identification procedure. $H_2$/LQG control design techniques were used to successfully design the controller. Under a broadband excitation, the AMD controller was able to achieve approximately 80% reduction in RMS acceleration responses and a significant response reduction was achieved in all three modes of the system. When excited by an earthquake disturbance, the peak response reduction of the top floor acceleration was 65.0%. Based on current and previous results, acceleration feedback control strategies should be regarded as viable and effective for mitigation of structural responses due to seismic excitations.

A video which visually documents the results of this experiment has been produced. For information on how to receive a copy of this video, contact Dr. B.F. Spencer, Jr. via e-mail at: spencer@euler.ce.nd.edu.

For additional insights on implementation aspects of active and hybrid mass driver systems see, for example, [10, 11, 13, 14, 17, 18, 19, 20, 23, 25, 27, 29, 36, 37].
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