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Client Background Methodology

The Rosen Center for Advanced Computing (RCAC) at Purdue University

provides advanced computational resources and support, including high- Data Collection Data Preparation | “ Predictive implementation
performance computing systems and large storage solutions. RCAC also offers Modeling

training and consultation services to help researchers effectively utilize these

technologies in their work.

Problem Statement

The Purdue University’s Rosen Center for Advanced Computing (RCAC) is
experiencing downtime due to unanticipated downtime in individual
computational nodes, despite the overall system’s high uptime. This
downtime disrupts the productivity of research staff, faculty members, and
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leads to inefficient and costly maintenance efforts. The RCAC lacks the SEEs Data Model
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analytical tools necessary to proactively identify and predict factors leading to Data Normalization Development

downtime. Consequently, there is a need for a solution that will allow them to

effectively analyze these data through machine learning techniques and Outlier Actumpmz}mdl Actionable
predict the nodes' downtimes through an interactive dashboard to facilitate oW e Detection i 13;5 ‘D‘__ Insights

data driven operational decision making.
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project scope and expected deliverables due to permissions and L o From analyzing entire system downtime to examining
size related to data transfers and access to real time data. As a . 125434 factors that contribute to individual node failures.
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was also able to shed light on areas for potential improvement in - e o0 2 QT for reliability and accuracy validation.
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