ABSTRACT

Acquiring information about noisy expensive black-box functions (computer simulations or physical experiments) is a tremendously challenging problem. Finite computational and financial resources restrict the application of traditional methods for design of experiments. The problem is surmounted by hurdles such as numerical errors and stochastic approximations errors, when the quantity of interest (QoI) in a problem depends on an expensive black-box function. Bayesian optimal design of experiments has been reasonably successful in guiding the designer towards the QoI for problems of the above kind. This is usually achieved by sequentially querying the function at designs selected by an infill-sampling criterion compatible with utility theory. However, most current methods are semantically designed to work only on optimizing or inferring the black-box function itself. We aim to construct a heuristic which can unequivocally deal with the above problems irrespective of the QoI. This paper applies the above mentioned heuristic to infer a specific QoI, namely the expectation (expected value) of the function. The Kullback Leibler (KL) divergence is fairly conspicuous among techniques that used to quantify information gain. In this paper, we derive an expression for the expected KL divergence to sequentially infer our QoI. The analytical tractability provided by the Karhunene Loeve expansion around the Gaussian process (GP) representation of the black-box function allows the circumvention around numerical issues associated with sample averaging. The proposed methodology can be extended to any QoI, with reasonable assumptions. The proposed method is verified and validated on two synthetic functions with varying levels of complexity. We demonstrate the methodology on a steel wire manufacturing problem.
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1 Introduction

Numerous engineering problems are represented by either computationally intensive computer codes [1] or expensive physical experiments [2]. With insufficient information about the functional dependence of the objective on the design parameters or experimental conditions, the designer/experimentalist would need hundreds of thousands of experimental data points to establish any sort of belief [3] about the objective. To tackle this problem, design of experiment (DOE) techniques [4–6] have been investigated and applied on engineering problems. The standard DOE techniques generate a design in a single batch [7], which can be a shortcoming in the case of functions with discontinuities and non-linearity [8]. Also, more useful information gained [9] after a finite number of future experiments can be critical contributors to the end-goal of acquiring maximal information about the function. Techniques for sequential design of experiments have been studied [10, 11] and applied on different applications in experiments [2] and computer simulations [12] for decades. The sequential design of experiments is also known as Bayesian...
optimal design of experiments (BODE). BODE models the expensive objective function using a cheap surrogate model and selects the design/experiment (from a set of designs) that contains maximal expected value of information. This newly acquired information is included in the surrogate model to update the belief [3] about the objective most commonly using Bayes rule [13]. BODE is usually carried out based on what the designer wants to achieve from the finite number of future experiments/simulations. For example, one could be interested in optimizing the black-box function [14–26], acquiring information about the objective function [27–31] or, more recently, acquiring information about the parameters of the black-box function [32, 33]. BODE’s advantages come with it being statistically robust [34] and consistent with information theory [35].

In this paper, we focus on extending and generalizing a BODE heuristic that guides experiments for any quantity of interest (QoI) dependent on the underlying black-box function. For example, a designer might want to gain knowledge about the objective on a specific set of input parameters etc. Much like the majority of the work in BODE, we use Gaussian process (GP) [36] surrogates to emulate [37] the expensive black-box function.

A heuristic which is general enough and fairly well established in BODE is the Kullback-Leibler divergence (KLD) [38, 39] (also known as relative entropy). The KLD has been used to quantify information gain [40] about the objective function from a hypothetical experiment (an untried design), in consistency with the earlier work of Lindley [41]. The efficacy of the KLD as a heuristic in information acquisition has been extended and demonstrated on the notorious sensor placement problem under different settings of the parameters [23, 42].

Our primary focus here is to organically extend the use of KLD as an information acquisition function (IAF) for inferring a generic QoI. We make use of the truncated Karhunen-Loeve expansion of a stochastic process [43], around the posterior mean of the surrogate GPs (similar to the approach taken in [44]), to represent the black-box function as a function of the input parameters. We derive the analytical expressions for the expected KLD (EKLD) for a particular QoI, the expectation of the black-box function, and demonstrate how the resulting IAF explores the design space sequentially. Apart from being able to converge after starting from a low-sample regime, the methodology displays an exploration and exploitation characteristic, a ubiquitous characteristic of IAFs. An ingredient that makes visualization and analysis of convergence smooth is the derivation of expressions for the expected value of our QoI. This quantification of uncertainty, similar to [45], is an addendum of our work in this paper.

The rest of the paper is organized as follows: Sec. 2 describes in detail the methodology used, including GP regression Sec. 2.1 and the EKLD Sec. 2.2. The results obtained for two synthetic test problems have been presented in Sec. 3. The steel wire manufacturing problem is briefly explained and treated with the proposed methodology in Sec. 3.4. We summarize the nuances of the methodology including its weaknesses and pitfalls and also comment on future research directions based on our work in Sec. 4.

2 Methodology

Throughout the paper we represent the various elements of our state of knowledge and objective as follows:

1. \( \mathbf{X}_n \) are the \( n \) designs at which the simulation/experiment has been conducted i.e. \( \mathbf{X}_n = \{x_1, \ldots, x_n\} \)
2. \( \mathbf{Y}_n \) are the values of the model output at the corresponding \( n \) designs i.e. \( \mathbf{Y}_n = \{y_1, \ldots, y_n\} \)
3. The state of knowledge at any point in time maybe characterized by the \( n \) observed data points, \( \mathbf{D}_n \) where: \( \mathbf{D}_n = \{\mathbf{X}_n, \mathbf{Y}_n\} \)
4. A hypothetical untried design is denoted by \( \tilde{x} \).
5. A hypothetical observation at \( \tilde{x} \) is denoted by \( \tilde{y} \).

In consistency with the above notation we describe the QoI mathematically: Let \( x \) be a random variable with probability density \( p(x) \) supported on \( \mathcal{X} \). The black-box function in our problem is defined on the \( \mathcal{L}^2 \) space and can be expressed as follows:

\[
\mathcal{L}^2(x) = \{f : \mathcal{X} \to \mathbb{R} | \int f^2(x)p(x)dx < \infty\}
\]  

(1)

Mathematically, we define a QoI for our purposes as:

\[
\mathcal{Q} : \mathcal{L}^2 \to \mathbb{R}
\]

(2)

for example,

\[
\mathcal{Q}[f] = \int f(x)p(x)dx
\]

(3)

which happens to be a bounded linear functional, where \( \mathcal{Q}[\cdot] \) is any operator on our function \( f(\cdot) \). We define the restricted input space as, \( \mathcal{X} = \times_{k=1}^d [x_{L,k}, x_{U,k}] \). Without loss of generality, the same becomes \( \mathcal{X} = \times_{k=1}^d [0, 1] \) in this paper. We wish to update our beliefs about \( \mathcal{Q} \) at each stage while quantifying the epistemic uncertainty at the same time. We select an experiment based on the plausible gain in information contained in it.

2.1 Surrogate modeling

Gaussian process regression is a non-parametric Bayesian regression technique, which has found immense application in
surrogate modeling. It not only allows the designer to express prior beliefs about the function but also quantifies epistemic uncertainty about the objective conditioned on the knowledge at a given state. We briefly explain the GP regression technique here. More details can be found in [36].

2.1.1 Prior Gaussian process We model our prior beliefs about the black-box function by using a zero mean prior GP. The covariance kernel is defined by a radial basis function (RBF), also known as squared exponential. More specifically the prior representation of the function is:

\[ f \sim \text{GP}(0,k) \] (4)

where,

\[ k(x,x') = k(x,x'; \psi) = s^2 \exp \left\{ -\frac{1}{2} \sum_{j=1}^{d} \frac{(x_j - x'_j)^2}{\ell^2_j} \right\}, \] (5)

The kernel defined in Eq. (5) allows the designer to incorporate knowledge such as smoothness and magnitude of the objective in the prior belief. The symbol \( \ell_j \) in Eq. (5) is known as the lengthscale of the RBF kernel for the \( j \)th dimension of the design space. This is a crucial parameter which quantifies the correlation between the function values at two different designs based on the Euclidean distances in the input space. The \( s^2 \) in Eq. (5) is known as the signal strength of the GP and is responsible for incorporating the scale of the black-box function. These parameters are known as hyper-parameters of the kernel and we will denote them by \( \psi \), i.e. \( \psi = \{ s^2, \ell_1, \ldots, \ell_d \} \). A user-defined mean function can always be included without any major modifications in the above definition.

2.1.2 Modeling the likelihood The likelihood is defined as a multivariate Gaussian of the observed values, \( Y_n \), at the observed designs \( X_n \). The mean vector of this Gaussian distribution is the vector of function values \( f_n \) at observed designs. The covariance matrix can be computed using the structure defined in Eq. (5). These observations are considered to be contaminated with noise which is assumed to be Gaussian with variance \( \sigma^2 \). This noise variance is assumed to be very low in our case of computer simulation design. We augment the vector of hyper-parameters to include this additional parameter to get \( \theta = \{ \psi, \sigma^2 \} \). The joint distribution of the function values at the observed designs is given as follows:

\[ p(Y_n|X_n, \theta) \sim \mathcal{N}(Y_n|f_n, K_n(\psi) + \sigma^2 I_n) \] (6)

where, \( K_n \) is a \( n \times n \) matrix defined according to Eq. (5). It is worth mentioning a crucial step in the machinery at this point. The hyper-parameter values are commonly optimized to fit the observed data by maximizing the likelihood probability defined in Eq. (6). Though the ideal way to proceed would be to infer these parameters using a fully Bayesian treatment [46], we aim to deal with it in the future.

2.1.3 Posterior distribution The posterior predictive distribution at a set of untried designs is a GP also, known as the posterior GP. The posterior predictive mean and variance at an untried design can be written in analytical form.

\[ p(f(\cdot)|Y_n, X_n, \theta) = \text{GP}(f(\cdot)|m_n(x; \theta), k_n(x, x' ; \theta)) \] (7)

where,

\[ m_n(x; \theta) = (k_n(x; \psi))' (K_n(\psi) + \sigma^2 I_n)^{-1} Y_n, \] (8)

\[ \alpha = (K_n(\psi) + \sigma^2 I_n)^{-1} Y_n, \] (9)

and

\[ k_n(x, x'; \theta) = k(x, x'; \psi) - (k_n(x; \psi))^' (K_n(\psi) + \sigma^2 I_n)^{-1} k_n(x'; \psi) \] (10)

where \( k_n(x; \psi) = (k(x, x_1; \psi), \ldots, k(x, x_n; \psi))^' \). Specifically for an untried design point \( x \), we can derive from Eq. (7) the posterior predictive probability density for the function conditioned on the hyperparameters \( \theta \):

\[ p(f(x)|X_n, Y_n, \theta) \sim \mathcal{N}(f(x)|m_n(x; \theta), \sigma_n^2(x; \theta)) \], (11)

where \( \sigma_n^2(x; \theta) = k_n(x, x; \theta) \). For concisenote, we choose to write \( m_n(x; \theta) \) as \( m_n(x) \) and the variance at a point \( \sigma_n^2(x; \theta) \) as \( \sigma_n^2(x) \). This aptly characterizes the state of knowledge about the function after a particular set of observations have been made. In sequential design, this process of updating the GP model and its hyper-parameters takes place each time new data is added. Thus the state of knowledge is augmented with each additional data point.
2.1.4 Karhunen Loeve expansion of a GP

A very important ingredient in our proposed methodology is the ability to express the function in a manner that allows us to take samples of the function. Eventually each of these samples of the function would contribute to the $Q[f(\cdot)]$ we seek to infer.

The Karhunen Loeve expansion (KLE) [47] of the standard Gaussian Process (GP) can be written as follows:

$$f(x; \xi) = m_n(x) + \sum_{i=1}^{\infty} \xi_i \sqrt{\lambda_{n,i}} \phi_{n,i}(x)$$  \hspace{1cm} (12)

In Eq. (12) the term $m_n(x)$ stands for the posterior predictive mean of the function at a design point $x$ as derived in Eq. (11). The stochastic variables $\xi$ are independent standard normal variables Eq. (14). We resort to making use of a truncated expansion of the Eq. (12), which can be written as:

$$f(x; \xi) \approx m_n(x) + \sum_{i=1}^{W} \xi_i \sqrt{\lambda_{n,i}} \phi_{n,i}(x)$$  \hspace{1cm} (13)

where,

$$p(\xi) = \mathcal{N}(0, I_W)$$  \hspace{1cm} (14)

The eigenvalues $\lambda_{n,i}$s and corresponding eigenfunctions $\phi_{n,i}(x)$s are obtained via the Nyström approximation. A rigorous tutorial about the step-wise implementation of the same can be found in [44]. The same implementation has been followed in our work. The number of $\lambda_{n,i}$s, $W$, is determined by the designer by specifying the percentage $\beta$ of the total mass of the eigenvalues to be retained Eq. (15).

$$\sum_{i=1}^{W} \lambda_{n,i} = \beta \sum_{i=1}^{\infty} \lambda_{n,i}$$  \hspace{1cm} (15)

Consider a possible untried design $\tilde{x}$ and its corresponding observation $\tilde{y}$. The point distribution of $\tilde{y}$ conditioned on $\xi$ is a Gaussian distribution with a variance $\sigma^2$.

$$p(\tilde{y}|\tilde{x}, \xi, D_n) = \mathcal{N}(m_n(\tilde{x}), \sum_{i=1}^{W} \xi_i \sqrt{\lambda_{n,i}} \phi_{n,i}(\tilde{x}), \sigma^2)$$  \hspace{1cm} (16)

Deriving the posterior of $\xi$, or the distribution of $\xi$ conditional on the $D_n$, $\tilde{x}$ and $\tilde{y}$, by completing the squares results in the following:

$$p(\xi|\tilde{x}, \tilde{y}, D_n) \propto p(\tilde{y}|\tilde{x}, \xi, D_n)p(\xi)$$

$$\Rightarrow p(\xi|\tilde{x}, \tilde{y}, D_n) = \mathcal{N}(\bar{\mu}_p, \bar{\Sigma}_p)$$  \hspace{1cm} (17)

where,

$$\bar{\mu}_p = \Sigma_p a^T \left( \frac{\tilde{y} - m_n(\tilde{x})}{\sigma^2} \right)$$  \hspace{1cm} (18)

$$\bar{\Sigma}_p = (I_W + a^T a \frac{1}{\sigma^2})^{-1}$$  \hspace{1cm} (19)

where,

$$a = \left[ \sqrt{\lambda_{n,1}} \phi_{n,1}(x), \ldots, \sqrt{\lambda_{n,W}} \phi_{n,W}(x) \right]$$  \hspace{1cm} (20)

$$\bar{\Sigma}_{p,ij} = \delta_{ij} - \frac{\sqrt{\lambda_{n,i}} \sqrt{\lambda_{n,j}} \phi_{n,i}(x) \phi_{n,j}(x)}{\sigma^2 + \sum_{i=1}^{W} (\sqrt{\lambda_{n,i}} \phi_{n,i}(x))^2}$$  \hspace{1cm} (22)

where $\delta_{ij}$ is the Kronecker delta. For ease of notation and preferential use of certain expressions in the forthcoming sections we also define the following:

$$\bar{\mu}_p = \mu_{cp} \left( \frac{\tilde{y} - m_n(\tilde{x})}{\sigma^2} \right)$$  \hspace{1cm} (23)

where,

$$\mu_{cp} = \Sigma_p a^T$$  \hspace{1cm} (24)

2.2 Deriving information acquisition function using KL divergence

We aim to demonstrate the functionality of the KL divergence as a metric of information gain towards the QoI from a hypothetical experiment. The KL divergence is a measure that contains the information about how differently the two distributions represent the random variable. In our case, we can interpret the KL divergence between the distribution in Eq. (28) and the one in Eq. (32) as the information gained about the QoI by running the experiment at a particular untried design. Thus, the
greater the KL divergence, the greater is the merit in conducting the experiment at the design. This argument constructs the foundation for what we seek to do in later parts of the paper while selecting the design point for the next experiment.

\[
\text{KLD}(q_{\text{post}}(\mathcal{Q})|q_{\text{prior}}(\mathcal{Q})) = \int_{-\infty}^{\infty} q_{\text{post}}(\mathcal{Q}) \log \frac{q_{\text{post}}(\mathcal{Q})}{q_{\text{prior}}(\mathcal{Q})} d\mathcal{Q}
\]

(25)

For a generic QoI, \( \mathcal{Q} \), we aim have the ability to obtain samples from \( q_{\text{prior}}(\mathcal{Q}) \) using sample paths of \( p(f(\cdot)|\mathbf{D}_n) \) from Eq. (13) and Eq. (14). Similarly, samples from \( q_{\text{post}}(\mathcal{Q}) \) can be obtained by using sample paths of \( p(f(\cdot)|\hat{\mathbf{x}},\hat{y},\mathbf{D}_n) \) from Eq. (13) and Eq. (17). The hypothetical observation is a probabilistic quantity with the distribution defined in Eq. (7). The average value of the KLD over all possible values of the hypothetical observation is a probabilistic quantity that probabilistically characterize our QoI, expectation of a function, can be analytically derived. This proof has been made in Eq. (9) and \( \mathbf{x}_{n,k} \) and \( \mathbf{x}_{i,k} \) represent the maximum and minimum of the k-th dimension of the input space \( \mathcal{X} \) respectively. Let us now look at \( q_{\mathcal{Q} D_n, \mathbf{x}, \hat{y}} \) which is the distribution of the expectation of the black-box function if a hypothetical observation is made.

\[
p(\mathcal{Q}|\mathbf{D}_n, \mathbf{x}, \hat{y}) \sim \mathcal{N}(\mu_2, \sigma^2_2)
\]

(32)

Applying the formula for sum of correlated random variables from Eq. (17) in Eq. (27) we get the expressions for \( \mu_2 \) and \( \sigma^2_2 \).

\[
\mu_2 = \int_{\mathbb{R}^d} m_n(x)p(x)dx + \sum_{i=1}^{W} \sqrt{\lambda_{n,i}} \psi_{n,i}
\]

(33)

and

\[
\sigma^2_2 = \sum_{i,j} \xi_{i,j} \psi_{n,i} \psi_{n,j}
\]

(34)

using the posterior mean Eq. (18) and posterior covariance Eq. (19) of \( \xi \). The KL divergence formula for two Gaussian dis-
tributions is analytically tractable [49] and shows up in Eq. (35).

\[
\text{KLD}(p(\mathbf{Q}|D_n, \tilde{x}, \tilde{y})||p(\mathbf{Q}|D_n)) = \log \left( \frac{\sigma_1}{\sigma_2} \right) + \frac{\sigma_2^2}{2\sigma_1^2} + \frac{(\mu_2 - \mu_1)^2}{2\sigma_1^2} - \frac{1}{2}
\]

(35)

Since \(\mu_2\) in Eq. (35) is a function of \(\tilde{y}\), the part of the expression of KL divergence Eq. (35) it needs to be averaged over the values of this hypothetical observation.

\[
p(\tilde{y}|D_n, \tilde{x}) = \mathcal{N}(m_n(\tilde{x}), \sigma_n^2(\tilde{x}))
\]

(36)

We simply make use of the analytical tractability of the predictive distribution around \(\tilde{y}\) and attempt to intergate it out from Eq. (35). The above precisely means the following:

\[
\mathbb{E}[\text{KLD}(p(\mathbf{Q}|D_n, \tilde{x}, \tilde{y})||p(\mathbf{Q}|D_n))] = \int_{-\infty}^{\infty} \left( \log \left( \frac{\sigma_1}{\sigma_2} \right) + \frac{\sigma_2^2}{2\sigma_1^2} + \frac{(\mu_2 - \mu_1)^2}{2\sigma_1^2} - \frac{1}{2} \right) \frac{1}{\sqrt{2\pi\sigma_n(\tilde{x})}} \exp \left( -\frac{(y - m_n(\tilde{x}))^2}{2\sigma_n^2(\tilde{x})} \right) d\tilde{y}
\]

(37)

Close observation of the integrand in Eq. (37), shows that only the third term which contains \(\mu_1\) and \(\mu_2\) depends on the hypothetical simulation. Observing equation Eq. (35) carefully, one can make use of the difference between the means of the distributions in Eq. (28) and Eq. (33) to obtain:

\[
\mu_1 - \mu_2 = \sum_{i=1}^{W} \sqrt{\lambda_{n,i}} \Psi_{n,i} \tilde{\mu}_{p,i}
\]

(38)

which can be simplified to

\[
\mu_1 - \mu_2 = \left( \frac{y - m_n(\tilde{x})}{\sigma^2} \right) \sum_{i=1}^{W} \sqrt{\lambda_{n,i}} \Psi_{n,i} \tilde{\mu}_{cp,i}
\]

(39)

Now we integrate the third term of the integral in Eq. (37) using the expression obtained in Eq. (39). The integration involves a simple change of integration variable in one step and the rest of the derivation involves matrix multiplication.

The final result shows the following:

\[
\int_{-\infty}^{\infty} (\mu_1 - \mu_2)^2 p(\tilde{y}) d\tilde{y} = \frac{\sigma_n^2(\tilde{x})}{\sigma^4} \sum_{i,j} M_{ij}
\]

(40)

where,

\[
M_{ij} = \tilde{\mu}_{cp,i} \tilde{\mu}_{cp,j} \Psi_{n,i} \Psi_{n,j} \sqrt{\lambda_{n,i}} \sqrt{\lambda_{n,j}}
\]

(41)

The final expression for the expected KL divergence (EKLD) for the expectation of a function can be written as follows:

\[
\text{EKLD}(\tilde{x}) = \mathbb{E}_{\tilde{y}|x_n} \left[ \text{KLD}(p(\mathbf{Q}|D_n, \tilde{x}, \tilde{y})||p(\mathbf{Q}|D_n)) \right] = \log \left( \frac{\sigma_1}{\sigma_2} \right) + \frac{1}{2} \frac{\sigma_2^2}{\sigma_1^2} - \frac{1}{2} + \frac{1}{2} \frac{\sigma_2^2}{\sigma_1^2} \sum_{i,j} M_{ij}
\]

(42)

Expanding each term on the right hand side in Eq. (42) and writing the expected KL divergence as a function of the hypothetical
design \( \bar{x} \), we get:

\[
\text{EKLD}(\bar{x}) = \frac{1}{2} \log \left( \frac{\sum_{i=1}^{W} \lambda_{n,i} \Psi_{n,i}^{2}}{\sum_{i=1}^{W} \sqrt{\lambda_{n,i}} \sqrt{\lambda_{n,j}} \Sigma_{p,i,j} \Psi_{n,i} \Psi_{n,j}} \right)
\]

\[
+ \frac{1}{2} \sum_{i=1}^{W} \lambda_{n,i} \Psi_{n,i}^{2}
\]

\[
+ \frac{\sigma_{\Psi}^{2}(\bar{x}) - \sigma_{\Psi}^{2}(\bar{x})}{\Sigma_{n=1}^{W} \lambda_{n,i} \Psi_{n,i}^{2}} W \sum_{i=1}^{W} \sum_{j=1}^{W} M_{ij}
\]

\[
- \frac{1}{2}
\]

(43)

Now, we collect the expansions of the various terms of the matrices being multiplied in Eq. (43) from Eq. (41) and Eq. (45).

\[
\text{EKLD}(\bar{x}) = \frac{1}{2} \log \left( \frac{\sum_{i=1}^{W} \lambda_{n,i} \Psi_{n,i}^{2}}{\sum_{i=1}^{W} \sqrt{\lambda_{n,i}} \sqrt{\lambda_{n,j}} \Sigma_{p,i,j} \Psi_{n,i} \Psi_{n,j}} \right)
\]

\[
+ \frac{1}{2} \sum_{i=1}^{W} \lambda_{n,i} \Psi_{n,i}^{2}
\]

\[
+ \frac{\sigma_{\Psi}^{2}(\bar{x}) - \sigma_{\Psi}^{2}(\bar{x})}{\Sigma_{n=1}^{W} \lambda_{n,i} \Psi_{n,i}^{2}} W \sum_{i=1}^{W} \sum_{j=1}^{W} M_{ij}
\]

\[
- \frac{1}{2}
\]

(44)

where,

\[
\hat{\mu}_{cp,j} = \sum_{j} \left( \frac{\delta_{ij} - \sqrt{\lambda_{n,i}} \sqrt{\lambda_{n,j}} \phi_{n,i}(\bar{x}) \phi_{n,j}(\bar{x})}{\sigma^{2} + \sum_{i=1}^{W} (\sqrt{\lambda_{n,i}} \phi_{n,i}(\bar{x}))^{2}} \right)
\]

\[
\sqrt{\lambda_{n,j}} \phi_{n,j}(\bar{x})
\]

(45)

In this paper, the QoI is the expectation of a function with respect to the uncertainty in the input. We assume that the function is continuous throughout the input domain. The step by step execution of the above described machinery is summarized in algorithm 1. As a stopping rule, the sampling would stop if the ratio of the maximum EKLD obtained in successive iterations falls below a given tolerance value. We take the stopping tolerance value equal to \( 10^{-3} \) for our problems.

**Algorithm 1** Bayesian optimal design of experiment with EKLD as the IAF.

**Require:** Observed inputs \( X_n \), observed outputs \( Y_n \), number of candidate points tested for maximum EKLD at each iteration \( n_t \), maximum number of allowed iterations \( T \), stopping tolerance \( \gamma \).

1: \( t \leftarrow 0 \).
2: \textbf{while} \( t < T \) \textbf{do}
3: \hspace*{1em} Construct the truncated Karhunen Loeve expansion to the posterior of the GP, Eq. (13).
4: \hspace*{1em} Generate a set of candidate test points \( X_{n_t} \), e.g., via a latin hypercube design [39].
5: \hspace*{1em} Compute EKLD on all of the candidate points \( X_{n_t} \) using Eq. (44).
6: \hspace*{1em} Find the candidate point \( \bar{x}_j \) that exhibits the maximum EKLD.
7: \hspace*{1em} \textbf{if} \( \text{EKLD}_{n+1}(\bar{x}_j) > \gamma \) \textbf{then}
8: \hspace*{1em} \textbf{break}.
9: \hspace*{1em} \textbf{end if}
10: \hspace*{1em} \textbf{end if}
11: \hspace*{1em} Evaluate the objective at \( \bar{x}_j \) measuring \( \bar{y} \).
12: \hspace*{1em} \( X_{n+t+1} \leftarrow X_{n+t} \cup \{ \bar{x}_j \} \).
13: \hspace*{1em} \( Y_{n+t+1} \leftarrow Y_{n+t} \cup \{ \bar{y} \} \).
14: \hspace*{1em} \( \text{EKLD}_{n+1} \leftarrow \text{EKLD}_{n+t}(\bar{x}_j) \).
15: \hspace*{1em} \( t \leftarrow t + 1 \).
16: \textbf{end while}

**3 Results**

We apply the methodology on two one dimensional (1d) mathematical functions (synthetic problems). In all the problems, the domain of the input is the d dimensional hyper-cube i.e. \([0,1]^d\). For the synthetic problems the input domain simply becomes \([0,1]\). We optimize the IAF over a set of 500 designs by discretizing the input domain for each of the synthetic problems and the wire problem. The number of initial data points is denoted by \( n_t \). True values of the QoI for each of the synthetic functions are easily available for comparison. For the wire drawing problem, we use an approximation to the QoI by averaging the outputs obtained by running the expensive black-box code at 1000 different designs.
3.1 Hyper-parameter calibration

We avoid the calibration of the GP model parameters (using MLE) at the beginning of the algorithm in the case of limited initial data points. Instead with a general understanding about the nature of the response surface of a physical process over the unit cube domain, we fix the values of the hyper-parameters. For the GP model kernel (squared exponential) the lengthscale is fixed to 0.3, signal strength to 1.0, and the noise variance to 1e-6 (low measurement noise in a computer model). The hyper-parameters remain fixed until enough data has been acquired. This so-called enough data criterion is set equal to $10 \times d$ for all the synthetic problems and $5 \times d$ for the wire problem. The maximization of the likelihood to estimate the hyper-parameters is done only after the enough data criterion is met. The effect of this delayed tuning is visible and has been explained in the results.

3.2 Synthetic problem no. 1

The following 1d function is considered as a test case:

$$f(x) = 4 \left( 1 - \sin \left( 6x + 8e^{6x-7} \right) \right) \quad (46)$$

This function is fairly smooth throughout its domain but contains two local minima. The challenge for the methodology in this case lies in being able to explore the function sufficiently and prevent itself from getting trapped inside one of the two bowl shaped regions.

Results for the problem in Eq. (46) show that at the end of the final computation, the queries by the IAF have been made at equally spaced designs across the domain. However, the part of exploring the response surface and then exploiting certain sections of the domain takes place interchangeably throughout the whole run of the algorithm. The semantics of the methodology are driven by sampling areas of high probability on the input space and areas of high predictive variance.

In Fig. 1 (a) and (b), the dotted red line represents the true function Eq. (46). The EKLD is shown by the light blue line. The light golden dots are the observed data at any stage and the green diamond is the design with the maximum EKLD selected by the methodology. The posterior mean of the GP of the black-box function is shown using a thick dark blue line. The orange areas around the posterior mean represent the uncertainty (2.5 percentile and 97.5 percentile) around it.

The reduction in variance around the mean after the end of the final iteration of the algorithm is shown by Fig. 1 (c). The Fig. 1 (d) shows the estimated mean of $p(Q|D_n)$ and central-limit theorem intervals (2.5 percentile and 97.5 percentile) plotted against the number of data samples. The step-wise reduction in variance in Fig. 1 (d) displays the effect of the delayed tuning mentioned in Sec. 3.1. The methodology reduces the variance even after starting from a low-sample regime until the enough data criterion is met (10 for this case). A sudden jump in variance can

![FIGURE 1](image-url): One-dimensional synthetic example ($n_i = 5$). Subfigures (a) and (b) show the state of the function (1st iteration) at the start and the end (40th iteration) of the algorithm. Subfigures (c) and (d) represent the convergence to the mean and the reduction in uncertainty about the QoI after the end of the algorithm.
be observed when the number of total samples reaches 10. This is because of the recalibration of the model kernel parameters at this point. This recalibration gradually takes the mean closer to the true mean in the subsequent iterations. The convergence towards the true mean is shown in Fig. 1 (d).

3.3 Synthetic problem no. 2

We consider the following gaussian mixture function to test and validate our methodology further.

\[
f(x) = \frac{1}{\sqrt{2\pi s_1}} \exp\left(-\frac{(x-m_1)^2}{2s_1^2}\right) + \frac{1}{\sqrt{2\pi s_2}} \exp\left(-\frac{(x-m_2)^2}{2s_2^2}\right)
\]

(47)

where, \(m_1 = 0.2\) and \(s_1 = 0.05\), \(m_2 = 0.8\) and \(s_2 = 0.05\). As can be seen from Eq. (47), the function is a sum of probability densities of two gaussian distributions. The notoriety of the function lies in two relatively sharp but smaller areas of high magnitude of the function. This could be a challenge especially when the QoI is the expected value of the function. The final state of sampling can be seen in Fig. 2 (b), which shows a fairly equally spaced spread of designs. Intuitively, this is how the methodology is expected to behave when the QoI is the expectation of a function. It is important to note that Fig. 2 (b) can mislead the reader into perceiving the sampling to be less dense in the areas where the function has its peaks. This is a mere illusion due to the starkly varying ordinates of the sampled points near the peaks of the function. The convergence of the estimated mean to the true mean can be seen in Fig. 2 (c) and (d).

We plot the relative maximum EKLD as a function of the number of samples in Fig. 3 for both the synthetic functions. This relative maximum EKLD is the ratio of the maximum EKLD for the current iteration and the overall maximum EKLD obtained over all the iterations. The plots in Fig. 3 show a characteristic typical of IAFs i.e. of increasing in magnitude for the first few iterations and then falling sharply. This value of the EKLD asymptotically goes to zero for both the synthetic functions here.

3.4 Steel wire drawing problem

The wire drawing process aims to achieve a required reduction in the cross section of the incoming wire, while aiming to monitor or optimize the mechanical properties of the outgoing wire. The authors refer the reader to Section 3.4 in [50] to gain further information about the modeling of the wire drawing process using finite element method. The wire drawing process here is represented by an expensive computer code of which only a finite number of evaluations are possible. The original problem has been modified to include 4 passes (passes 1 through 4 as in [50]). Each pass reduces the cross section of the incoming

FIGURE 2: One-dimensional synthetic example \((n_i = 5)\). Subfigures (a) and (b) show the state of the function at the start (1st iteration) and the end (50th iteration) of the algorithm. Subfigures (c) and (d) represent the convergence to the mean and the reduction in uncertainty about the QoI after the end of the algorithm.
wire. In our problem, we treat the outgoing wire diameter as a design variable for each pass. Thus, we deal with 4 design variables. The strain non-uniform factor (SNUF) is a mechanical property of the outgoing wire, which we would like to infer. We start the problem with 6 initial data points (generated by using a Latin hyper-cube design), and add another 50 samples sequentially according to the methodology. The results in Fig. 4 show the slow but gradual convergence of the QoI towards the approximated true value. Fig. 4 (a) presents the relative EKLD approaching zero when the sampling is terminated, which is an indication of the very little possible gain in information from further simulations. The reduction in variance around the QoI from the start of the sampling to the end can be seen in Fig. 4 (b). This is intuitive as the number of collected samples increases, the variance around the QoI decreases. The effect of delayed hyper-parameter tuning can be observed in Fig. 4 (c). The sudden reduction in variance takes place as soon as the number of samples reaches 20, which is the limit according to the enough data criterion.

**FIGURE 3:** One-dimensional synthetic examples. Subfigures (a) and (b) show the EKLD, for synthetic problem no. 1 \( (n_i = 5) \) and synthetic problem no. 2 \( (n_i = 5) \) respectively.

**FIGURE 4:** Wire drawing problem \( (n_i = 6) \) after 50 iterations.

### 4 Conclusions

We presented a methodology for designing experiments to acquire information. The technique relies on the well-established KL divergence to acquire information about the potential gain from a hypothetical design. In this work, the methodology has been used to sequentially conduct simulations to gain information about the expectation of a black-box function. The analytical tractibility of the final expressions derived for the expected KL divergence for the QoI investigated in this paper ensures ease and accuracy in computation. The aforementioned characteris-
tic of the methodology for this QoI makes it more robust compared with methods involving sample average approximation. The QoI to be inferred sits inside the mathematical machinery of the methodology and makes the method more flexible to be used across different QoIs. This is in stark contrast with sequential design methods like uncertainty sampling that target gaining more information about only the black-box function. One weakness in the methodology is the fixing of model parameters during the initial phases of sequential design. Unfortunately, the problem of implementing such a generic methodology is not trivial. The most relevant next step to tackle this issue could be to extend the methodology for robust design with non-stationary GPs. In similar vein, the methodology can be well extended to design experiments to infer statistics or quantities of interest which depend on a noisy black-box function. Our future work aims at applying the methodology on more challenging QoIs where analytical tractability is lost.
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