Denning Stimulated Raman Spectroscopic Images by Total Variation Minimization
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ABSTRACT: High-speed coherent Raman scattering imaging is opening a new avenue to unveil cellular machinery by visualizing the spatiotemporal dynamics of target molecules or intracellular organelles. By extracting signals from the laser at megahertz modulation frequency, current stimulated Raman scattering (SRS) microscopy has reached shot-noise-limited detection sensitivity. The laser-based local oscillator in SRS microscopy not only generates high levels of signal but also delivers a large shot noise that degrades image quality and spectral fidelity. Here, we demonstrate a denoising algorithm that removes the noise in both spatial and spectral domains by total variation minimization. The signal-to-noise ratio of SRS spectroscopic images was improved by up to 57 times for diluted dimethyl sulfoxide solutions and by 15 times for biological tissues. Weak Raman peaks of target molecules originally buried in the noise were unraveled. Coupling the denoising algorithm with multivariate curve resolution allowed discrimination of fat stores from protein-rich organelles in Caenorhabditis elegans. Together, our method significantly improved detection sensitivity without frame averaging, which can be useful for in vivo spectroscopic imaging.

1. INTRODUCTION

Coherent Raman scattering microscopy is an emerging platform for compositional and/or dynamic analysis of living cells or tissues. Single-color coherent Raman techniques, including coherent anti-Stokes Raman scattering (CARS) and stimulated Raman scattering (SRS), have reached video rate imaging speed12 and allowed mapping of known species.3-5 CARS and SRS spectroscopic imaging enabled by multiplex excitation/detection6-12 and Raman shift sweeping13-18 acquires a vibrational spectrum at each pixel within milliseconds or microseconds, thus allowing compositional analysis of a living system. While CARS microscopy requires further spectral retrieval process to extract the Raman signal from the nonresonant background, SRS microscopy generates vibrational spectra that reproduce spontaneous Raman spectral profiles. Current SRS detection schemes modulate one laser at megahertz frequency and demodulate the tiny intensity change in the other laser (defined as the local oscillator), usually on the order of 0.01% or smaller, by a lock-in amplifier19 or resonant circuit.20 The strong local oscillator, usually several milliwatts on a photodiode, not only boosts the signal level but also contributes a significant amount of shot noise that degrades the image quality and the spectral fidelity. Longer integration time per pixel or frame averaging could increase the signal-to-noise ratio (SNR) but at the price of sacrificing the imaging speed. In this work, we demonstrate a postprocessing algorithm that effectively reduces the noise in both spectral and spatial dimensions, while preserving the SRS signal.

Denoising is a well-studied subject in the image-processing literature. Over the past decades, numerous algorithms have been proposed, e.g., bilateral filter,21 nonlocal (NL) means,22 3D block matching (BM3D),23 and others.24,25 Most denoising algorithms were designed for 2D images. For higher dimensional data, e.g., videos, the consistency along the third dimension is a challenge. To resolve this issue, Chan et al. reported a space–time total variation method to ensure the temporal consistency of a video.26 By assuming a constant noise level across all frames, the algorithm used a global parameter to regulate the least-squares objective function and the total variation regularization.

In this study, we generalize the space–time total variation method by Chan et al. to a space–wavelength total variation method for denoising SRS spectroscopic images. The challenge is that for SRS spectroscopic images the constant noise assumption made in space–time total variation26 no longer holds, since the shot noise of each spectral channel is proportional to the square root of the laser power. We overcome the problem by developing a spectrally varying total-variation denoising algorithm. The new algorithm, called spectral total variation (STV), estimates the noise of each frame automatically and applies a novel regularization according to the noise levels. We show that STV is able to increase the SNR of an SRS image by up to 57 times and spectrally unravel...
the weak Raman peak from target molecules that are originally buried in the noise. Compared to other denoising methods, including the benchmark singular value decomposition (SVD),27,28 STV shows significantly better performance.

2. THEORY OF SPECTRAL TOTAL VARIATION

The concept of our STV algorithm is based on the spatial–spectral correlation of the signals and the statistical independence of the noise. The flowchart of the overall denoising algorithm is shown in Figure 1. Details of each building block are discussed as follows: section 2.1 reviews the principle of total variation denoising, section 2.2 presents our STV algorithm in detail, and section 2.3 illustrates the approach of the alternating direction method of multipliers.

2.1. Total Variation Denoising. First we introduce a brief review of the space–time total variation method reported by Chan et al. This method is a numerical optimization algorithm to solve the problem

\[
\min_{f} \mu \frac{1}{2} \| f - g \|^2 + \| f \|_{TV} 
\]  

(1)

Here \( g \) is a vector of the observed (noisy) image and \( f \) is a vector of the desired (clean) image. The goal of the optimization is to find a minimizer of the objective function in eq 1. The objective function consists of two terms: (i) a quadratic term for the residue between the observed image and the solution and (ii) a total variation term for the solution. The relative emphasis of each term is balanced by the parameter \( \mu \), which has been discussed in previous image-processing literature.29 Generally, for a large \( \mu \), the total variation term exhibits insignificant influence and then the solution is dominated by the quadratic term. The quadratic term is considered as the data fidelity because of the continuity and differentiability in calculus. The total variation term is regarded as the statistical prior distribution of the clean image. Here we adapt the three-dimensional anisotropic total variation defined as

\[
\| f \|_{TV} = \sum_{i} \left( \beta_i \| D_x f_i \| + \beta_j \| D_y f_i \| + \beta_j \| D_z f_i \| \right) 
\]  

(2)

where \( D_x, D_y, \) and \( D_z \) are matrices representing the first-order forward finite-difference operators along the horizontal, vertical, and wavelength directions, respectively. The results of multiplying the matrices \( D_x, D_y, \) and \( D_z \) to a vector \( f \) are

\[
D_x f = f_{x+1,y,i} - f_{x,y,i} 
\]  

(3a)

\[
D_y f = f_{x,y+1,i} - f_{x,y,i} 
\]  

(3b)

\[
D_z f = f_{x,y,i+1} - f_{x,y,i} 
\]  

(3c)

The total variation defined in eq 2 is the sum of the absolute gradients of the image. If a pixel consists of pure noise, the total variation of that pixel is dominated by the noise. However, if a pixel lies on an edge of an object, the total variation is dominated by the edge. Since signals from edges are typically stronger than noise in magnitude, by calculating the total variation, we can differentiate these two.

We further define the operator \( D \) in eq 2 as

\[
D = \begin{bmatrix} \beta_x D_x \\ \beta_y D_y \\ \beta_z D_z \end{bmatrix} 
\]  

(4)

where the relative emphasis of \( D_x, D_y, \) and \( D_z \) are determined by parameters \( \beta_x, \beta_y, \beta_z \), respectively. \( \| f \|_{TV} \) can be rewritten as \( \| Df \|_1 \), the vector 1-norm on the gradient \( Df \). Therefore, the total variation problem in eq 1 can be rewritten as

\[
\min_{f} \mu \frac{1}{2} \| f - g \|^2 + \| Df \|_1 
\]  

(5)

Equation 5 is the minimization problem reported by Chan et al.29 for video denoising.

2.2. Spectral Total Variation. The original space–time total variation is limited to homogeneous noise over the entire time dimension. For SRS spectroscopic images, we introduce a vector \( w = (w_1, ..., w_n) \) to address individual noise levels along the spectral dimension. First we scale the objective function in eq 5 by a constant

\[
\min_{f} \frac{\mu}{2} \| f - g \|^2 + \| Df \|_1 
\]  

(6a)

\[
= \min_{f} \frac{1}{\mu} \left\{ \frac{\mu}{2} \| f - g \|^2 + \| Df \|_1 \right\} 
\]  

(6b)

\[
= \min_{f} \frac{1}{\mu} \| f - g \|^2 + \frac{1}{\mu} \| Df \|_1 
\]  

(6c)

Then we relax the assumption that \( \mu \) is a fixed constant for all spectral frames and replace \( 1/\mu \| Df \|_1 \) with \( \sum_{i=1}^{n} 1/\mu_i \| Df_i \| \), by a sum of individual terms, \( \sum_{i=1}^{n} 1/\mu_i \| Df_i \| \). Consequently, by replacing \( 1/\mu_i \) with \( w_i \), eq 6 can be written as

\[
\min_{f} \frac{1}{2} \| f - g \|^2 + \sum_{i=1}^{n} \frac{1}{\mu_i} \| Df_i \|_1 
\]  

(7a)

\[
= \min_{f} \frac{1}{2} \| f - g \|^2 + \sum_{i=1}^{n} \frac{1}{\mu_i} \| Df_i \|_1 
\]  

(7b)
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\[ \frac{1}{2} \| f - g \|^2 + \sum_{i=1}^n |\omega_i(Df)_i| \]  
where the first equality holds, since \( \mu_i > 0 \). Because the elements of \( w \) are \( w_\mu, \ldots, w_n \), eq 7c can be represented as

\[ \frac{1}{2} \| f - g \|^2 + \| w \odot (Df) \|_1 \]  
where \( \odot \) denotes an element-wise multiplication. Equation 8 is a generalized term compared with eq 5, since it allows different parameters for individual frames. This is the key for our STV algorithm, which is capable of denoising spectrally varying noise in SRS spectroscopic images.

The determination of parameter \( w = (w_\mu, \ldots, w_n) \) is important to the performance of our denoising algorithm. We know that for single image denoising, the parameter \( w \) is a function depending on the noise level \( \sigma \). An image with a large noise level requires more smoothing, and therefore, \( \sigma \) should be small. The relationship between \( \mu \) and \( \sigma \) can be determined empirically, and we found a reciprocal relation

\[ \mu \approx \frac{1}{\sigma^2} \]  
with power constant \( 1 < \alpha < 2 \). As a result, the estimation of the noise level \( \sigma \) determines the optimization parameter \( \mu \) and thus \( w \). The noise level \( \sigma \) can be estimated by measuring the noise variance within a small neighborhood of a background region. A graphic–user interface was created to facilitate this process by allowing users to choose the neighborhood and estimate the noise level in MATLAB (The Mathworks, Inc., Natick, MA). Letting \( \Omega \) be the region selected by the user, we can compute the noise level as

\[ \sigma = \left( \frac{1}{|\Omega|} \sum_{i \in \Omega} (f_i - \bar{f})^2 \right)^{1/2} \]  
where \( \bar{f} \) is the mean of the pixels in \( \Omega \). The validation of our noise estimation is shown in Figure S1 (Supporting Information). On the basis of the estimated noise levels of all frames, \( \sigma_\mu, \ldots, \sigma_K \), we determine the corresponding parameters \( \mu_\mu, \ldots, \mu_K \) and define the matrix \( w \) as

\[
w = \begin{bmatrix}
\frac{1}{\mu_1} & \cdots & \frac{1}{\mu_1} \\
\frac{1}{\mu_2} & \cdots & \frac{1}{\mu_2} \\
& \ddots & \\
\frac{1}{\mu_K} & \cdots & \frac{1}{\mu_K}
\end{bmatrix}
\begin{bmatrix}
\frac{1}{\mu_1} & \cdots & \frac{1}{\mu_1} \\
\frac{1}{\mu_2} & \cdots & \frac{1}{\mu_2} \\
& \ddots & \\
\frac{1}{\mu_K} & \cdots & \frac{1}{\mu_K}
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_K
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_K
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix}
\]  
(11)

where each submatrix has the same dimension as each frame of the spectroscopic images.

Finally, the parameters of \( \beta_\alpha, \beta_\beta, \) and \( \beta_\gamma \) in operator \( D \) in eq 2 can be determined by the spatial and spectral dimensions of the input images. In our SRS spectroscopic images, the lateral spatial resolution of \( \sim 0.5 \mu m \) corresponded to 1.28 pixels in \( x \) and \( y \) directions. The spectral resolution of \( \sim 12 \) cm\(^{-1}\) corresponded to 3.3 frames. Therefore, \( (\beta_\alpha, \beta_\beta, \beta_\gamma) \) equals \( (1.28, 1.28, 3.3) \) in our case.

2.3. The Alternating Direction Method of Multipliers (ADMM). We solve eq 6 using the ADMM, which is also called the augmented Lagrangian method.30,31 The augmented Lagrangian method has been used to solve an equality-constrained optimization problem in convex analysis.32 To apply ADMM in our case, we first modify eq 6 using an intermediate variable \( u \) to generate an equality constrained problem

\[
\min \frac{1}{2} \| f - g \|^2 + \| w \odot u \|_1 
\]
subject to \( u = Df \)

Note that introducing the intermediate variable does not change the optimization solution because at optimum the constraint must be satisfied. Then the augmented Lagrangian method introduces an augmented Lagrangian function

\[
L(f, u, y) = \frac{1}{2} \| f - g \|^2 + \| w \odot u \|_1 - y^T(u - Df) + \frac{\rho}{2} \| u - Df \|^2
\]
where the vector \( y \) is the Lagrange multiplier associated with the constraint \( u = Df \) and \( \rho \) is a regularization parameter to control the rate of convergence.33 The ADMM algorithm approaches the solution of eq 13 by iteratively solving three subproblems of \( f, u, \) and \( y \), respectively. Each subproblem is an optimization problem with respect to one variable, and the algorithm proceeds as follows:

for \( k = 1, 2, \ldots \)

\[
f_{k+1} = \arg \min \frac{1}{2} \| f - g \|^2 - y_k^T(u_k - Df_{k+1}) + \frac{\rho}{2} \| u_k - Df_{k+1} \|^2
\]

\[
u_{k+1} = \arg \min \| w \odot u \|_1 - y_k^T(u_k - Df_{k+1}) + \frac{\rho}{2} \| u_k - Df_{k+1} \|^2
\]

\[
y_{k+1} = y_k - \rho(u_{k+1} - Df_{k+1})
\]

end for

Equations 14a–14c can be further rewritten as

\[
f_{k+1} = \arg \min \frac{1}{2} \| f - g \|^2 - y_k^T(u_k - Df_{k+1}) + \frac{\rho}{2} \| u_k - Df_{k+1} \|^2
\]

\[
u_{k+1} = \arg \min \| w \odot u \|_1 - y_k^T(u_k - Df_{k+1}) + \frac{\rho}{2} \| u_k - Df_{k+1} \|^2
\]

\[
y_{k+1} = y_k - \rho(u_{k+1} - Df_{k+1})
\]

Equation 15a is a quadratic minimization problem that can be solved by the following solution

\[
f_{k+1} = (I + \rho D^T D)^{-1}(g + \rho D^T u_k - D^T y_k)
\]
where \( I \) is an identity matrix. Equation 15b is a shrinkage minimization problem with a solution given by

\[
u_{k+1} = \max \left\{ \left| Df_{k+1} + \frac{y_k}{\rho} \right| - \rho, 0 \right\} \odot \sgn \left( Df_{k+1} + \frac{y_k}{\rho} \right)
\]

3. RESULT AND DISCUSSION

3.1. Denoising SRS Spectroscopic Images of Diluted Dimethyl Sulfoxide Solution. We first evaluated the performance of our algorithm by denoising spectroscopic SRS
images of a diluted dimethyl sulfoxide (DMSO) solution. The images were collected by our SRS spectroscopic microscope at close to shot-noise-limited detection sensitivity in the C−H stretching region (2800−3000 cm⁻¹).³⁴ The DMSO molecules show Raman peaks at 2912 and 2999 cm⁻¹, while water exhibits a tail at 3000 cm⁻¹ (Figure S2a, Supporting Information). The raw spectral images of 0.2% DMSO solution (Figure S3, Supporting Information) showed a SNR of ~2.3 at 2912 cm⁻¹ (Figure 2a,b). Via our denoising algorithm, we reduced the noise levels of all frames (Figure S4, Supporting Information) and improved the SNR by 57 times at 2912 cm⁻¹ (Figure 2c,d).

The noise in the spectral domain was also significantly suppressed. Figure 2e shows the raw SRS spectra of 0.2% and 0% DMSO solutions. (f) Denoised SRS spectra by STV. Scale bar: 10 μm.

3.2. Denoising SRS Spectroscopic Images of Caenorhabditis elegans. We further studied whether our denoising algorithm is applicable to real biological specimens. We performed spectroscopic imaging of living C. elegans in the C−H bending region using our multiplex SRS microscope that has reached close to shot-noise-limited detection sensitivity.¹² The raw images showed organelles inside C. elegans exhibiting a C−H bending Raman signal around 1445 cm⁻¹ with a SNR of ~200 and no reduction of spatial resolution (Figure 3c,d and Figure S6, Supporting Information). In the spectral domain, two selected compartments A and B containing nine pixels had indistinguishable spectral profiles with big standard deviations (Figure 3e). After denoising, these two spectral profiles can be distinguished (Figure 3f). The spectra from compartments A and B highly reproduced the spontaneous Raman spectra of triglyceride (rich in CH₂) and bovine serum albumin (rich in CH₃), respectively (Figure S2b, Supporting Information). Therefore, compartment A was assigned to the fat store, while compartment B was assigned to the protein-rich organelle. This result was consistent to our previous study in which frame averaging was necessary in order to improve the SNR and spectral fidelity.¹² Here, with the aid of STV denoising, we improved the SNR by 15 times, and therefore, these intracellular compartments can be distinguished without the need of averaging.

3.3. Comparison of STV with State of the Art Denoising Methods. 3.3.1. Comparison with Singular Value Decomposition. Singular value decomposition has been widely used for noise reduction in spectroscopic images.³⁵⁻³⁷ This method first factorizes the data matrix D into three matrix factors, D = USVᵀ, where the unitary matrix U corresponds to an array of spectral vectors, S is a diagonal matrix composed of singular values, and V corresponds to an array of spatial vectors. Then the number of significant singular
values in S is objectively determined, and the rest of the singular values are considered to be noise-dominated and set to zero to generate a new diagonal matrix $S'$. The noise-reduced data $D'$ can be reconstructed using $D' = US'V^T$. Several criteria have been reported to determine the number of significant singular values, including the decline in the slope of singular values, the first-order autocorrelation function of spectral and spatial matrices, and the randomness of residual plots for the difference between the original and reconstructed spectroscopic image data. $^{27,38}$ To compare the performance of STV to SVD, we first performed SVD on the SRS spectroscopic images of 0.2% and 0% DMSO solutions using MATLAB. The singular values are shown in Figure S7a,b (Supporting Information). In our case, the slope decline from the third to the fourth singular value was more than 80% (Figure S7c,d, Supporting Information). Therefore, we assumed that the singular values from the 4th to the 50th corresponded to noise and replaced these values with zeros. The reconstructed spectroscopic images showed 5 times SNR improvement compared with the raw images (Figure 4a–c and Figure S8, Supporting Information). In comparison, our STV algorithm improved the SNR by up to 57 times.

We further compared STV and SVD for samples with spatially varying spectral features, such as C. elegans. The singular values and the corresponding derivative of the SRS spectroscopic images of C. elegans are shown in Figure S7e,f (Supporting Information), in which four major singular values were distinguished from the total of 32 values. Therefore, we replaced the singular values from the 5th to the 32th with zeros and reconstructed the spectroscopic images. The image at 1445 cm$^{-1}$ showed a 1.4 times SNR improvement by SVD (Figure 4d,f and Figure S9, Supporting Information). In comparison, our STV improved the SNR by 15 times (Figure 3e). Collectively, these results suggested that our algorithm is able to denoise spectroscopic images and improve the SNR better than the SVD denoising approach by 1 order of magnitude.

3.3.2. Comparison with Other Denoising Methods Used for Single Images and Videos. To further compare our STV denoising algorithm with other existing methods, we denoised the hyperspectral SRS images of 100% DMSO solution, in which two different synthetic spectrally varying noise patterns (Figure S1a,b, Supporting Information) were added, by our STV algorithm and the following video and image denoising algorithms: (1) the original space–time total variation proposed by Chan et al.,$^{29}$ (2) the video version of 3D block matching,$^{39}$ (3) the original 3D block matching,$^{23}$ and (4) nonlocal means.$^{32}$ For each method, we compared the peak signal-to-noise ratio (PSNR) between the denoised image and the ground truth. PSNR, a common metric to compare image quality in image processing, is defined as the logarithm of the standard mean-squared error (MSE): $\text{PSNR} = 10 \log 10 \left( \frac{1}{\text{MSE}} \right)$. Typically, an image with a PSNR higher than 40 dB is quite close to the ground truth. Experiment 1 in Table 1 summarized the PSNR of the denoised SRS spectroscopic images in which the synthetic noise pattern shown in Figure S1a (Supporting Information) was added. The PSNR of the denoised result in experiment 2 of Table 1 corresponded to the synthetic noise pattern in Figure S1b (Supporting Information). Table 1 suggested that STV consistently provided higher PSNR than the other methods. Moreover, the performance was tremendously improved when the fluctuation of the noise level was significant, e.g., in experiment 2 where the noise level fluctuated up to 25% of the peak signal magnitude.

We also measured the run times by our STV and the above-mentioned methods in Table 2. While original TV and VB3MD are “video” methods that denoise the entire spectroscopic images simultaneously, BM3D and NL means are “image” methods that denoise each frame individually. Since the image methods calculated the run times for one frame, it is necessary to multiply the run times by the number of frames (in our case

![Figure 4. Denoising SRS spectroscopic images of 0.2% DMSO solution and C. elegans by SVD. (a) Denoised SRS spectroscopic image of 0.2% DMSO solution by SVD. (b) Intensity cross section indicated in part a. (c) Denoised SRS spectra by SVD. (d) Denoised SRS spectroscopic image of C. elegans at 1445 cm$^{-1}$ by SVD. (e) Intensity cross section indicated in part d. (f) Denoised SRS spectra by STV indicated in part d.](image-url)
the frame number was 50) for the “image” methods. As shown in Table 2, we found that the run time of our STV algorithm was on the same level as other denoising methods. We remark that our STV method supersedes the original TV and inherits the distributive properties. This property enables parallel implementation on graphics processing units (GPU). The GPU run time of the original TV has achieved 30 frames per second on a 320 × 240 video.26 Therefore, with sufficient implementations, we expect our STV algorithm can be sped up for real-time computation.

3.4. STV-Aided Multivariate Curve Resolution Analysis. SRS spectroscopic images can be decomposed into chemical maps of major components by methods including linear unmixing,5 multivariate curve resolution (MCR),15 independent component analysis,18 and spectral phasor analysis.40 For images suffering from low SNR, these methods might lead to false spectral results. To examine whether the employment of our denoising algorithm before the unmixing analysis could improve the spectral fidelity, we analyzed the raw and denoised images by MCR and compared the results. For the raw images, two initial spectra estimations of compartments A and B shown in Figure 3e were used. MCR analysis assigned every compartment to component 1, while component 2 was mainly contributed by the background noise (Figure 5a). The output spectrum of component 2 shown in Figure 5b provided no physical meaning. In comparison, by denoising the spectral images and then performing MCR analysis with two initial spectra estimations of compartments A and B (Figure 3d), we were able to distinguish fat stores from protein-rich organelles (Figure 5c) with their output spectra highly reproducing the spontaneous Raman spectra of CH2 and CH3 groups (Figure 5d). These results show that our algorithm is capable of improving the spectral fidelity of the unmixing analysis.

4. CONCLUSION

In summary, by STV minimization, our denoising algorithm suppressed the noise in both spatial and spectral domains, which improved the SNR of SRS spectroscopic images by up to 57 times and unraveled the weak Raman peaks of target molecules originally buried in the noise. These advantages allowed us to analyze in vivo spectroscopic imaging data and distinguish fat stores from protein-rich organelles in live C. elegans. Furthermore, our algorithm effectively improved the spectral fidelity of MCR analysis. Collectively, we have demonstrated a numerical method that denoises a spectroscopic image without sacrificing the imaging speed. We expect its wide use for spectroscopic analysis of living systems.
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The Supporting Information is available free of charge on the ACS Publications website at DOI: 10.1021/acs.jpcc.5b06980.
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