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ABSTRACT

Effective image prior is a key factor for successful image denoising. Existing learning-based priors require a large collection of images for training. Besides being computationally expensive, these training images do not necessarily correspond to the noisy image of interest. In this paper, we propose an adaptive learning procedure for learning image patch priors. The new algorithm, called the EM adaptation, maps a generic prior to a targeted image to create a specific prior. EM adaptation requires significantly less amount of training data compared to the standard EM, and can be applied to pre-filtered images in the absence of clean databases. Experimental results show that the adapted prior is consistently better than the originally un-adapted prior, and has superior performance than some state-of-the-art algorithms such as EPLL and BM3D.
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1. INTRODUCTION

1.1. Overview

We consider the classical image denoising problem of recovering an image from a noisy observation, where the noise is i.i.d. Gaussian. Mathematically, the problem is to solve an inverse problem by finding \( x \in \mathbb{R}^n \) from

\[
y = x + \varepsilon, \tag{1}
\]

where \( y \in \mathbb{R}^n \) is the observed image, and \( \varepsilon \sim N(0, \sigma^2 I) \) is a Gaussian noise vector of variance \( \sigma^2 \).

Despite the long history of the problem, image denoising remains an active research area in which new methods are rapidly developed. In this paper, we focus on a class of methods known as the patch-based image denoising algorithms [1–10]. The common principle behind these methods is to partition a noisy image into overlapping patches. Each patch is then denoised and combined to reconstruct the image.

Patch-based image denoising algorithms rely heavily on the prior models they use. These priors, in general, are learned from either the single image (a.k.a. internal statistics [11]) or a database of image patches (a.k.a. external statistics [12, 13]). For example, non-local means (NLM) [1] and BM3D [3] are internal methods as they group similar patches from the noisy image and compute the denoised results using linear (and nonlinear) operations of these patches; KSVD [14] is an external method as it trains an over-complete dictionary using patches from a database and denoises the image through sparse optimization; EPLL [15] is another external method as it learns a Gaussian mixture model from millions of patches and denoises the image through a maximum-a-posteriori optimization. To date, there is still no consensus about which of the internal or external methods is better. However, it is generally known that internal methods often fail for rare patches, whereas external methods are computationally expensive.

1.2. Related Works

In response to the limitations of internal and external methods, we propose to take an adaptive approach by adapting external priors to internal priors. Adaptive methods are known techniques in signal processing [16], but their usage in patch-based image denoising is relative new. In [17], Luo et al. explored adaptive methods to optimally design the search range of NLM for multiview image denoising. Later, the authors proposed a near-optimal external method by adapting the noisy image to a targeted database [18, 19]. They demonstrated superior image denoising results for a number of scenarios such as face and text images.

Besides adaptive methods, there are also fusion methods aiming to combine internal and external statistics. In [12], Mosseri et al. proposed a patch signal to noise ratio as a quantitative metric to decide whether a patch should be denoised internally or externally. A similar concept was proposed by Burger et al. [13], where they applied a neural network approach to learn optimal weights to combine internal and external denoising results. There are also methods trying to fuse the internal and external denoising results in the frequency domain [20]. A recent work by Sulam and Elad [21] attempted the same problem by combining EPLL with KSVD.

1.3. Contributions and Organization

The key contribution of this paper is an EM-adaptation algorithm. Different from fusion methods which only combine internal and external methods via a weighted average, we learn a single unified patch prior through an adaptive process which takes an external prior (called the generic prior) and maps it to a targeted noisy image to generate a specific prior.

The advantages of the proposed method are three-fold. First, by adapting the generic prior to the specific image, we avoid the ad-hoc procedure of finding the fusion weights. Second, our method can be applied even if there are very few training samples. This makes the algorithm more favorable than other learning methods such as EPLL [15] and PLE [22] which fail to learn from a single image. Third, the proposed method has a very low computational complexity. It is equivalent to one standard EM iteration only.

The rest of the paper is organized as follows. After introducing some mathematical preliminaries in Section 2, we present our proposed method in Section 3. Experimental results are shown in Section 4, and concluding remarks are given in Section 5.
2. MATHEMATICAL PRELIMINARIES

2.1. Patch Prior with Gaussian Mixtures

We formulate the denoising problem as a maximum-a-posteriori (MAP) estimation problem and aim to solve the optimization

$$\arg\max_{x} f(y|x)f(x) = \arg\min_{x} -\log f(y|x) - \log f(x)$$

$$= \arg\min_{x} \frac{1}{2} \|y - x\|^2 - \log f(x), \quad (2)$$

where the first term in (2) is due to the Gaussian distribution of $f(y|x)$, and $f(x)$ is the prior distribution of the latent clean image.

Finding the prior for the latent clean image is difficult because of its high dimensionality and computational intractability. Patch-based priors alleviate this problem by considering the distribution of the patches instead of the whole image. Letting $P_i \in \mathbb{R}^{d \times n}$ be a patch-extract operator which extracts the $i$th $d$-dimensional patch from the image $x$, one can express the negative log of the image prior as a sum of the log patch priors, leading to the expected patch log-likelihood (EPLL) framework [15]:

$$\arg\min_{x} \frac{1}{2} \|y - x\|^2 - \frac{1}{n} \sum_{i=1}^{n} \log f(P_i|x). \quad (3)$$

To define the distribution $f(P_i|x)$, in this paper we consider the Gaussian mixture model (GMM), although other mixtures of the exponential family are equally applicable. Denoting $p_i \equiv P_i|x$ as the $i$th patch, the distribution $f(p_i)$ is

$$f(p_i) = \sum_{k=1}^{K} \pi_k N(p_i | \mu_k, \Sigma_k), \quad (4)$$

where $\pi_k$, $\mu_k$ and $\Sigma_k$ are the weight, mean and covariance of the $k$th Gaussian component, respectively. For notational simplicity we collectively denote them as $\Theta \equiv \{(\pi_k, \mu_k, \Sigma_k)\}_{k=1}^{K}$. Learning the parameter $\Theta$ can be done using the Expectation-Maximization (EM) algorithm. We shall not repeat the EM algorithm here. Interested readers can refer to [23] for a comprehensive tutorial.

2.2. Denoising with Gaussian Mixtures

With the GMM defined in (4), one can solve the optimization in (3) by using the *half quadratic splitting* strategy [24, 25]. The idea is to consider an equivalent problem

$$\arg\min_{x, \{v_i\}} \frac{1}{2} \|y - x\|^2 + \sum_{i=1}^{n} \left( -\log f(v_i) + \frac{\beta}{2} \|P_i|x - v_i\|^2 \right), \quad (5)$$

and solve for $x$ and $\{v_i\}_{i=1}^{n}$ alternately. If we further assume that $f(v_i)$ is dominated by one of the components $k_i^*$ where

$$k_i^* \equiv \arg\max_{k} \pi_k N(v_i | \mu_k, \Sigma_k),$$

then the alternating minimization in (5) can be simplified as

$$x = \left( n \sigma^2 I + \beta \sum_{i=1}^{n} P_i^T P_i \right)^{-1} \left( n \sigma^2 y + \beta \sum_{i=1}^{n} P_i^T v_i \right),$$

$$v_i = (\beta \Sigma_{k_i^*} + I)^{-1} \left( \mu_{k_i^*} + \beta \Sigma_{k_i^*} P_i x \right). \quad (6)$$

3. EM ADAPTATION

3.1. Limitations of the EM Algorithm

While the above denoising framework produces reasonable results, learning the Gaussian mixture model has a number of issues.

1. **Adaptivity**: The GMM learned by the standard EM algorithm is a global structure of all the images in the database. The GMM is thus a generic prior as it is not specifically learned for a particular image. Previous works have shown that performance would improve if one uses a targeted database [18, 19]. However, how to adaptively learn a prior from an external database to a specific image remains unclear.

2. **Computational cost**: Learning a good GMM requires a large number of training samples. It is a computationally expensive task, requiring weeks of work on clusters [15].

3. **Finite samples**: When training samples are few, the learned GMM will be over-fitted, and some components will even become singular.

4. **Noise**: Most learning-based methods are designed to learn statistics from clean images. However, if we are only given a noisy image, it becomes unclear how one can learn the prior effectively.

3.2. The EM Adaptation Algorithm

Our proposed EM adaptation algorithm is a modification of the standard EM algorithm. Suppose that from an external database we have already learned a GMM with parameter $\hat{\Theta} \equiv \{(\tilde{\pi}_k, \tilde{\mu}_k, \tilde{\Sigma}_k)\}_{k=1}^{K}$. The goal now is to learn a specific GMM with parameters $\Theta \equiv \{(\pi_k, \mu_k, \Sigma_k)\}_{k=1}^{K}$ so that $\Theta$ is a good fit to the specific image as well as the external database.

To take a closer look at the EM adaptation algorithm, we denote $\{\tilde{p}_1, \ldots, \tilde{p}_n\}$ as the collection of patches taken from the specific image. The E-step and the M-step are modified as follows.

**E-Step**: In the E-step of the EM adaptation, we compute the likelihood of $\tilde{p}_i$ conditioned on the generic parameter $\Theta$. This returns a normalized probability

$$\gamma_{ki} = \frac{\pi_k N(\tilde{p}_i | \mu_k, \Sigma_k)}{\sum_{l=1}^{K} \pi_l N(\tilde{p}_i | \mu_l, \Sigma_l)}, \quad (7)$$

and we can define an intermediate parameter $n_{ki} = \sum_{i=1}^{n} \gamma_{ki}$.

**M-Step**: The more interesting step of the adaptation is the M-step. Normally, without the EM adaptation, the M-step updates $(\pi_i, \mu_i, \Sigma_i)$ using only the available data, which is $\{\tilde{p}_1, \ldots, \tilde{p}_n\}$ in our case. However, with the generic prior we modify the M-step by re-weighting the contributions of the generic parameter and the new data. Taking the mean as an example, the EM adaptation updates the mean according to

$$\tilde{\mu}_k = \alpha_k \left( \frac{1}{n} \sum_{i=1}^{n} \gamma_{ki} \tilde{p}_i \right) + (1 - \alpha_k) \mu_k, \quad (8)$$

where $\alpha_k \equiv \frac{n_k}{n_{ki} + \rho}$ is the combination weight, with a predefined relevance factor $\rho$. (8) suggests that the adaptation is in fact a soft combination of the generic prior and the new data (as opposed to the
Algorithm 1 EM-adaptation Algorithm

Input: $\Theta = \{(\pi_k, \mu_k, \Sigma_k)\}_{k=1}^K, \{\bar{p}_i, \ldots, \bar{p}_n\}$.
Output: Adapted parameters $\hat{\Theta} = \{\hat{\pi}_k, \hat{\mu}_k, \hat{\Sigma}_k\}_{k=1}^K$.

E-step: Compute, for $k = 1, \ldots, K$ and $i = 1, \ldots, n$

$$
\gamma_{ki} = \frac{\pi_k \mathcal{N}(\bar{p}_i | \mu_k, \Sigma_k)}{\sum_{i=1}^n \pi_i \mathcal{N}(\bar{p}_i | \mu_i, \Sigma_i)}, \quad n_k = \sum_{i=1}^n \gamma_{ki}.
$$

(9)

M-step: Compute, for $k = 1, \ldots, K$

$$\hat{\pi}_k = \frac{n_k}{\gamma_{ki} n_k} + (1 - \alpha_k) \pi_k,$$

(10)

$$\hat{\mu}_k = \frac{1}{n_k} \sum_{i=1}^n \gamma_{ki} \bar{p}_i + (1 - \alpha_k) \mu_k,$$

(11)

$$\hat{\Sigma}_k = \frac{1}{n_k} \sum_{i=1}^n \gamma_{ki} (\bar{p}_i - \hat{\mu}_k)(\bar{p}_i - \hat{\mu}_k)^T$$

$$+ (1 - \alpha_k) \left( \Sigma_k + (\mu_k - \hat{\mu}_k)(\mu_k - \hat{\mu}_k)^T \right).$$

(12)

Postprocessing: Normalize $\{\hat{\pi}_k\}_{k=1}^K$ so that they sum to 1, and ensure $\{\hat{\Sigma}_k\}_{k=1}^K$ is positive semi-definite.

3.3. Adaptation to a Pre-filtered Image

At this point, careful readers would probably argue that Algorithm 1 will only work for clean images. We now discuss how the algorithm can be modified to learn a GMM using noisy images.

In the presence of noise, we adopt a pre-filtering approach similar to the two-stage denoising methods such as BM3D and EPLL. In the first stage, we apply an existing denoising algorithm to obtain a pre-filtered image. The adaptation is then applied in the second stage to the pre-filtered image. However, since a pre-filtered image is not the same as the latent clean image, we must quantify the residual noise remaining in the pre-filtered image.

To this end, we let $\bar{x}$ be the pre-filtered image. Our objective is to estimate the mean squared error remaining in $\bar{x}$, i.e., $E[\|\bar{x} - x\|^2]$. In this paper we use the Stein's Unbiased Risk Estimator [30, 31]. Due to space limit we shall leave the details to a follow up article. Once the mean squared error is estimated, we model the residual noise as a single Gaussian so that $(\bar{x} - x) \sim \mathcal{N}(0, \sigma^2 I)$, where $\sigma^2$ is the estimated mean squared error. Consequently, we modify (9) as

$$
\gamma_{ki} = \frac{\pi_k \mathcal{N}(\bar{p}_i | \mu_k, \Sigma_k + \sigma^2 I)}{\sum_{i=1}^n \pi_i \mathcal{N}(\bar{p}_i | \mu_i, \Sigma_i + \sigma^2 I)},
$$

(13)

and (12) as

$$\hat{\Sigma}_k = \alpha_k \frac{1}{n_k} \sum_{i=1}^n \gamma_{ki} (\bar{p}_i - \hat{\mu}_k)(\bar{p}_i - \hat{\mu}_k)^T$$

$$+ (1 - \alpha_k) \left( \Sigma_k + (\mu_k - \hat{\mu}_k)(\mu_k - \hat{\mu}_k)^T \right).$$

(14)

which perturbs the covariance by the noise remaining in the pre-filtered image $\bar{x}$.

4. EXPERIMENTAL RESULTS

4.1. Experiment Settings

We compare our proposed method with BM3D [3] and EPLL [15], which are among the best performing methods for image denoising. The default GMM in EPLL is learned from 2,000,000 randomly chosen $8 \times 8$ patches. This default GMM is used as the generic prior for the proposed EM adaptation.
adaptation by adapting the generic prior to the ground truth clean image, denoted as $aGMM$-clean; (2) A pre-filtered adaptation by adapting the generic prior to the EPLL result, denoted as $aGMM$-EPLL; (3) A pre-filtered adaptation by adapting the generic prior to the BM3D result, denoted as $aGMM$-BM3D.

### 4.2. Denoising Standard Test Images

We studied 6 images of size $256 \times 256$ in our experiments. Figure 2 shows the results of two testing images. It can be seen that the proposed method yields the best result in terms of PSNR values. Visually, our method preserves the texture details. In Table 1, we report the detailed PSNR values for different noise variances. Comparing $aGMM$-EPLL with EPLL, we observe that the proposed $aGMM$-EPLL is consistently better than EPLL with an average gain of more than 0.3 dB. In some cases, $aGMM$-EPLL is even better than BM3D, e.g., Boat, Lena and Peppers. If we further look at the oracle $aGMM$-clean, the performance gain is even higher. We remark that all the adapted GMMs are learned from the pre-filtered images. If one uses the standard EM algorithm to learn a GMM from the pre-filtered image, the result will be several dBs worse than the adapted ones.

### 5. CONCLUSION

We proposed an EM adaptation method to learn image priors. The proposed adaptation method allows us to use the parameters of a generic Gaussian mixture model and adapt to the image of interest. Compared to the classic EM algorithm, the proposed EM adaptation requires significantly less training samples and could be applied to any pre-filtered image. We also proposed modifications to compensate for the noise remaining in the pre-filtered images. EM adaptation is a computationally efficient method. Experimental results showed that the proposed method outperforms EPLL and BM3D. Detailed analysis of the algorithm and automated estimation of the internal parameters will be studied in our future work.
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