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Reference:
o Gilbert Strang, Linear Algebra and Its Applications, 5th Edition.
o Carl Meyer, Matrix Analysis and Applied Linear Algebra, SIAM, 2000.
@ http://cs229.stanford.edu/section/cs229-1inalg.pdf

@ https:
//www.math.uwaterloo.ca/~hwolkowi/matrixcookbook.pdf
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Basic Notation

Vector: x € R"

Matrix: A € R™*"; Entries are aj;; or [A]j;.

Transpose:

an

9

and AT =

Sy

Column: a; is the i-th column of A

Identity matrix /

All-one vector 1 and all-zero vector 0

Standard basis e;.
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Norm

o ||x|| is the length of x.
@ We use {p-norm

Definition
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Figure: The shapes of Q defined using different £,-norms.
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The /5-norm

Also called the Euclidean norm:

Definition

Ix]l2 =

@ The set Q = {x | ||x]|2 < r} defines a circle:
Q= {x]||Ixll2 < r} = {(xa, %) | § + x5 < r’}.

e f(x) = ||x||2 is not the same as f(x) = || x||3.

o Triangle inequality holds:

x4+ yll2 < lIxl[2 + [lyll2-
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The ¢/1-norm

Definition

Ixlls =" Ixil. (3)
i=1

The set Q = {x | ||x||1 < r} is a diamond.

||x||1 = r is equivalent to

Ixlle = Pal + el = r.

If x1 > 0 and x» > 0, then the sign has no effect. This is a line in the
1st quadrant.

MATLAB: norm(x, 1)
Python: numpy.linalg.norm(x, ord=1)
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Sparsity

@ Roughly speaking, a vector x is sparse if it contains many zeros.

@ || - ||1 promotes sparsity:

@ If x is the parameter vector, minimizing a cost function over a
constraint || x||;1 < 7 leads to a sparse x.
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Figure: ¢1-norm promotes sparsity whereas £»-norm leads to weight sharing. Figure.is

taken from htto://vwww d=s100 oroc/
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The /,-norm

Definition

[xlloc = max_|xi]. (4)
i=1,...,n

=1,...,

@ A hand-waving argument: If we set p — oo

n 1/p
Am, (Z |Xi|p> (5)
i=1

then the largest term |x;|P will dominate eventually.
@ Theset Q = {x | ||x]|cc < r} is a square
@ We can show the following inequality

[Ixlloo < lix[l2 < [Ix[]1, (6)

and Q7 C Qs C Q.
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Holder's Inequality and Cauchy-Schwarz Inequality

Theorem (Holder's Inequality)
Let x ¢ R" and y € R". Then,

xTy| < [Ixllpllyllq (7)

for any p and q such that % + % =1, where p > 1. Equality holds if and
only if |x;|P = «a|y;|9 for some scalar o and for all i =1,...,n.

Corollary (Cauchy-Schwarz Inequality)
Let x ¢ R" and y € R". Then,

xTyl < lIx[l2llyll2, (8)

where the equality holds if and only if x = ay for some scalar «.




-
Geometry of Cauchy-Schwarz Inequality

e xTy/(||x|l2]ly]|2) defines the cosine angle between the two vectors x
and y.

o Cosine is always less than 1. Sois x "y /(||x||2/ly|l2)-

@ The equality holds if and only if the two vectors are parallel.

xr
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Figure: Pictorial interpretation of Cauchy-Schwarz inequality. The inner product
defines the cosine angle, which by definition must be less than 1.
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Eigenvalue and Eigenvector

Definition

Given a square matrix A € R™", the vector u € R"” (with u # 0) is called
the eigenvector of A if

Au = \u, 9)

for some A € R. The scalar X is called the eigenvalue associated with wu.

The following conditions are equivalent
@ There exists u # 0 such that Au = Au;
@ There exists u # 0 such that (A — A)u =0;
e (A — Al) is not invertible;
o det(A—\I)=0;
Exercise: Prove these results.
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Eigen-Decomposition for Symmetric Matrices

@ Not all matrices have eigenvalues.

. |01 .
@ For example, the matrix [0 0} does not have an eigenvalue.
o If A is symmetric, then eigenvalues exist and are real.

Theorem

If A is symmetric, then all the eigenvalues are real, and there exists U
such that UTU =1 and A= UNU" :
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Basis Representation

% MATLAB Code:

A = randn(100,100);

A= (A+ A)/2; % symmetrize because A is not symmetrig
[U,S] = eig(A); % eigen-decomposition

s = diag(8); % extract eigen-value

e Eigenvectors satisfy UT U = 1.
@ This is equivalent to u,-TuJ- =1ifi=jand u,-TuJ- =0if i #j.

@ U can be served as basis

n
X = Zajujv (11)
j=1

° aj = uij is called the basis coefficient.

13/20



If Columns are Similar:
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If Columns are Different:
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Positive Semi-Definite

Definition (Positive Semi-Definite)

A matrix A € R™" is positive semi-definite if

xTAx >0 (12)
for any x € R". A is positive definite if x” Ax > 0 for any x € R". )
Theorem
A matrix A € R™" s positive semi-definite if and only if

Ai(A) >0 (13)

for all i =1,... n, where \j(A) denotes the i-th eigenvalue of A.
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Positive Semi-Definite

Proof.

By definition of eigenvalue and eigenvector, we have that Au; = \;u;
where A; is the eigenvalue and u; is the corresponding eigenvector. If A is
positive semi-definite then u,-TAu,- > 0 since w; is a particular vector in R".
So we have 0 < u] Au; = A||uj||? and hence A\; > 0. Conversely, if A\; >0
for all i, then since A = 27:1 )\,-u,-u,-T we can conclude that

xTAx =xT (X7 Nwju] ) x =37 Mi(u] x)? > 0. O

v

Corollary

If a matrix A € R"™" s positive definite (not semi-definite), then A must
be invertible, i.e., there exist At € R"™" such that

AlA=AA1 =1 (14)

v
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Matrix Calculus

Definition

Let f : R” — R be a scalar field. The gradient of f with respect to x € R"
is defined as
Of (x)
Ox1
Vf(x) = : . (15)
Of (x)
OXn

Example 1. f(x) = a x. In this case, the gradient is

0f(x) A N L.
Ix1 Ox1 Zj:l ajXj ai
VX (aTX) = . = . = . = a. (16)
of (x o) n iy
ain) B 221 A% an
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More Examples

Example 2. f(x) = x" Ax.
0f (x)
2%

Vx (xTAx) = ; =
9F (x)
Oxn

Then,
o n oy xes
Oxq 2wi j=1 FjXiX;
g n vy
L ox, Zi,j:l ajjXiX;
e N
> i1 31% D1 @i1Xi
: + : = Ax+ A x
n n
_Zj:l an,jXj > i1 @nXi

If A is symmetric so that A= AT then V,f(x) = 2Ax
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More Examples
Example 3. f(x) = ||Ax — y||?>. The gradient is
VX<HAX - yH2> =Vx <xTATAx —2yTAx + yTy>
= Vx <xTATAx> — 2V, (yTAx) + Vi (yTy>
=2ATAx —2ATy +0=2AT(Ax — y).

Definition
The Hessian of f with respect to x € R” is defined as

0f(x) 8f(x)
Ox? T Ox10xn

V)= | o (17)
8%f(x) 0%f(x)

OxnOx1 ' Ox2
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