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ABSTRACT 

Current devices for EUV lithography combine both laser and discharge physics to achieve sufficient brightness with 
minimum debris generation to support the throughput requirements of High-Volume Manufacturing (HVM) lithography 
exposure tools with long lifetime.  Source performance, Debris mitigation, and reflector system are critical to efficient 
EUV collection and component lifetime. Integrated models are developed to simulate EUV emission at high power and 
debris generation and transport in hybrid EUV devices. The models being developed include, for example, new ideas 
and parameters of laser beams in discharge devices. In addition, optimization of source parameters, combination 
magnetic fields and gas jet parameters to significantly reduce the debris, and mirror surface conditions to enhance the 
reflectivity of EUV.  Source optimization studies include full 3-D simulation of laser interaction with tin targets 
followed by discharge simulation to produce the optimum EUV photons. Initial simulations show that for HVM devices 
a combination of source optimization, innovative debris mitigation system, and understanding debris/mirror interaction 
is required to achieve the lifetime needed.   

Keywords: EUV devices, LPP, DPP, HEIGHTS, Debris mitigation, MHD, Gaseous jets, Collection mirrors. 
 

1. INTRODUCTION 
The EUV radiation can be generated by several methods: discharge-produced plasma (DPP), laser-produced plasma 
(LPP), and synchrotron radiation. Each method has advantages and disadvantages. In order to meet the requirements of 
the Intel Lithography Roadmap goals for high-volume manufacturing [1] and SEMATECH's EUV Source Program goal 
[2], the EUV source is required to have power exceeding 200 W at a wavelength of 13.5 nm (2% bandwidth). Various 
LPP and gas DPP devices are under development and investigation [3]-[7]. At present, several of the EUV sources begin 
to realize the power level demanded by commercial chip manufacturers. The conversion efficiency (CE) of the EUV 
radiation is an important factor in the successful development of the source. Many additional factors are also important 
and influence the efficiency of the EUV device, such as the plasma material, form and size of the radiated area, 
collectable solid angle, and the amount of debris generated. It is best to use the CE for optimal operating condition to get 
a realistic utility consumption estimate and understand the limits of power scaling. For the LPP system, the laser power 
and EUV output in the 2% bandwidth around 13.5 nm is used to estimate the CE. However, for LPP systems, the overall 
conversion for the entire system is much less than for DPP because of the low wall-plug-to-laser-light CE of a laser 
system, which is typically less than 10% [2]. In this situation where competition between the laser and discharge devices 
remains, the hybrid LPP+DPP systems (Fig.1.) can give new pulse for the development of new most effective EUV 
sources for the lithography. The first attempts to combine the plasma preparation with laser and subsequent discharge 
compression for the EUV lithography purpose were carried out lately [8]-[10]. The progress in developing the hybrid 
devices is at the early phases. 

Because many physical processes are involved, and many technical problems need to be solved when developing and 
optimizing a particular EUV device, laboratory experiments would be very expensive and may be impossible; therefore, 
only computer modeling can generate a complete picture of EUV devices within a reasonable time and at a reasonable 
cost. Ideally, an integrated physical model should be developed specifically for simulating plasma behavior in both DPP 
and LPP devices. The model should include atomic physics, hydrodynamics, plasma heat conduction, and photon 
radiation transport. The EUV source should be modeled completely: from the energy input mechanism and plasma 
formation, up to EUV output from the pinch or laser target and the mirror collector system.  
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Fig. 1. Schematic illustration of DPP+LPP hybrid device. 

 
Each physical process should be described adequately, and each physical problem should be solved using the most 
advanced numerical scheme to enhance accuracy and to reduce computational time. The radiation conditions at the 
intermediate focus of a manufacturers EUVL stepper can then be predicted most accurately. Our previous progress in 
modeling of the plasma devices shows real capabilities of the integrated theoretical model developments [11]-[15]. 
Based on the developed physical and mathematical model, our High Energy Interaction with Heterogeneous Target 
Systems (HEIGHTS) computer package allows to simulate the full cycle of plasma evolution in LPP or/and DPP 
devices.  
 

2. MATHEMATICAL MODEL 
  

2.1 Hydrodynamic model 

By considering a hot gas or plasma as a continuous, compressible medium, we based as in our previous investigations on 
the following equations for conservation of mass, pulse, and total energy: 
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where, ρ - density of plasma, v - velocity of plasma, hp  - hydrodynamic pressure, and he = int

2

2
ev

+
ρ

 - sum of 

kinetic and internal energy densities of plasma. The equation set (1) describes convective motion of a compressible 
homogeneous medium. To describe the physical processes presented in LPP+DPP system, additional external forces 

exF  and sources should be added, and dissipative terms should be taken into account. Here and below, all physical 
expressions and all transformation use Gaussian units, unless stated otherwise.  
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 In laboratory LPP+DPP experiments, any electromagnetic sources can have an external influence on the 
plasma, and electric currents can be generated spontaneously by intensive heating of local plasma areas. Any current can 
be the source of a magnetic field in the plasma, and this magnetic field is the source of forces that disturb the initial 
plasma. This self-consistent process was included in the hydrodynamic equation set (1). Also, the conservative form of 
the set was not changed. For this reason, it was introduced an additional conservative variable: magnetic field B. An 
additional equation for the introduced variable should be written and the corresponding forces added into the equation 
set (1.1). The HEIGHTS general equation set does not operate with currents directly because of the conservative form of 
the initial equation. In the general case of magnetohydrodynamics, external forces can be expressed as forces that act on 
the unit charge, such as force field strength E . It may be given as the sum of three forces: Lorenz, electrical field, and 
Hall force: 

 

BjjBvE ×++×−=
ρ

η ch
c
1

. (2) 

 

To simplify the equation, we transformed the vector form of (1) to the component tensor form in the Cartesian 
coordinate system. Below we present the final expressions for the considered cases in our paper: 3D Cartesian for laser 
beams – solid target interaction, and 2D cylindrical for the discharge stage of the hybrid device operational cycle. 
Numerical simulations of the LPP device with various targets showed very small dependence of the plasma parameters 
from the thermomagnetic source for laser-radiation power density up to 6.0·1011 W/cm2 [14].  Correspondingly, the 
MHD code can be streamlined this part for more efficient simulation by neglecting the magnetic field and rank reduction 
of the operating matrixes.  General equations system (1) can be presented for this case in form 
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Here ( ) kin
int
e

int
it eIeee +++=  is total energy; int

ee ee = is electron energy; iet ppp +=  is total pressure; theQ ,  

is heat conduction of electrons; thiQ ,  is heat conduction of ions; lasQ  is laser heat; radQ  is radiation transport; and 

eiQ  is electron-ion interaction. MHD equations for the DPP stage application are expressed for the case of Z-pinch: it is 
assumed that the plasma current is strongly parallel to the z-axis and one is uniform along the ϕ-axis. At the same time, 
the current can have a gradient in the r and z directions. The magnetic field has only one ϕ-projection in this ideal 
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symmetric case. This idealization does not exclude general plasma processes. Hence, we can have the z-gradient of the 
magnetic field ϕB as a result of the current z-gradient (for example, by fluctuation of resistivityη ). In this case, we have 

the z-gradient of magnetic tension 
r

B
µπ
ϕ

4

2

−  and a Rayleigh-Taylor type instability. On the basis of these assumptions, 

the final MHD system for Z-pinch symmetry that is used in HEIGHTS is given by 
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where 
πµ
ϕ

8

2B
eeee tmttot +=+= is total hydrodynamic and magnetic energy; 

πµ
ϕ

8

2B
pppp tmttot +=+=  is 

total hydrodynamic and magnetic pressure; JQ  is Joule heating; and mdQ  is magnetic diffusion. Eqs. (3ab) are closed 

with the thermodynamic gas properties for corresponding matter: ( )tefp ,ρ= . Because HEIGHTS model included 
simulation of solid target heat and vaporization, the thermodynamic properties are stored in tables for two cases: solid 
and gaseous matter. The vaporized material enters to the hydrodynamic domain from the solid target computation 
domain. As shown, Eqs. (3ab) contains non-convective terms Q that affect hyperbolic structure of whole system. 
Because of calculation efficiency, we used splitting methods in our numerical algorithm to separate the hyperbolic and 
parabolic parts [16], [17]. As a result, the general solution algorithm has two stages: convective and dissipative. The 
convective part of initial sets of equations is given in matrix form 
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The detailed description of the MHD field U , convective fluxes F , G , H , and external source Ω  can be found in 
Refs. [13], [15], [18]. The MHD Eqs. (4ab) is the convective part that include parabolicity due to resistive terms like 
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 in external source term Ω . When no resistivity is present, the ideal MHD equations 

are hyperbolic [19], which means that the equations have wave-like solutions that propagate without dissipation. This 
allows applying the total variation diminishing (TVD) numerical scheme. There are many TVD schemes, however our 
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choice is second order Lax-Friedrichs algorithm because it does not use a Riemann solver, thus it can be applied to any 
system of conservation laws without knowledge of the characteristic waves. As we consider explicit algorithm, we can 
express variation of any parameter U  in cell i  by the flux F  at the cell border as 
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where q  corresponds to the dimension direction; iS  is the cell border square; and iV  is cell volume. Here is assumed 

that during the time step nn ttt −=∆ +1  the physical parameter U  can be transported between neighbor cells only. 
This is the expression of Courant-Levi limitation on the time step. Main problem of all explicit algorithms is 
determination of the border fluxes F . Below we present expressions for the calculation of the right border flux 21+iF  

according to the Lax-Friedrichs formulation. To avoid doubling the calculations, our numerical code uses loops by the 
borders not by the cells, since the right flux 21+iF  of i -cell is the left flux ( ) 211 −+iF  of the neighbor ( )1+i -cell. We 

assumed here structured non-equidistant discretization, where the subscript i  refers to a quantity located on the cell 
center, and the subscript 21+i  refers to a quantity located on the cell border. Basic assumption of the Lax-Friedrichs 
(LF) approach is linear dependence of the border flux from the maximum propagation speed of information at the cell 
border and the field values in neighbor cells [19] 
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Three different waves exist in ideal MHD: slow, Alfven, and fast waves. Following this, the maximum propagation 
speed of information can be expressed as 
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where Alfven velocity in direction q  is 

 

πµρ4
qAlf
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B
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Thus, the MHD equations are solved as a decoupled set of hyperbolic and parabolic parts. At each time step the MHD 
problem is split into decoupled subproblems (which may involve different meshes and solution methods) corresponding 
to the different physical processes (e.g. plasma flow, transport, diffusion, reactions, etc.) that occur within the 
computational domain or in individual regions. The various processes are treated sequentially and MHD physics updated 
after each separate contribution. The splitting error consists of a physical splitting error that would exist even if the 
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subproblems were to be solved exactly (indicative of the way that subproblems are linked), and a numerical splitting 
error, related to approximating each subproblem. 

 

2.2 Plasma heat conduction and magnetic diffusion 

Following the splitting method, the additional dissipative source-terms are calculated separately with the second 
(dissipative) stage of the HEIGHTS solver and are used as correctors of the main TVD-LF solution of Eq. (4). One of the 
most expensive computation part of the full MHD problem is modeling heat conduction and magnetic diffusion in 
plasma. Using explicit algorithms is non-effectively due to very small time steps. Fully implicit algorithms follow to 
necessity of large amount of memory and to poor scalability in code parallel versions. In our publications [17], [20], we 
proposed to use sparse matrix solvers to exclude zero elements from the main solution domain and to reduce cardinally 
memory allocation. Following this idea, the heat conduction equation 
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and magnetic diffusion equation 
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can be presented after time and space discretization as the following linear equations set  

 

DXA =⋅ . (11) 

 

Here in Eqs. (9)-(11), λ  is heat conductivity, X is solution vector (it presents temperature field for the Eq. (9) and 
magnetic field for Eq.(10)), A and D  are linear coefficients that depends on plasma properties and boundary and initial 
conditions [17], [20]. Equation (11) is a closed system, where the number of unknown values equals the number of linear 
equations if the boundary conditions are determined.  In general, boundary conditions on any border Γ are given by 

( )tTfTT ,ΓΓΓ =+∇ βλα , where the numerical parameters α and β specify the situation at the Γ border for a 

given heat flux (α = 1, β = 1), given temperature (α = 0, β = 1), or heat flux as a function of temperature.  The simplest 

case of thermally isolated borders can be realized as equivalences 
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conducting wall 0=ΓB . A more comprehensive discussion of boundary conditions is presented elsewhere [21].  

Numerical simulation with the implicit scheme is unconditionally stable, and in combined schemes the limiting factor on 
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the time step is usually the explicit part (the convection stage in our case). In 3D LPP problem, the largest grid size that 
we had was 60 × 60 × 60 cells, which produces a coefficient matrix of about 1.0·1016 elements.  This large sparse matrix 
has an extremely large number of zero elements. The structure of the matrix is invariable, with linear equations that 
describe nonuseful cells.  Key to computational efficiency is to store and operate on only nonzero entries of the matrix.  
Several mathematical libraries (e.g., NAG, IMSL, and PARDISO) are used for solution of linear equation systems with a 
band or sparse matrix.  MUMPS and SuperLU codes allow parallel solution of the system of linear equations given in 
Eq. (11) [22]. Calculations for the complex domain need special code for implementation of boundary conditions and 
exclusion of nonuseful domain areas  

During each time step the implicit scheme drives small scale changes of the temperature or magnetic field to equilibrium 
states satisfying Eqs. (9) and (10) with the left-hand side set to zero. This time step is viewed as the ‘‘relaxation time’’ to 
the steady state. At a given time step the resulting equations are elliptic or Poisson's equations for T and B. Space 
variables are discretized just as in steady state heat and magnetic field diffusion problems. The solution from the 
previous time step provides an initial guess for the new one. Thus, for the large time steps allowed in the fully implicit 
scheme, the parabolic equations (9) and (10) can be reduced to the solution of elliptic equations for each time step of the 
time-space. The main advantage of the fully implicit scheme is that we have accurate error control in the time step 
selection process allowing step sizes to automatically adjust to the problem physics while maintaining accuracy. The 

dissipative stage fields { } ( )n
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ji
n

jiji BBB ,
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dissipative sources for the ideal MHD solution at each time step.  We utilize these as additional dissipative sources in 
vector Ω on the right side of Eq. (4ab). 

 

2.3 Heat conduction and vaporization in target 

Because the time processes of plasma heat conduction are much faster in comparison to the processes in solid or liquid 
matter no reason to apply complex implicit schemes to simulation of the thermal conductivity and vaporization in the 
target body. The time step which limited plasma magnetic hydrodynamic processes is very small and allow to avoid 
numerical oscillation by modeling of the heat conduction in the solid or liquid target with the explicit scheme. The 
scheme which is applied in HEIGHTS for solid is presented with divergent recalculation similar to the last stage of the 
plasma heat conduction scheme (divergent recalculation of Eq.(9))  
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where fluxes F  and G  are calculated by simple explicit algorithm [23].  

Most modern numerical algorithms use mesh reconstruction method for modeling the target vaporization processes. 
Usually two main approaches are applied: the declaration of the vaporizing cells as special cells with variable size (other 
cells are constant excluding direct neighbors), and full redesign of mesh at each time step. The first algorithm obtains the 
unstructured mesh properties, and the second algorithm can be unstructured only in multi-dimensional case. Both ways 
add significant complication of numerical calculations. We constructed and analyzed algorithm where vaporizing cells 
have not variable size but have variable artificial density, i.e. amount of matter encased in constant cell. Physical density 
of vaporizing cell is conserved to be the density of boiling matter. As a result we can calculate the real physical volume 
of the cell matter (that is smaller than the mesh cell volume after the part of matter is vaporized); 
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where pV  is physical volume of matter in cell; pρ  is physical density of boiling matter; aρ  is artificial density; and 

cellV  is volume of the constant mesh cell. To simulate the energy deposition in cell, we used the real physical properties 
of vaporizing matter in cell for laser absorption and plasma impact. These algorithms did not change much: laser 
absorption take place on the surface of liquid (conserved) and the total amount of the scattering centers (conserved) is 
important for the plasma impact. The surface gas hydrodynamic processes located above the target are shifted on the 
thickness of vaporized to this moment layer and can be replaced after end of calculation. The vaporization modeling 
algorithm consists in the mass transfer from the initial cell (which has vaporization temperature) into neighbor gaseous 
cell each time step. Amount of the transferred vapor is determined by the deposited energy into cell during the time step 
and the latent heat of vaporization [24], [25]. 

More essential changes were done for the heat conduction scheme. To conserve physical mechanism of the thermal 
conductivity, the real physical interfaces between cells (including vaporizing) should be considered. Figure 2 presents 
the situation between two vaporizing cells. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Physical interface S1,2 between vaporizing cells. 

 

The real physical interface is shown in Fig.2. The energy transfer for this condition can be described in finite volume 
terms as 
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where 2,1F  is the heat flux on the (1-2) cells border; 2,1S  is the mesh interface square between 1st and 2nd cells; { }1cellV  

is the volume of the 1-th cell. The coefficient { } { }( )
p

aa

ρ
ρρ 21 ,min

 describes decreasing of contact surface between the 

1st and 2nd cells. After the cell is fully vaporized, it is excluded from the target template and included into MHD domain. 

 

2.4 Monte Carlo radiation transport and laser heating 

The Monte Carlo method is used for modeling the LPP + DPP radiation processes: laser heating, photon radiation 
transport in the plasma, and the EUV output. With regard to radiation transport, radiation fluxes should be determined to 
solve two main problems: 1) correction of the plasma thermal energy and, as a result, correction of the plasma motion in 
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the device, and 2) determination of the final useful part of the radiation flux (i.e., EUV output). These problems 
determine the different requirements for the flux data and the numerical techniques needed to solve the photon transport 
problem. Correct calculation of the energy-space redistribution in full spectrum of the plasma plays an important role in 
solving the first problem. The constructed model describes radiation transport adequately only if it takes into account the 
optical thickness of the plasma in a large number of spectral groups. The full spectrum of the LPP plasma is divided into 
narrow spectral groups with separation of the strongest lines. The total number of the spectral groups was optimized to 
accurately describe the radiation energy redistribution for a reasonable computational power. As previous calculations 
show [26], the MHD results have an acceptable error for total spectral groups of about ~103. However, such number of 
groups is unacceptable for investigations in the EUV band of interest, 2% at 13.5 nm. For this reason, we use two sets of 
optical opacities: general (for full-energy redistribution calculations) and specific (for calculations in the interesting 
spectral band). The main hydrodynamic simulations use general opacity tables and calculate the evolution of the plasma 
temperature and density. The final EUV simulations use the detailed opacities to estimate the total device conversion 
efficiency. 

The Monte Carlo algorithm of radiation transport models contains three elementary processes: the emission, motion, and 
absorption of separate photons.  This approach has the advantage of considering complex geometries within the 
computational domain. The radiation transport model is three dimensional; that is, the photon motion is considered in a 
3D Cartesian coordinate system. The cylindrical case involves the accumulation of statistical events in the 2D system of 
the LPP+DPP device. Studying the trajectory, as well as the number of emitted and absorbed energy at each point of the 
plasma domain (or the points of major interest), one can calculate the redistribution of energy due to photon transport.  
Because simulation of all photons in the domain is problematic (computation power is limited), each energy portion is 
assumed to be a monochromatic set of photons. Hence, a macro-photon has the properties (absorption and emission 
probabilities) of the component photons, and the energy is equal to the sum of the energies of all photons in the set. To 
optimize the algorithm and decrease computation time, we introduced a system of weight factors into the Monte Carlo 
radiation transport model. Two major weight factors were allocated: normalization of the emitted macro-photon relative 
to the most radiated cell of the computational domain and normalization relative to the optical thickness of cell. The first 
weight factor is obtained from the emission process analysis and accelerated calculations due to the neglect of the 
emission of cold cells. Because of the second weight factor, so-called idle processes are ignored, namely, situations 
involving the emission and the absorption of the photon in the same cell (absorbed lines). A third weight factor can be 
useful for a strongly nonuniform mesh. The volume of the emitting cell can be so small that the amount needed for 
simulating photon bundles will not be sufficient to obtain accurate results. The volume weight coefficient should 
increase the computation accuracy in this case. To complete the simulation of the absorption process in the plasma, we 
use the absorption coefficient (which depends on matter parameters in the computational domain cell and on photon 
energy) and the photon path length in this cell. The emission and absorption coefficients calculation in plasma is 
described in details in Ref. [27]. 

The laser beam is modeled as a directional flux of macro-photons in analogy to the above Monte Carlo theory for the 
plasma radiation transport. The separate macro-photon has the same properties (absorption, reflection probability, etc.) 
as the real laser radiation photon. The total sum of real photons macroW  in one macro-photon is estimated from the 
required accuracy and available computational power: 

 

macro

real
macro W

NN = ,   
ph

las
real E

PN = , (15) 

 

where, lasP  is the momentary laser power and phE  is the energy of a real laser radiation photon. The inverse 
bremsstrahlung is assumed to be the main process by which the laser radiation was absorbed by the plasma electrons. 

The classical value for the absorption coefficient las
absk  that defines this collisional absorption mechanism is given by 

[28] 
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where again e , en , em , eT are the electron charge, density, mass, and temperature, respectively; Z  is the normalized 

ionic charge; ν  is the frequency of laser light; 
e

e
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=  is plasma frequency; and Bk  is the Boltzmann constant. 

The Coulomb logarithm is given by [29] 
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The laser radiation absorption coefficients in the liquid target and in vapor are obtained from the experimental data [30], 
[31]. As it shown in Ref. [32], one of the main features of the collision-induced absorption is a quadratic dependence of 
the absorption coefficient on the density (for our case this corresponds to the pair collisions) and a weak dependence on 
the temperature [33]. Based on this theory, the absorption coefficient for the target vapor up to 0.7 eV can be obtained by 
the fitting of the dependence between experimental data for the liquid target [30], [31] and Eq. (16): 

 

212~ Tklas
abs ρ . (18) 

 

3. VALIDATION AND BENCHMARKS 
The physical and mathematical model assembled for benchmarking included all the blocks described in this report: 
TVD-LF hydrodynamics, implicit three-diagonal matrix solution for parabolic terms, Monte Carlo radiation transport, 
Monte Carlo laser absorption, target heat and vaporization processes, and Monte Carlo modeling of EUV output 
registration. The model was tested with two and three dimension numerical schemes, with similar results. Also were 
tested several variants of spatial meshes: for 2D 100×250 cells with minimal size of cell in region of interest ~1µm and 
65×110 with size ~5µm; for 3D 40×40×45 cells with cell size ~10µm for big spot sizes only. A final parameter that also 
served as a criterion for the code benchmarking was the total EUV output into 2π sr solid angle, that is, the CE of the 
LPP device [12]: 

 

%100
2.2

1.14.13
⋅

⋅
=

±

eVQ
Q

c
las

eVnm
EUV

EUV , (19) 

 

where eVnm
EUVQ 1.14.13 ± is the amount of EUV radiation energy registered in the 2.2 eV bandwidth centered at 134 Å. 

The efficiency is normalized to 1 eV. Opacities and atomic data used for radiation transport and EUV calculations are 
described in detail in Refs. [26] and [27].  
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Figure 3 presents a comparison of experimental results [34], well-known theoretical data (LASNEX [35]), and results 
simulated by the HEIGHTS package.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Efficiency of the LPP device with tin planar target. Comparison of experimental and theoretical data. 

 

To validate our target vaporization model and laser absorption in vapor model, we carried out numerical benchmarking 
of the experiments described in Ref. [36]. In these experiments, a 2-mm-thick tin target was irradiated with the 1064-nm 
Nd:YAG laser during 8 ns. Spot radius was 500 µm and laser intensity ~ 2 GW/cm2. Figure 4 shows a comparison of our 
calculations with experimental measurements: temperature - time dependence at 1 mm above target surface and space 
distribution of electron density at the laser beam axis. 

 

 

 

 

 

 

 

4. NUMERICAL RESULTS 
 

 

Fig. 4. Comparison of experimental [36] and HEIGHTS modeling data: a) temperature time curve in 1 mm above target 
surface; b) space distribution of electron density on the laser beam axis.  
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As shown, the HEIGHTS numerical results agree well with the published data. The numerical scheme demonstrated 
stability of results with changing the spatial discretization and with expansion to full 3D structure. These results indicate 
that the full 3D HEIGHTS package can be used effectively to study complex three-dimensional magnetohydrodynamics 
problems. 

5. NUMERICAL RESULTS 
In our numerical simulation studies we investigated parameters of laser prepared plasma for the optimal discharge stage 
performance. The basic device geometry is presented in Fig.1. The cathode-anode distance was ~ 3.6 mm and the anode 
hole diameter ~5.0 mm. Figure 5 describe intensity time dependence of the laser device. The assumed as variation value 
initial discharge energy was equal ~ 2.5 J. 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Gaussian laser pulse form used in simulation of LPP+DPP device. 

Laser heating stage of hybrid device should prepare low-temperature homogeneous plasma for an effective start of the 
discharge and optimum pinching as a result. Presented initial parameters of the LPP+DPP device allowed plasma 
expansion from cathode to anode during ~ 100 ns after the laser beam impact start. Plasma temperature and composition 
evolution is shown in Fig. 6 for this time period.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Plasma temperature (a) and plasma composition (b) evolution above the tin target surface during the LPP stage. 

 

Figure 7 presents typical plasma electron density and temperature directly before the discharge start. As it is shown, 
prepared plasma distribution is very inhomogeneous. This will have the effect of unstable pinching with z-axis elongate 
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form. Moreover, some of initial LPP stage parameters bring to the dual pinch form. Dual pinch form is corresponding to 
the experimental data [37] shown in Fig. 8. HEIGHTS package was able to produce the dual pinch form of these 
experiments accurately. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Plasma electron temperature (eV, palette) and plasma electron density (ln(cm-3), contours). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Dual EUV generation region. Correspondence of the experimental data (spectrometer band at left) [37] and 
HEIGHTS calculations of EUV field (background picture). 

 

Various LPP+DPP devices geometries were also modeled. Main goal of initial parameters optimization was to obtain 
homogeneous plasma distribution for the discharge start. Design versions without anode hole were also considered. The 
obtained numerical data was used to optimize the hybrid device condition, decrease device wall loading, reduce debris 
emission and construct proper reflection mirror system. 
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6. CONCLUSIONS 
The developed integrated and benchmarked models in HEIGHTS package was applied to simulation and optimization of 
hybrid DPP and LPP devices and calculation of initial parameters for debris mitigation devices and reflection system. 
Optimization of various parameters was carried out in a wide range. Optimization of plasma homogeneity after the LPP 
stage is proposed for improvement of the DPP process. Further investigations of the effect of plasma confinement on the 
final CE of the hybrid devices should involve optimization of initial parameters: laser beam arrangement in space, laser 
power density distribution in time and in cross-section of beam, laser pulse duration, target geometry, and target 
structure.  
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