Two-dimensional mapping of the electron density in laser-produced plasmas
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We performed two-dimensional (2D) mapping of the electron density in a laser-produced plasma with high spatial and temporal resolution. The plasma was produced by irradiating an aluminum target with 1064 nm, 6 ns pulses from a Nd:YAG laser under vacuum conditions. Stark broadening of the lines was used to estimate the electron density at various locations inside the plasma. The 2D spectral images were captured at different spatial points in the plasma using an imaging spectrograph coupled to an intensified CCD at various times during the plasma expansion. A comparison between radially averaged and radially resolved electron density profiles showed differences in the estimated values at the earlier times of plume evolution and closer distances to the target. However, the measured radially averaged values are consistent with 2D radial profiles at later times and/or farther distances from the target surface. © 2012 Optical Society of America

1. Introduction

Laser-produced plasmas (LPPs) have been the focus of extensive basic research that has led to a diverse range of applications in many domains, including pulsed laser deposition [1,2], elemental characterization using laser-induced breakdown spectroscopy [3–7], and short wavelength light sources [8]. LPP parameters are strongly dependent upon several key parameters, including laser intensity [9], laser pulse duration and wavelength [10,11], target material and geometry [12,13], and the nature and pressure of ambient gases [14]. The plasma characteristics also vary drastically with distance from the target surface both in the plume expansion direction (axial) and orthogonal to plume expansion directions (radial), as well as with time following the onset of plume formation.

The electron density ($n_e$) constitutes one of the most fundamental parameters of plasmas, and for many plasma systems, density varies more rapidly compared to any other plasma parameters, such as electron temperature ($T_e$) [15–20]. The distribution of electron density can provide information about the dynamics and evolution of the plasma. This information can then be used for various purposes, i.e., modeling processes in hydrodynamics, plasma physics, and plume expansion. Standard plasma diagnostic tools employed for the estimation of electron density are optical emission spectroscopy, the Langmuir probe, microwave and laser interferometry, and Thomson scattering [21]. Optical emission spectroscopy (OES) is routinely used for estimating the basic properties of the plume. Moreover, OES is a simple nonintrusive method for diagnosing the plasma [21,22]. For performing OES, typically the light emission from the plasma is imaged onto the entrance slit of a spectrograph, where the properties of the plasma plume are averaged over the height of the plasma (radial direction) while maintaining spatial resolution in the plume expansion direction (axial direction) [2,23,24]. However, the plasma properties change dynamically in all directions, especially at...
early times. Hence, even though estimation of plasma properties is performed with high axial precision in the plume expansion direction, the averaging over the radial direction of the plasma will affect the uncertainty of the measurement.

Plasma electron density determination using Stark broadening [21,22,25–27] of spectral lines is a well-established technique in the range of electron number density 10^{15}–10^{18} cm^{-3}. For electron density estimation, Stark broadened profiles of isolated lines are routinely used with emissions averaged over the radial direction (spectrograph slit height) [12,28]. In this article, we investigated the uncertainty in one-dimensional (1D) averaging of the electron density along the radial direction at various spatial and temporal points during plume expansion. Stark broadened profiles of spectral lines were used for measuring the electron density. The 1D electron density profiles are obtained by traditional averaging over the radial direction, while two-dimensional (2D) profiles are generated by sampling the emission signal at various radial positions along the height of the plasma after a single laser pulse. Our results indicate that nonnegligible errors in the measured 1D electron density values occur during the early times of plasma evolution.

2. Experimental Setup
The details of the experimental scheme used in the presented work are given elsewhere [12]. For generating plasma, high-purity Al targets were irradiated with 1064 nm, 6 ns Gaussian pulses from a Nd:YAG Continuum Surelite III laser (maximum energy \(\sim700\) mJ and beam diameter \(\sim10\) mm). The Al target was in the form of a slab and was placed inside a stainless steel vacuum chamber with a base pressure of about \(10^{-6}\) Torr and positioned on a \(x-y-z\) translator. This allowed us to refresh the surface after every reading to avoid local heating and cavity formation.

The Nd:YAG laser pulses were focused onto the Al target using an antireflection-coated \(f/40\) plano-convex lens to produce a 1 mm spot. The spot size was measured using burn paper and cross calibrated using crater width measurement using a microscope. The beam energy was attenuated using a combination of polarizing cube and wave plate, resulting in a power density of 2 GW/cm² at the target surface. The emission from the plasma was collected and focused using two \(f = 40\) cm lenses into the entrance slit of a 0.5 m Acton-Pro Czerny–Turner spectrometer with 1:1 image correspondence. The focusing lenses were translated to track the plasma expansion for spatial analysis of the plume. A Princeton PIMAX intensified CCD (ICCD) camera with 1024 × 1024 pixels with a pixel size of 13 \(\mu\)m × 13 \(\mu\)m coupled to the spectrograph was used as a detector. The camera was attached to a programmable delay generator to control the time delay between the laser pulse and the ICCD. The spectrograph and ICCD combination provided a maximum resolution of 0.025 nm using a 30 \(\mu\)m slit width and 1800 grooves/mm grating.

3. Results and Discussion
The interaction of a focused high-power laser with an Al target leads to the formation of a plasma. This plasma rapidly expands freely into a vacuum in a direction perpendicular to the target surface [29]. The emission from the plasma consists of a continuum radiation due to bremsstrahlung, as well as lines from specific transitions. At the early times of the Al plasma (< 50 ns), the continuum emission dominates over the line emission, causing difficulties in gathering accurate line emission profiles. However, at later stages of plasma expansion, line emission begins to dominate over continuum emission. The analysis of line emission can yield plasma properties such as electron density. For example, the width and intensity of a spectral line is useful for obtaining electron density and temperature information of a laser ablated plume [30,31].

We used broadened profiles of emission lines to estimate the electron density of the Al plume at \(10^{-6}\) Torr. The selected Al \(^{+}\) line for the electron density measurement is 466.3 nm (3p⁶–3s⁴p). A typical image of an Al \(^{+}\) line emitting at 466 nm is given in Fig. 1. For 1D measurement, the average intensity value obtained from 100 pixels in the center region (which is equivalent to 1.3 mm) was used for deducing electron density. The 1D profiles are obtained by traditional averaging over the radial direction, while 2D profiles are generated by sampling the emission signal at various radial positions along the height of the plasma after a single laser pulse.

The main mechanisms contributing to the broadening of the spectral lines are Stark, resonance, Doppler, and instrumental broadening. Doppler broadening occurs when the emitting species are Doppler shifted due to their relative velocities, with larger velocity distributions causing a larger broadening effect. Contributions due to Doppler broadening were calculated by \(\Delta\lambda_D = \lambda v_z/c\), where \(\lambda\) is the

![Fig. 1.](Image) (Color online) Emission resulting from 466.3 nm Al \(^{+}\) line. Image is taken at a time of 50 ns and at a distance of 1 mm. For 1D measurement, the average intensity value obtained from 100 pixels in the center region (which is equivalent to 1.3 mm) was used for deducing electron density. For 2D measurement, the emission from 10 axial pixels (corresponding to 130 \(\mu\)m of the plasma height) was averaged at various radial distances.
wavelength of the line and \( v_z \) is the velocity of the emitting species. The determined expansion velocity of Al\(^+\) species under similar irradiation conditions was \( \sim 2 \times 10^6 \) cm/s using time-of-flight optical emission spectroscopy \([32]\), which corresponds to a Doppler broadening of \( \sim 0.03 \) nm. Doppler broadening is one of the major contributors for line broadening for emission far away from the target surface. The effect of resonance broadening is caused by collision between the emitting particle and an identical particle, resulting in an excitation from the ground state. Hence, resonance broadening is proportional to the ground state number density and the transition oscillator strength. The lower energy level of the selected line (466.3 nm) for electron density estimation is located at 10.6 eV and the reported transition oscillator strength. The lower energy level of the atom and is known to have negligible self-absorption \([34]\). Moreover, the self-absorption in a spectral line is indicated by a spectral dip at the peak intensity region \([35]\). In our experiment, we have not noticed any spectral dip in the line center. The instrumental broadening, which is inherent in all spectrographs, can be minimized by lowering the slit width. The instrumental broadening can be calculated by the following equation \([30]\):

\[
\Delta w_{1/2} = [(w_g^2 + (w_1/2)^2)^{1/2} + w_1/2, \tag{1}
\]

where \( \Delta w_{1/2} \) is the uncorrected full width at half-maximum (FWHM), \( w_g \) is the Gaussian width caused by instrument broadening, and \( w_1 \) is the corrected value of the FHWM. Instrumental broadening was calculated to be about 0.025 nm when using a 30 \( \mu \)m slit width. Both Doppler and instrumental broadening are represented by Gaussian profiles.

In a plasma, Stark broadening is caused by collisions between the emitting species with charged particles, which perturb the transition levels of the emitting atom through variations in the electric field. Stark broadening is directly proportional to the electron density in a plasma and follows a Lorentz distribution. Our profiles are closely fitted to a Lorentz distribution, as shown in Fig. 2, meaning the effects from other broadening mechanisms are less significant. By analyzing the FWHM of the Stark broadened lines, it was possible to accurately calculate the electron density from the plasma using the equation \([30,31]\):

\[
\Delta \lambda_{1/2} = 2\omega \left( \frac{n_e}{10^{16}} \right) + 3.5A \left( \frac{n_e}{10^{16}} \right)^{1/4} \left[ 1 - \frac{3}{4} N_D^{-1/3} \right] \omega \left( \frac{n_e}{10^{16}} \right) A, \tag{2}
\]

where \( \Delta \lambda_{1/2} \) is the FWHM of Stark profiles, \( \omega \) is the electron impact parameter, \( n_e \) is the electron density, \( A \) is the ion impact parameter, and \( N_D \) is the number of particles in the Debye sphere. In Eq. (2), the two terms on the right side correspond to electron and ion contributions to the spectral broadening. However, the ion contribution to broadening is minimal in non-hydrogen plasmas \([30]\) and contributes \(< 0.01 \) nm to the total broadening, allowing us to exclude it from our calculations to obtain Eq. (3):

\[
\Delta \lambda_{1/2} = 2\omega \left( \frac{n_e}{10^{16}} \right). \tag{3}
\]

For estimating the electron density, we used emission profiles of Al\(^+\) at 466.3 nm and the impact parameter was obtained from \([36-38]\). The error associated with the impact parameter is typically \( \sim 10\%-30\% \), which was not included in our error bars \([37,38]\). Figure 2 demonstrates the radially averaged Stark broadened profiles at various axial distances from the target and at different times after the plasma evolution. The solid curves in the figures are fitted to Lorentz distributions.

A. Radially Averaged 1D Density Measurements

Our goal in this experiment was to verify the errors associated with 1D averaging of the electron density. Figure 1 shows the emission resulting from 466.3 nm...
Al\(^+\) line passing through a 30 \(\mu\)m slit width of a Czerny–Turner spectrograph. The image was taken at a time of 50 ns and at a distance of 1 mm. For 1D measurement, the average intensity value obtained from 100 pixels in the center region (which is equivalent to 1.3 mm) was used for deducing electron density. A 1 \(\mu\)s gate width was used for the 1D time-integrated electron density measurements. The estimated radially averaged and time-integrated electron density of the plasma at various distances is given in Fig. 3. The instrumental broadening corrections were made using Eq. (1). The electron density followed a 1/\(t^2\) trend, as shown by the fitted curve in Fig. 3. However, the leveling of the electron density after 4 mm is unexpected, and can be attributed to the limitations of our instruments, as well as to a reduced rate of three-body recombination, which is directly proportional to the square of the electron density.

To explore errors due to time integration, we examined the radially averaged electron density variation with a time, and the results are given in Fig. 4 for various distances from the target surface. The gating time is incrementally increased from 10 to 60 ns to compensate for the reduction in intensity with increasing distance. The fitted curves in Fig. 4 follow a 1/\(t\) dependence. There is a large difference in densities between the spatial and time-resolved plots which is caused by time integration. It should be remembered that laser plasma expansion is highly transient and fundamental parameters will vary rapidly with space and time [20,39]. In Fig. 4, it can be seen that the electron density drops much quicker for shorter axial distances, and the densities at every point become comparable after 150 ns. To evaluate the differences associated with radial averaging in the time-resolved plots, we performed 2D measurements. The results provide both space and time precision in the electron density measurements.

B. 2D Density Measurements

We inspected the densities of the plume in the radial direction to assess the differences with radially averaged 1D electron density measurement. The 2D images of the plasma emissions were obtained at 50, 100, and 200 ns with integration times of 10, 20, and 40 ns, respectively, at various distances from target surface. To compensate for the lack of emission photons due to high space and time resolution, the images were recorded with an accumulation of five laser shots. The emission from 10 axial pixels (corresponding to 130 \(\mu\)m of the plasma height) was averaged at various radial distances to obtain the electron density. The radial profile of the electron density obtained at a distance of 1 mm from the target surface is shown in Fig. 5. This recorded radial profile shows good symmetry along the radial direction.

2D time-resolved measurements of the electron density obtained at 50, 100, and 200 ns after the laser pulse are given in Fig. 6. The electron density maintains symmetry across the radial distance at all times and distances. However, as the 2D profiles show, the electron density distribution changes considerably at recorded times after the laser pulse; it should be noted from the figure that the electron density gradient remained high in both the radial and axial directions, especially at earlier times. This gradient, particularly in the radial direction, leads to differences between the 1D and 2D electron density

\[ \text{(Color online)} \]

Fig. 3. (Color online) Electron density variation with distance from the target surface. The data is radially averaged and obtained with an integration time of 1 \(\mu\)s.

Fig. 4. (Color online) Time-resolved measurements of the electron density taken at 0.5, 1, and 2 mm. Points were taken from experimental data and solid curves are fitted to the data. The integration time is incrementally increased from 10 to 60 ns to compensate the reduction in emission intensity.

Fig. 5. (Color online) Radial profile of the density recorded at 50 ns and at a distance of 1 mm from the target surface.
measurements. For example, the maximum densities recorded for 2D measurements at 50 ns were $3.4 \times 10^{17}$, $2.2 \times 10^{17}$, and $1.3 \times 10^{17}$ e/cm$^3$ at 0.5, 1, and 2 mm, respectively, in the plume expansion direction. In comparison, 1D electron density measurements at 50 ns showed $2.7 \times 10^{17}$, $2.0 \times 10^{17}$, and $1.1 \times 10^{17}$ e/cm$^3$ at 0.5, 1, and 2 mm, respectively, which was 10%–20% lower than 2D electron densities. It should be mentioned that the line averaged electron density is estimated by binning 100 pixels, which corresponds to 1.3 mm in the radial direction. The changes in the electron density values will be much higher (> 50%) if we use a 3 mm slit height, which is standard for most spectrographs. Eventually, as the electron density continued to decrease with time and space through expansion and recombination, the gradient in all directions began to disappear after 200 ns. Additionally, distances greater than 2 mm also had a nearly uniform electron density gradient at all times. From these results, it is reasonable to conclude that radially averaged electron density measurements closely match 2D measurements for distances > 2 mm and times > 200 ns for this experiment.

### 4. Conclusion

It is well known that LPPs are highly transient and its properties change rapidly with space and time. Typically, the fundamental parameters of laser plumes using emission spectroscopy were evaluated by line averaging along the slit height (radial averaging). We evaluated the differences in LPP electron density estimates between radially averaged and radially resolved electron density profiles. Stark broadening of line emission was used for measuring the electron density of Al plasma. A large electron density gradient was seen mostly at times earlier than 200 ns and at distances shorter than 3 mm. Hence, radially averaged 1D electron density measurements showed differences at earlier times of plasma evolution and/or closer distances from the target surface. However, at later times and farther distances, the measured radially averaged electron density values are consistent with 2D radial profiles.
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