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1. Introduction

The worldwide research and development effort in fusion energy is motivated by the aspiration that a properly designed and constructed fusion reactor would allow harnessing the source of the sun’s energy in a way that will either eliminate or greatly improve upon the disadvantages associated with other current energy sources. The International Thermonuclear Experimental Reactor (ITER) is a collaborative international project to design, build and operate a 500 MW fusion machine. The project involving the world’s leading fusion energy programs: the European Union, China, India, Japan, S. Korea, Russia and United States. The primary objective of ITER is demonstrating the scientific and technological feasibility of fusion energy for peaceful purposes [1]. In fusion tokamak reactors, such as ITER, the plasma facing components (PFCs) are exposed to one sided heat fluxes that are created by energetically charged particles and photons striking the PFC surfaces. The divertor modules in a tokamak are used to remove exhaust from the burning plasma and so receive the highest heat loads of the PFCs. In order to increase the heat removal capability of the divertor, the device may have several individual coolant channels defined as divertor plates that run parallel to each other and are assembled as a unit. The divertor plates always have a protective armour such as beryllium or tungsten tiles to limit plasma damage to the copper heat sink. During normal operations, ITER PFCs are expected to absorb an average heat load of 2 MW/m² while the divertor plates will be designed to absorb average heat flux of 5 MW/m² [2]. In order to insure reactor reliability, the reactor cooling system needs to be designed to withstand the most probable and highest heat loads from the plasma, with a substantial margin of safety against heat sink burnout.

Light water is a solution for ITER coolant. Water has benefits as a coolant and on designing water-cooled systems. Some benefits of using water as a coolant type are its relative abundance, ease of handling and filtration, moderation effect upon neutrons, high heat transfer capacity with phase change, minimum environmental and personal safety concerns and compatibility with most tubing materials. A major safety concern with using water as a coolant is voiding effects. Fission reactor operating experiences show that system temperatures above the departure from nucleate boiling range result in significant water voiding. Water voiding represents a loss of heat removal efficiency since the water is coalescing into bubbles or voids and the entrapped steam has a low thermal conductivity. Consequently, coolant voiding may cause localized hot spots in the...
tubing, which in turn may result in a loss of the tube's mechanical integrity. However, the probability of water voiding can be greatly reduced by using water in its subcooled state. Through controlled pressurization of water, its temperature will be sufficiently below the saturation temperature at the given pressure. Thus, significant heat must be absorbed by the water before voiding can commence. At 4 MPa pressure and an inlet temperature of 150 °C, ITER has an approximate subcooling of 100 °C. During normal operations, this level of subcooling should circumvent any voiding concerns. The prediction of the thermal response of the divertor components is a major concern for both the thermal-hydraulic design and safety analysis of the reactor. Therefore, the objective of the present work is to develop a model to simulate cooling processes of the ITER divertor in both normal and off-normal operation. The model is entitled ITERTHA (International Thermonuclear Experimental Reactor Thermal Hydraulic Analysis).

2. Model description

Fig. 1 is a typical schematic design of ITER divertor. The structural material is copper coated by tungsten or beryllium with water being the coolant. Due to similarity around the vertical axis, the present model will focus on only one half of the divertor module in which only one coolant channel. The coolant channel is divided into a specified axial regions while both the divertor and armour are divided into a two-dimension mesh in the radial direction, then a nodal thermal-hydraulic calculation for coolant, divertor and armour is performed with a uniform incident heat flux on the armour surface.

2.1. Coolant temperature

The model treats the coolant as one lumped node. It thus assumed that the coolant is well stirred and has a uniform temperature. The coolant channel is divided into a given number of elements in the axial z-direction where the general energy balance equation is applied to each element:

$$ \rho A \frac{dT}{d\tau} = \int_0^{2\pi} \phi(\tau, \theta) d\theta R \Delta z + G(\tau)A(I_{in}(\tau) - I_{out}(\tau)) $$  \hspace{1cm} (1)

where $A$ is the channel cross-sectional area, $\phi(\tau, \theta)$ is the wall heat flux at time $\tau$ and radial angle $\theta, R$ is the coolant channel radius, $G(\tau)$ is the coolant mass flux at time $\tau$, and $I(\tau)$ is the coolant enthalpy at time $\tau$.

2.2. Divertor temperature

The temperature distribution through the divertor is governed by the two-dimensional general heat conduction equation that takes the following form in Cartesian coordinates:

$$ \rho C P \frac{dT}{d\tau} = \frac{\partial}{\partial x} \left( k(T) \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k(T) \frac{\partial T}{\partial y} \right) + q(x, y, \tau) $$  \hspace{1cm} (2)

Based on the finite difference technique, the model solves the heat conduction in the mesh nodes of a half divertor plate in two-dimensional explicit scheme. Twenty equations are derived from
the general conduction equation to cover all the mesh points. One for each corner, one for each side, one for the interior points, one for the nodes on the line of interface between the two materials and one at the beginning and another one at the end of this line. Also, the perimeter of the coolant channel is divided into four segments; each segment has its own equation with a convection boundary where the heat transfer coefficient is determined at each node. There is also one equation for each node connecting two segments. The number of elements in Z direction and points in X and Y directions are input and so any mesh size can be used. The armour mesh is divided into two different size meshes to enable choosing a smaller mesh size at the upper part of the armour and so the model accounts for evaporation more accurate. The time step is fixed until all the heat of fusion is either absorbed to change to liquid phase or removed to change to the solid phase according to the following equation:

\[ \rho v \frac{d\theta_T}{dt} = -k_s \frac{\partial T}{\partial y} - k_l \frac{\partial T}{\partial y} \]  

where \( \rho \), \( k_s \), and \( k_l \) are the latent heat of fusion, the thermal conductivity of the solid phase and the thermal conductivity of the liquid phase, respectively.

The model also accounts for the heat removed through armour material due to evaporation. The kinetics of evaporation establishes the connection between the surface temperatures and the net atom flux leaving the surface. Since the maximum temperature will be at the surface, no boiling phenomenon is assumed to take place. Consequently, there is no specific temperature where a phase change from liquid to vapor phase can occur. Rather there is a continuous flow of vaporized atoms in which the rate of material removal depends only on the surface temperature, the corresponding vapor pressure and the type of the wall material.

The quantity of heat consumed for evaporation in a time \( dt \) is

\[ dq_{ev} = \rho v (\tau) h_{ev} dt \]  

where \( h_{ev} \) is the latent heat of evaporation, and \( v(\tau) \) is the velocity of the receding surface and given in cm/s by [3]:

\[ v(\tau) = 5.8 \times 10^{-2} \alpha \sqrt{P_T(T)} / \rho(T)^{1/2} \times 0.8 + 0.2 e^{-\tau/100} \]  

where \( \alpha \) is sticking probability (usually \( \approx 1 \)), \( A \) is atomic mass number, \( P \) is vapor pressure (Torr) and \( \tau_c \) is vapor collision time (s).

2.3. Coefficient of heat transfer

The model calculates the heat transfer coefficient for both the single-phase and the boiling two-phase flow. The model first defines the flow regime at each axial node and then performs calculations to obtain the heat transfer coefficient as follows.

2.3.1. Single-phase forced convection

(a) Turbulent regime \( Re \geq 10,000 \); Dittus–Boelter [4] equation is used:

\[ Nu = 0.023 \ Re^{0.8} Pr^{0.4} \]  

(b) Transition regime \( 2100 < Re < 10,000 \); Nusselt number is calculated by interpolation between the laminar and turbulent correlations.

(c) Forced laminar regime \( Re \leq 2100 \); Sieder and Tate [5] correlation is used:

\[ Nu = 1.86 \left( Re Pr / L/D_e \right)^{1/3} \left( \frac{\mu_c}{\mu_w} \right)^{0.14} \]  

2.3.2. Subcooled boiling

Boiling is initiated when the coolant channel wall temperature is equal to the onset of nucleate boiling temperature, \( T_{ONB} \), where \( T_{ONB} = T_{sat} + (\Delta T_{sat})_{ONB} \) (8)

where \( (\Delta T_{sat})_{ONB} \) is given by Bergles and Rohsenow correlation [6] which is valid for water only over the pressure range 1–138 bar:

\[ (\Delta T_{sat})_{ONB} = 0.556 \left( \frac{\phi_{ONB}}{1082P_l^{0.135}} \right)^{0.4639^{0.0234}} \]  

where \( P_l \) is the local pressure in bar and \( \phi_{ONB} \) is in W/m².

The correlation developed by Chen [7] for saturated boiling as described subsequently is extended for use in the subcooled boiling. It is assumed that the total heat flux is made up of a nucleate boiling contribution and a single phase forced convective contribution

\[ \phi(z) = h_{NCB}(T_v(z) - T_{sat}(z)) + h_{SP}(T_v(z) - T_c(z)) \]  

where \( h_{SP} \) is calculated as described above in Section 2.3.1 and \( h_{NCB} \) is calculated for saturated boiling detailed in the next section.

2.3.3. Saturated nucleate boiling

The heat transfer coefficient in forced flow saturated boiling is estimated by the correlation proposed by Chen [7]:

\[ h_{SP} = h_{ev} + h_{NCB} \]  

\[ h_{NCB} = 0.023 \left( \frac{G(1-x)D_e}{\mu_l} \right)^{0.8} \left( \frac{\mu C_p}{\mu l} \right)^{0.4} \left( \frac{k_l}{D_e} \right) \]  

\[ F \] is the convective boiling enhancement factor and calculated as

\[ F = \left[ 1.0 + 2.35(1/X_{Hi} + 0.213)^{0.736} \right] \text{ for } 1/X_{Hi} \leq 0.1 \]

\[ F = \left[ 1 / X_{Hi} > 0.1 \right] \]

where \( X_{Hi} \) is the Lockhart-Martinelli parameter and given by

\[ X_{Hi} = \left( 1 - \frac{x}{X} \right)^{0.9} \left( \frac{P_c}{P_l} \right) ^{0.5} \left( \frac{\mu_c}{\mu_l} \right) ^{0.1} \]

\[ h_{NCB} = 0.00122 \left[ \frac{P_s^{0.8} \gamma_l^{0.45} P_l^{0.49}}{\sigma^{0.3} \rho_l^{0.29} \mu_l^{2.24} P_l^{2.24}} \right] \Delta T_{sat}^{0.24} \Delta P_{sat}^{0.75} \]

where \( \Delta T_{sat} \) is the wall superheat, \( \Delta P_{sat} \) is the difference between the saturation pressures calculated from the wall temperature and the fluid temperature and \( S \) is the nucleate boiling suppression factor and calculated as

\[ S = \begin{cases} 1 + 0.12Re_T^{0.21} & \text{for } Re_T < 32.5 \\ 1 + 0.42Re_T^{0.21} & \text{for } 32.5 < Re_T < 70 \end{cases} \]

\[ Re_T = Re \times F^{1.25} \]

2.3.4. Transition film boiling

In order to calculate the critical heat flux, the Tong-75 correlation [8] is used as it satisfactorily incorporates the thermal and hydrodynamic effects associated with the onset and progression of
CHF. Its predictions for the local CHF has been recommended for fusion CHF as it compares well with experimental data

$$\phi_{\text{CHF}} = 0.23f_0\frac{G}{\delta} (1 + 0.00216\frac{\rho_e}{\rho_i})^{1.8} Re^{0.5}$$

where $f_0$ is the Fanning friction factor, $f_0 = 8.0 \cdot 0.6 D_{\text{ratio}}^{0.32}$. $D_{\text{ratio}} = D_e/D_0$. $D_e$ is the hydraulic diameter and $D_0$ is a reference diameter = 0.0127 m; $P_{\text{ratio}} = P/P_l$, $P$ is the local pressure and $P_l$ is the critical pressure = 22.1 MPa; $Ja$ is the Jakob number, $Ja = -X_{\text{sub}}(\rho_i/\rho_l)$ and $X_{\text{sub}}$ is the quality of subcooled liquid, $X_{\text{sub}} = -C_p \Delta T_{\text{sub}}/\Delta H_g$.

As the wall temperature reaches the CHF temperature (the wall temperature at a heat flux $= \phi_{\text{CHF}}$) the model calculates the heat transfer coefficient using Marshall-98 correlation [9] as it demonstrated agreement with data from fusion-relevant experiments

$$\phi = \phi_{\text{CHF}} \left( \frac{T_w - T_{\text{sat}}}{T_{\text{CHF}} - T_{\text{sat}}} \right)^{-0.23}$$

2.4. Heat transfer enhancement

Due to the extremely high heat flux values in fusion reactors, a heat transfer enhancement technique is required in order to achieve a sufficient margin on critical heat flux at a reasonable flow velocity. The usage of swirl tapes in flow boiling experiments were performed in 1962 [10] for pressurized water reactor studies at Argonne National Laboratory. This and subsequent research reveal that swirl tape inserts in the coolant channels significantly increase the heat transfer coefficient in forced convection regime [11]. The swirl tape inserts influence on the fully developed nucleate boiling regime is negligible; however, they considerably increase the critical heat flux [12]. When the cooling channel features a swirl tape insert, swirl tape factors must be applied to the previously described heat transfer correlations that were defined for bare channel tubes [13].

2.4.1. Forced convection heat transfer

The value of Nusselt number given in Section 2.3.1 is multiplied by the swirl tape modification of Lopina and Bergles [14] as follows:

$$N_{\text{sat}} = Nu \times 2.26Y^{-0.248}$$

where $Y$ is the swirl tape ratio, defined as the number of tube inner diameters per the pitch length for 180° rotation of the tape.

2.4.2. Critical heat flux

The critical heat flux correlation for bare tubes (Tong-75 correlation) is also used for swirl tape tubes after modifying its friction factor to account for the swirl tape inserts. Lopina and Bergles [14] correlate their experimental data to obtain a new friction factor in the following equation:

$$f_{\text{sat}} = f_0 \times [2.75Y^{-0.406}]$$

where $f_0$ is the friction factor for swirl tape tube.

For swirl tape tubes the concept of the equivalent hydraulic diameter should be applied to all the previous heat transfer correlations while the concept of the heated diameter should be applied to the energy equation. In this model, the concept of both the hydraulic and heated diameters are used precisely and no other factors implemented in the swirl tape correlations as done in previous work [13]. The equivalent hydraulic diameter takes the following form:

$$D_e = 4 \times \frac{\pi D_t^2/4 - \delta D}{\pi D + 2(D - \delta)}$$

While the heated diameter takes the following form:

$$D_h = 4 \times \frac{\pi D_t^2/4 - \delta D}{\pi D - 2\delta}$$

where $\delta$ is the tape thickness.
different heat transfer regimes. The comparison is performed under the following conditions:

1. coolant inlet pressure = 1 MPa
2. coolant inlet temperature = 70 °C
3. coolant velocity = 1, 4, and 10 m/s
4. coolant channel diameter = 7.7 mm
5. mockup length = 40 mm
6. mockup width = 15.7 mm
7. mockup height = 15.7 mm

The comparison reveals that the developed model predictions give a very good agreement with experimental data.

Figs. 5–7 show the surface temperature predictions and the measured values of the swirl tape channel mockup. The comparison is performed under the following conditions:

1. coolant inlet pressure = 1, 2, and 4 MPa
2. coolant inlet temperature = 70 °C
3. coolant velocity = 1 m/s
4. coolant channel diameter = 7.3 mm
5. mockup length = 30 mm
6. mockup width = 15.7 mm
7. mockup height = 15.7 mm
8. swirl tape ratio = 2
9. swirl tape thickness = 1 mm
It also shows a good agreement with the experimental data. However, at higher heat fluxes more than 8 MW/m², a transition film boiling regime achieved and so the quantity of heat transfer decreased exponentially. Therefore, any small deviation in the prediction of the onset of the critical heat flux phenomenon leads to a considerable deviation in the temperature values. It means that the swirl tape factor used in the critical heat flux correlation needs more justification. The results also show how the swirl tape inserts enhances the critical heat flux and so the mockup can withstand higher heat fluxes before burn out.

3.2. Transient validation

The present model is used to simulate the loss of flow experiments performed at Sandia National Laboratory on ITER mockups for both bare and swirl tape coolant channels. Fig. 8 shows both the predicted and measured temperatures for the bare channel mockup under LOFA experiment. The pump coast down starts at time = 123.42 s while uniform heating of the mockup continues until a high temperature trip occurs at 700 °C. The comparison is performed under the following conditions:

1. coolant inlet pressure = 1 MPa
2. coolant inlet temperature = 70 °C
3. coolant channel diameter = 7.7 mm
4. mockup length = 40 mm
5. mockup width = 15.7 mm
6. mockup height = 15.7 mm

As shown the predicted temperatures are in good agreement with the experimental data.

Fig. 9 shows both the predicted and measured temperatures for the swirl tape channel mockup under LOFA experiment. The pump coast down starts at time = 60.44 s while uniform heating of the mockup continued until a high temperature trip occurs at 700 °C. The comparison is performed under the following conditions:

1. coolant inlet pressure = 1 MPa
2. coolant inlet temperature = 71 °C
3. coolant channel diameter = 7.3 mm
4. mockup length = 30 mm
5. mockup width = 15.7 mm
6. mockup height = 15.7 mm
7. swirl tape ratio = 2
8. swirl tape thickness = 1 mm

The predicted temperatures in this case are also in good agreement with the experimental data.

4. Results and discussion

The present model is used to simulate the thermal response of ITER divertor exposed to a plasma vertical displacement event (VDE). The initial phase prior to VDE is characterized by unheated divertor with inlet coolant temperature = 71 °C. It is assumed that all temperature values through are equal to the inlet coolant temperature. At time $\tau = 0$, the plasma deposits parts of its energy about...
60 MJ/m² during 0.5 s leading to a high heat flux of 120 MW/m² on divertor surface. Therefore, the temperature rises rapidly in the surface region until the melting point is reached. Then, the melt–solid interface continues to move deeper into the armour while the temperature continues to rise in the melted surface. Evaporation then intensifies from the melted surface until the net heat flux drops at the end of the VDE, i.e., τ = 0.5 s. Then, the energy deposition into the divertor ceased and the hot melt layer cooled by evaporation, radiation, and conduction to the divertor coolant channels. The temperature of the melt surface becomes too low for further evaporation and resolidification of the melt layer takes place. All the results presented in the following figures are obtained at the end of the heated axial length.

Fig. 12. Divertor temperature distributions at the end of the VDE for 10 mm Be armour.

Fig. 13. Divertor temperatures under 60 MJ/m² VDE in 0.5 s for 10 mm W armour.

Fig. 11 shows the thermal behavior of the divertor with 10 mm beryllium armour under a VDE. The surface temperature increased sharply from the steady state value (71 °C) to more than 2000 °C in only 0.04 s, then the intense evaporation reduces the net energy deposited through beryllium and significantly suppresses the temperature rise. As soon as the VDE ends, the surface temperature falls rapidly mainly due to evaporation and conduction until reaching the beryllium melting temperature, 1287 °C where the melted beryllium loses its latent heat of fusion before resolidifying. Then beryllium temperature decreases due to cooling through the divertor channel. Fig. 11 shows the variation of both the melted and evaporated layer thickness due to plasma energy deposition. The beryllium armour starts to melt after about 15 ms and the melt layer thickness increases to more than 900 μm by the end of VDE, then the temperature decreased leading the melt layer to rapidly resolidify. The evaporation layer thickness increases linearly to reach

Fig. 14. Melt and evaporated layer thickness during VDE for 10 mm W armour.
about 570 μm by the end of the VDE. Fig. 12 shows a contour plot of the temperature distribution through the divertor with 10 mm beryllium armour at the end of the VDE.

Fig. 13 shows a simulation of VDE when using 10 mm tungsten armour. In this case, higher surface temperatures are predicted as the melting temperature of tungsten is higher (3407 °C) and the evaporation rate becomes significant above 4000 °C surface temperature. After VDE, the temperature decreases to lower values than in case of beryllium armour due to the relatively higher thermal conductivity of tungsten.

Fig. 14 shows the variation of both the melt and evaporated layer thickness due to plasma energy deposition. The tungsten melt layer thickness slightly exceeds 1500 μm before resolidification starts after the VDE duration while the evaporation thickness reaches only 35 μm.

Fig. 15 shows a contour plot of the temperature distribution through the divertor with 10 mm tungsten armour at the end of the VDE. The divertor temperatures have higher values in this case due to the higher melting temperature of tungsten.

Figs. 16 and 17 show the surface temperature predicted by the present model and the comprehensive HEIGHTS[16] package under 60 MJ/m² energy deposition in 500 ms for both beryllium and tungsten armours, respectively. There is a good agreement in the region where the heat transfer by evaporation is dominant, and then deviation occurs due to the difference in the used heat transfer models. The methodology of predicting the coolant temperature is the main responsible for this deviation where in HEIGHTS[17,18] a time-dependent thermal balance is used while the energy equation is used in the present model in which the rate of change in enthalpy along each axial element is accounted for and the heat flux used is the average channel wall heat flux at each axial element (Eq. (1)). The variation in the coolant temperature leads to a different heat transfer regimes which in turn leads to a higher deviation in both the coolant channel wall and divertor surface temperatures.

5. Conclusion

A computer program entitled ITERTHA (International Thermonuclear Experimental Reactor Thermal Hydraulic Analysis) has been developed to simulate the thermal-hydraulic behavior of ITER divertor modules under both steady and transient states. The selected heat transfer correlations cover all possible operating conditions of ITER for both normal and off-normal plasma events. Melting, vaporization, and solidification of the armour material are accounted for. The present model is validated by experimental data performed at Sandia National Laboratory for both bare and swirl tape coolant channel mockups and shows a good agreement with the experimental data during both the steady and transient states. The model is used to simulate ITER divertor thermal response under intense transient energy deposition of vertical displacement events. This VDE of 60 MJ/m² deposited in 500 ms leads to a maximum surface temperature of 2070 °C and 4800 °C for both beryllium and tungsten armours, respectively. However, the maximum copper temperatures remain below the melting point, the maximum coolant channel wall temperatures remain below the burnout temperature and the maximum coolant temperatures remain below
saturation temperature by good margins for both beryllium and tungsten armour cases. As a result of the VDE, $570\text{m}\text{ of beryllium armour is evaporated while only }35\text{m}\text{ of the tungsten armour is evaporated. The surface temperature predicted by the present model in this case is also compared with Heights predictions with a very good agreement is achieved during the deposition period while a slight deviation is predicted after the end of VDE due to the variation of the heat transfer models used in both programs.}
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