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Basic Principles of Linear Algebra
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Matrices and Vectors
• A Matrix is a rectangular array of numbers arranged in rows and columns. 
• For example, the dimensions of the matrix below are 2 × 3 (read "two by three"), because there 

are two rows and three columns. 𝟏 𝟑 𝟕𝟖 𝟔 𝟗
• A column vector or column matrix is an m × 1 matrix (i.e., a matrix consisting of a single column 

of m elements). 𝟑𝟓𝟗
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• Given a matrix A: A ൌ 𝑎ଵଵ𝑎ଶଵ 𝑎ଵଶ𝑎ଶଶ …… 𝑎ଵ𝑎ଶ⋮𝑎ଵ ⋮𝑎ଶ ⋱… ⋮𝑎 with m rows and n columns

• The transpose of the matrix is expressed as follows:

− 𝐴் ൌ 𝑎ଵଵ𝑎ଵଶ 𝑎ଶଵ𝑎ଶଶ …… 𝑎ଵ𝑎ଶ⋮𝑎ଵ ⋮𝑎ଶ ⋱… ⋮𝑎 with n rows and m columns

Transpose of a Matrix
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• A symmetric matrix is a square matrix where 𝑎 ൌ 𝑎
− 𝐴 ൌ 1 2 32 4 63 6 5
− 𝐴 ൌ 𝐴்

• A skew symmetric matrix is a square matrix where 𝑎 ൌ െ𝑎 & diagonal elements are zeros

− 𝐴 ൌ 0 2 െ3െ2 0 63 െ6 0
− 𝐴் ൌ െ𝐴

Symmetric and Skew Matrices
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• The inverse of an invertible square matrix 𝐴 is represented as 𝐴ିଵ
• 𝐴 𝐴ିଵ ൌ 𝐴ିଵ𝐴 ൌ 𝐼𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑀𝑎𝑡𝑟𝑖𝑥
• 𝐼 ൌ 1 ⋯ 0⋮ ⋱ ⋮0 ⋯ 1 ൈ
• Inverse of a symmetric matrix is a symmetric matrix

Inverse of a Matrix
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• Given a vector: 𝑢 ൌ 𝑢௫𝑢௬𝑢௭
• Its magnitude (norm) 𝑢 ൌ 𝑢௫ଶ  𝑢௬ଶ  𝑢௭ଶ

Magnitude of a Vector

𝑢
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Matrix Addition
• Matrix addition is the operation of adding two matrices by adding the corresponding entries 

together. 
• Two matrices must have an equal number of rows and columns to be added. The sum of two 

matrices A and B will be a matrix, which has the same number of rows and columns as do A and 
B.

𝐴  𝐵 ൌ 𝑎ଵଵ𝑎ଶଵ 𝑎ଵଶ𝑎ଶଶ …… 𝑎ଵ𝑎ଶ⋮𝑎ଵ ⋮𝑎ଶ ⋱… ⋮𝑎 +

𝑏ଵଵ𝑏ଶଵ 𝑏ଵଶ𝑏ଶଶ …… 𝑏ଵ𝑏ଶ⋮𝑏ଵ ⋮𝑏ଶ ⋱… ⋮𝑏 =

𝑎ଵଵ  𝑏ଵଵ𝑎ଶଵ  𝑏ଶଵ 𝑎ଵଶ  𝑏ଵଶ𝑎ଶଶ  𝑏ଶଶ …… 𝑎ଵ  𝑏ଵ𝑎ଶ  𝑏ଶ⋮𝑎ଵ  𝑏ଵ ⋮𝑎ଶ  𝑏ଶ ⋱… ⋮𝑎  𝑏
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Matrix Multiplication
• Matrix multiplication or matrix product is a binary operation that produces a matrix from two 

matrices. 

𝑎ଵଵ. 𝑎ଵଶ.𝑎ଷଵ. 𝑎ଷଶ. +
. 𝑏ଵଶ 𝑏ଵଷ. 𝑏ଶଶ 𝑏ଶଷ =  

.. 𝑥ଵଶ. 𝑥ଵଷ... 𝑥ଷଶ. 𝑥ଷଷ.
4 x 2 matrix      

2x3 matrix      
4 x 3 matrix      

𝑥ଵଶ ൌ 𝑎ଵଵ𝑏ଵଶ   𝑎ଵଶ𝑏ଶଶ𝑥ଷଷ ൌ 𝑎ଷଵ𝑏ଵଷ   𝑎ଷଶ𝑏ଶଷ
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• Given two vectors: 𝑢 ൌ 𝑢௫𝑢௬𝑢௭ & 𝑣 ൌ 𝑣௫𝑣௬𝑣௭
• The dot product of these two vectors is expressed as follows:

− 𝑢⨀𝑣 ൌ 𝑢௫ ∗ 𝑣௫  𝑢௬ ∗ 𝑣௬  𝑢௭ ∗ 𝑣௭ ൌ 𝑢 𝑣  𝑐𝑜𝑠𝜃
− If the two vectors are orthogonal, the dot product is zero.
− If the two vectors are parallel, the dot product reduces to the product of their norms.

Dot Product of Two Vectors

𝑢
𝑣𝜃
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• Given two vectors: 𝑢 ൌ 𝑢௫𝑢௬𝑢௭ & 𝑣 ൌ 𝑣௫𝑣௬𝑣௭
• The cross product of the two vectors is expressed as follows:

− 𝑤 ൌ 𝑢  ൈ 𝑣 ൌ  𝑖 𝑗 𝑘𝑢௫ 𝑢௬ 𝑢௭𝑣௫ 𝑣௬ 𝑣௭ ൌ 𝑢௬𝑣௭ െ 𝑢௭𝑣௬െ𝑢௫𝑣௭  𝑢௭𝑣௫𝑢௫𝑣௬ െ 𝑢௬𝑣௫ , where 𝑖, 𝑗, 𝑎𝑛𝑑 𝑘 are the unit vectors along the x, y, 

and z axes, respectively. 

− 𝑤 ൌ 0 െ𝑢௭ 𝑢௬𝑢௭ 0 െ𝑢௫െ𝑢௬ 𝑢௫ 0 𝑣௫𝑣௬𝑣௭ ൌ 𝑢௬𝑣௭ െ 𝑢௭𝑣௬െ𝑢௫𝑣௭  𝑢௭𝑣௫𝑢௫𝑣௬ െ 𝑢௬𝑣௫ ൌ  𝑢 𝑣
− 𝑤 ൌ 0 𝑣௭ െ𝑣௬െ𝑣௭ 0 𝑣௫𝑣௬ െ𝑣௫ 0 𝑢௫𝑢௬𝑢௭ ൌ 𝑢௬𝑣௭ െ 𝑢௭𝑣௬െ𝑢௫𝑣௭  𝑢௭𝑣௫𝑢௫𝑣௬ െ 𝑢௬𝑣௫ ൌ  𝑣் 𝑢
− 𝑤 ൌ 𝑢  𝑣  sin 𝜃
− 𝑤 ⊥ 𝑢 &𝑤 ⊥ 𝑣

Cross Product of Two Vectors

𝑣
𝑢𝜃

𝑤
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Vector Connecting Two Points
• Given two points in 3D space, which are defined by the following vectors (𝑨 and 𝑩):𝑎௫𝑎௬𝑎௭ and 

𝑏௫𝑏௬𝑏௭ ,
• Then, the vector connecting the two points will be defined as:𝑨𝑩 ൌ 𝑩 െ 𝑨 ൌ 𝑏௫ െ 𝑎௫𝑏𝒚 െ 𝑎𝒚𝑏𝒛 െ 𝑎𝒛

𝑥 𝑦
𝑧 𝐴ሺ𝑎௫, 𝑎௬, 𝑎௭)

𝐵ሺ𝑏௫, 𝑏௬, 𝑏௭)

𝐴𝐵
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Resultant and Vector Summation
• The resultant is the vector sum of two or more vectors. 
• It is the result of adding two or more vectors together. 

• If displacement vectors 𝑨, 𝑩, and 𝑪 are added together, the result will be vector 𝑹. 𝑹 ൌ 𝑨  𝑩  𝑪 ൌ 𝑎௫  𝑏௫  𝑐௫𝑎𝒚  𝑏𝒚  𝑐𝒚𝑎𝒛  𝑏𝒛  𝑐𝒛

𝑥 𝑦
𝑧 𝐴

𝐵 𝐶
𝑅
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• In Photogrammetry, we are dealing with two distinct coordinate systems:
− Camera coordinate systems, and
− Mapping coordinate systems.

• The camera and mapping coordinate systems are not necessarily parallel.
• The derivation of the collinearity equations would require the summation of vectors related to the 

camera and mapping coordinate systems.
• Vectors summation/subtraction cannot be performed unless they are represented relative to the 

same coordinate systems.
• Vectors represented in different coordinate systems can be transformed to common coordinate 

system using a rotation matrix.
• Therefore, we need to establish the rotation matrix relating the camera and mapping coordinate 

systems.

Rotation Matrices
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Rotation Matrix Notations

b
aR
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Collinearity Equations

Involved parameters:
• Image coordinates (xa, ya)
• Ground coordinates (AA, YA, ZA)
• Exterior Orientation Parameters – EOPs (XO, YO, ZO, ω, φ, κ)
• Interior Orientation Parameters – IOPs (xp, yp, c, and the 

coefficients describing distx and disty)

𝑅 ൌ 𝑅𝑥 ൌ 𝑥 െ 𝑐 𝑟ଵଵ 𝑋 െ 𝑋  𝑟ଶଵ 𝑌 െ 𝑌  𝑟ଵଵ 𝑍 െ 𝑍𝑟ଵଷ 𝑋 െ 𝑋  𝑟ଶଷ 𝑌 െ 𝑌  𝑟ଷଷ 𝑍 െ 𝑍  𝑑𝑖𝑠𝑡௫
𝑦 ൌ 𝑦 െ 𝑐 𝑟ଵଶ 𝑋 െ 𝑋  𝑟ଶଶ 𝑌 െ 𝑌  𝑟ଷଶ 𝑍 െ 𝑍𝑟ଵଷ 𝑋 െ 𝑋  𝑟ଶଷ 𝑌 െ 𝑌  𝑟ଷଷ 𝑍 െ 𝑍  𝑑𝑖𝑠𝑡௬
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• In the collinearity equations, the observed image coordinates are expressed as non-
linear function of the:
• Ground coordinates (AA, YA, ZA), 
• Exterior Orientation Parameters – EOP (XO, YO, ZO, ω, φ, κ), and 
• Interior Orientation Parameters – IOP (xp, yp, c, and the coefficients describing distx and disty).

• One should note that the rotation angles ω, φ, κ are those that need to be applied to the 
X, Y, and Z-axes, respectively, of the mapping coordinate system to make it parallel to 
the camera coordinate system.

• Bundle Adjustment is an approach used to solve for the ground coordinates of tie 
points, EOP of the images, and IOP of the used camera(s).

• BASC (Bundle Adjustment with Self Calibration) is provided to solve for such 
parameters (ground coordinates of tie points, EOP of the images, and IOP of the used 
camera).

Collinearity Equations


