Analysis of three-dimensional heat transfer in micro-channel heat sinks
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Abstract

In this study, the three-dimensional fluid flow and heat transfer in a rectangular micro-channel heat sink are analyzed numerically using water as the cooling fluid. The heat sink consists of a 1-cm² silicon wafer. The micro-channels have a width of 57 μm and a depth of 180 μm, and are separated by a 43 μm wall. A numerical code based on the finite difference method and the SIMPLE algorithm is developed to solve the governing equations. The code is carefully validated by comparing the predictions with analytical solutions and available experimental data. For the micro-channel heat sink investigated, it is found that the temperature rise along the flow direction in the solid and fluid regions can be approximated as linear. The highest temperature is encountered at the heated base surface of the heat sink immediately above the channel outlet. The heat flux and Nusselt number have much higher values near the channel inlet and vary around the channel periphery, approaching zero in the corners. Flow Reynolds number affects the length of the flow developing region. For a relatively high Reynolds number of 1400, fully developed flow may not be achieved inside the heat sink. Increasing the thermal conductivity of the solid substrate reduces the temperature at the heated base surface of the heat sink, especially near the channel outlet. Although the classical fin analysis method provides a simplified means to modeling heat transfer in micro-channel heat sinks, some key assumptions introduced in the fin method deviate significantly from the real situation, which may compromise the accuracy of this method. © 2002 Elsevier Science Ltd. All rights reserved.

1. Introduction

Advanced very large-scale integration (VLSI) technology has resulted in significant improvements in the performance of electronic systems in the past decades. With the trend toward higher circuit density and faster operation speed, however, there is a steady increase in the dissipative heat flux at the component, module, and system levels. It has been shown that most operation parameters of an electronic component are strongly affected by its temperature as well as its immediate thermal environment. This leads to an increasing demand for highly efficient electronic cooling technologies. To meet this demand, various electronic cooling schemes have been developed. Comprehensive reviews of the different heat transfer techniques employed in electronic cooling were provided by Mudawar [1] and Yeh [2].

Among others, the micro-channel heat sink has been proven to be a high performance cooling method. A schematic of the structure of a rectangular micro-channel heat sink is illustrated in Fig. 1. A large number of flow channels with characteristic dimensions ranging from 10 to 1000 μm are fabricated in a solid substrate which usually has high thermal conductivity such as silicon or copper. An electronic component is then mounted on the base surface of the heat sink. The heat generated by the component is first transferred to the channels by heat conduction through the solid, and removed by the cooling fluid which is forced to flow through the channels.

The micro-channel heat sink combines the attributes of high surface area per unit volume, large heat transfer
coefficient, and small cooling fluid inventory. Its inherent advantages attracted considerable attentions from researchers. Micro-channel heat sinks with various designs and cooling fluids were fabricated and tested, and superiority of this novel cooling technique was confirmed by experimental results [3–9]. Tuckerman and Pease [3] fabricated a micro-channel heat sink by chemically etching parallel channels in a 1-cm² silicon wafer. The channels had a width of 50 μm and a depth of 302 μm, and were separated by 50 μm thick walls. Using water as cooling fluid, Tuckerman and Pease [3] demonstrated that their micro-channel heat sink was capable of dissipating a heat flux of 790 W/cm².

Mudawar and Bowers [4] employed a stainless steel micro-tube in their heat transfer experiments. The micro-tube had an inner diameter of 902 μm, wall thickness of 89 μm, and length of 5.8 mm. They demonstrated heat fluxes as high as 3000 W/cm² for single-phase water flow.

In addition to the experimental work, many analytical studies on heat transfer in micro-channel heat sinks are found in the literature [10–18]. The classical fin analysis method was widely adopted in these studies. Basically, the solid region separating two flow channels is approximated as a thin fin. The results from the classical fin analysis are then directly applied to model the heat transfer process in micro-channel heat sinks. This method provides a simplified means to evaluating the global heat transfer characteristics. However, it should be noted that a number of major assumptions are
usually employed. Some of them may deviate significantly from the real situation, which will reduce the accuracy of the analytical model.

Wesberg et al. [15] provided a more realistic picture by solving numerically a two-dimensional conjugate heat transfer problem which consists of the simultaneous calculation of heat conduction in the solid and convective heat transfer in the fluid. Detailed spatial distributions of temperature, heat flux and Nusselt number along a micro-channel heat sink cross-section were obtained. A major assumption introduced by Wesberg et al. [15] was that the flow is fully developed (hydraulically and thermally). More recently, Fedorov and Viskanta [18] developed a three-dimensional model to investigate the conjugate heat transfer in a micro-channel heat sink. The approximation of fully developed flow was eliminated and the development of the velocity and temperature field was considered. A very complex yet unusual heat transfer pattern was obtained due to the combined convection-conduction effects in the three-dimensional setting. Most noticeable is that the average channel wall temperature along the flow direction was nearly uniform except in the region close to the channel inlet, where a very large temperature gradient was found. However, most studies in this field reported that the wall temperature rise along the flow direction is nearly linear [12–15, 17].

Although micro-channel heat sinks are capable of dissipating high heat fluxes, the small flow rate produces a large temperature rise along the flow direction in both the solid and cooling fluid, which can be damaging to the temperature sensitive electronic components. Therefore, more sophisticated predictions of the temperature field are essential for an effective micro-channel heat sink design. A more accurate description of the heat transfer characteristics can only be obtained by direct numerical simulation of three-dimensional fluid flow and heat transfer in both the solid and cooling fluid.

In this study, a numerical analysis is performed for the transport processes in a rectangular micro-channel heat sink. The Navier–Stokes and energy equations are solved numerically to determine the fluid flow and heat transfer characteristics of the heat sink. It should be noted here that several previous experimental observations found that the fluid flow and heat transfer in micro-channels may behave differently from those in macroscale channels [19–23]. In particular, Choi et al. [19] and Yu et al. [20] studied fluid flow and heat transfer characteristics of nitrogen gas and water in micro-tubes with inner diameter ranging from 3 to 102 μm. They reported that the measured friction factors were less than predictions from the macroscale tube correlations, and the measured Nusselt numbers were larger than predictions from the Dittus–Boelter correlation. Peng and Peterson [21] investigated the single-phase forced convective heat transfer of water in rectangular channels with hydraulic diameter ranging from 133 to 367 μm. Their results indicted that the Reynolds number for transition from laminar to turbulent flow became much smaller than in the macroscale channels, and the aspect ratio of the channel had a significant effect on the convective heat transfer. Mala and Li [23] measured pressure gradients of water flow in micro-tubes with inner diameter ranging from 50 to 254 μm. They found for larger micro-tubes with inner diameter above 150 μm, the experimental results were in rough agreement with the conventional theory. For smaller micro-tubes, the pressure gradients were higher than these predicted by the conventional theory. Furthermore, the differences between the experimental results and conventional theory predictions increased with increasing Reynolds number. Few attempts have been made to provide theoretical explanations for these fluid flow and heat transfer behaviors in micro-channels. For gas flow, Pong et al. [24] attributed some of these trends to breakdown of the continuum assumptions when the channel size was close to the mean free path of the gas medium, i.e., in the order of magnitude of 1 μm. The other possible explanation was the compressibility due to the high pressure loss. Liquid on the other hand is more complicated, and so far no widely accepted theoretical explanation for liquid flow in micro-channels can be found from the literature. It is clear that an effective analysis of micro-channel heat sinks requires a fundamental understanding of the fluid flow and heat transfer characteristics in such micro-channels. However, due to inconsistencies between experimental results and the lack of understanding of the underlying phenomena, the classical Navier–Stokes and energy equations are used in the present study.

Based on the numerical results, a detailed description of the local and average heat transfer characteristics, i.e. temperature, heat flux, and Nusselt number, is given, and the effects of flow Reynolds number and thermal conductivity of the solid substrate on the heat transfer process are discussed. The results provide a fundamental insight into the complicated three-dimensional heat transfer pattern and may be utilized as a basis to verify the classical fin analysis method.

2. Numerical analysis

2.1. Governing equations and boundary conditions

The construction of the micro-channel heat sink employed to perform the numerical analysis is chosen to match the one used in Kawano et al.’s experimental work [9]. The structure of the heat sink is illustrated in Fig. 1. The heat sink is made from silicon and water is used as the cooling fluid. The electronic component is
idealized as a constant heat flux boundary condition at the heat sink top wall.

Taking advantage of symmetry, a unit cell consisting of only one channel and the surrounding solid is chosen as shown by the dashed lines in Fig. 1. Attention is focused on the heat transfer process in a single unit cell. The results obtained can be easily extended to the entire heat sink. Fig. 1 shows the unit cell, the corresponding coordinate system, and some important notations. Dimensions of the heat sink unit cell are given in Table 1.

Heat transport in the unit cell is a conjugate problem which combines heat conduction in the solid and convective heat transfer to the cooling fluid. The two heat transfer modes are coupled by the continuities of temperature and heat flux at the interface between the solid and fluid, which are expressed as

\[
T_s, \Gamma = T_f, \Gamma, \quad (1)
\]

\[
-k_s \frac{\partial T_s}{\partial n} \Big|_{\Gamma} = -k_t \frac{\partial T_t}{\partial n} \Big|_{\Gamma}. \quad (2)
\]

Some simplifying assumptions are required before applying the conventional Navier–Stokes and energy equations to model the heat transfer process in the heat sink. The major assumptions are:

1. steady fluid flow and heat transfer,
2. incompressible fluid,
3. laminar flow,
4. constant solid and fluid properties,
5. negligible radiation heat transfer,
6. negligible superimposed natural convective heat transfer.

Based on these approximations, the governing differential equations used to describe the fluid flow and heat transfer in the heat sink unit cell are established. First consider the cooling fluid. The momentum equation is written as

\[
\rho_f \left( \vec{V} \cdot \nabla \vec{V} \right) = -\nabla P + \mu_t \nabla^2 \vec{V}, \quad (3)
\]

and the energy equation is

\[
\rho_f c_p \left( \vec{V} \cdot \nabla T \right) = k_t \nabla^2 T. \quad (4)
\]

For the solid, the momentum equation is simply

\[
\vec{V} = \vec{0}, \quad (5)
\]

and the energy equation is

\[
k_t \nabla^2 T = 0. \quad (6)
\]

If the whole unit cell is chosen as a unitary domain, the boundary conditions can be specified as follows. For the hydraulic boundary conditions, the velocity is zero and the energy equation is zero at all boundaries except the channel inlet and outlet. A uniform velocity is applied at the channel inlet.

\[
u = \frac{Re \cdot \mu_t}{d_h}, \quad v = 0, \quad w = 0,
\]

for \( x = 0, \ W_{w1} \leq y \leq W_{w1} + W_{ch}, \) and

\[
H_{w1} \leq z \leq H_{w1} + H_{ch}. \quad (7)
\]

The flow is fully developed at the channel outlet.

\[
\frac{\partial u}{\partial x} = 0, \quad \frac{\partial v}{\partial x} = 0, \quad \frac{\partial w}{\partial x} = 0,
\]

for \( x = L, \ W_{w1} \leq y \leq W_{w1} + W_{ch}, \) and

\[
H_{w1} \leq z \leq H_{w1} + H_{ch}. \quad (8)
\]

For the thermal boundary conditions, adiabatic boundary conditions are applied to all the boundaries of the solid region except the heat sink top wall, where a constant heat flux is assumed.

\[
-k_s \frac{\partial T}{\partial z} = q'', \quad \text{for } 0 \leq x \leq L, \ 0 \leq y \leq W, \ \text{and } z = H. \quad (9)
\]

At the channel inlet, the liquid temperature is equal to a given constant inlet temperature.

\[
T = T_{in}, \quad \text{for } x = 0, \ W_{w1} \leq y \leq W_{w1} + W_{ch}, \ 
\text{and } H_{w1} \leq z \leq H_{w1} + H_{ch}. \quad (10)
\]

The flow is assumed thermally fully developed at the channel outlet.

\[
\frac{\partial^2 T}{\partial x^2} = 0, \quad \text{for } x = L, \ W_{w1} \leq y \leq W_{w1} + W_{ch}, \ 
\text{and } H_{w1} \leq z \leq H_{w1} + H_{ch}. \quad (11)
\]

It should be noted here that the temperature field may not be fully developed if the entrance length is longer than the channel length, as demonstrated later in this paper. However, the change of temperature gradient along the flow direction at the channel exit is usually very small even for very large Reynolds numbers. Therefore, using Eq. (11) as the exit thermal boundary condition will not introduce a large numerical error.

2.2. Method of solution

The finite difference method and the SIMPLE algorithm [25] are applied to solve the governing differential
equations. The grid system has 120 nodes in the \(x\)-direction, 30 nodes in the \(y\)-direction and 50 nodes in the \(z\)-direction. A non-uniform grid arrangement in the \(x\)-direction with a large number of grid points near the channel inlet is used to resolve the flow developing region. The resulting system of algebraic equations is solved using the Gauss–Seidal iterative technique, with successive over-relaxation to improve the convergence time. The solution is regarded as convergent when the criterion of 
\[ \max \left( \left| \frac{\phi^{n+1} - \phi^n}{\phi^{n+1}} \right| \right) \leq 10^{-6} \]
where \(\phi\) represents any dependent variable, namely \(u, v, w,\) and \(T,\) and \(n\) is the number of iteration.

Some special numerical techniques are required when applying the finite difference method to a conjugate heat transfer problem, which were discussed in details by Patankar [25,26]. Basically, the whole heat transfer unit cell is chosen as a unitary computation domain. The momentum equation is solved in a usual manner by assigning the true value to the viscosity in the fluid and a very large value to the viscosity in the solid. In this way, if a zero velocity is specified as the boundary condition for the solid region, the high viscosity in the solid will establish a zero velocity throughout the solid phase, thus provide the appropriate no-slip boundary condition to the fluid region. Once the velocity field is determined, the energy equation can be solved after specifying the thermal conductivities for the solid and fluid.

2.3. Code validation

The numerical code is verified in a number of ways to ensure the validity of the numerical analysis. The grid dependence test is first conducted by using several different mesh sizes. This test proved that the results based on the final grid system presented in this paper are independent of mesh size.

The numerical code is then evaluated by comparing the results with available analytical solutions or widely accepted numerical results. Fig. 2 shows a dimensionless velocity profile for fully developed flow in the channel. The dimensionless velocity here is defined as \(u/u_{\text{max}},\) where \(u_{\text{max}}\) is the maximum velocity located at the center of the rectangular channel. Excellent agreement is found between the present numerical prediction and the analytical solution [27]. For comparison, the analytical and numerical velocity profiles at the \(z\) middle plan (\(z = H_{\text{w1}} + H_{\text{ch}}/2\)) and \(y\) middle plane (\(y = W_{\text{w1}} + W_{\text{ch}}/2\)) are plotted in Fig. 1. The difference is so small that the two results are virtually identical.

The solution for the energy equation was also verified. The surrounding solid region is removed and a pure convective heat transfer problem in the rectangular channel is considered. The boundary condition is chosen as constant longitudinal wall heat flux with uniform peripheral heat flux. Based on the numerical results, the average peripheral Nusselt number \(\overline{Nu}\) is evaluated and plotted in Fig. 3 as a function of the longitudinal distance \(x.\) \(\overline{Nu}\) is defined as
\[ \overline{Nu} = \frac{\frac{q''d_h}{h}}{k_l(T_{T,m} - T_m)}, \]
where \(T_{T,m}\) is the average temperature at the boundary
\[ T_{T,m} = \frac{1}{l} \int_l T_T d\Gamma, \]
plotted in Fig. 3 as a function of the longitudinal distance \(x.\)
and $T_m$ is the fluid bulk temperature.

$$T_m = \frac{\int_{A_c} uT \, dA_c}{\int_{A_c} u \, dA_c}.$$  \hfill (14)

This is a classical convective heat transfer problem and a solution for fully developed flow was provided by Shah and London [27], which is also plotted in Fig. 3. Fig. 3 shows that $\text{Nu}$ is high in the entrance region, but quickly approaches the fully developed value.

In addition to the comparison with the theoretical results, the present numerical results were also compared with experimental data by Kawano et al. [9]. Fig. 4 compares the numerically predicted and experimentally measured friction coefficient, $C_f$, inlet thermal resistance, $R_{\text{t,in}}$, and outlet thermal resistance, $R_{\text{t,out}}$, for a wide range of Reynolds numbers. These parameters are defined, respectively, as

$$C_f = f \cdot Re,$$  \hfill (15)

$$R_{\text{t,in}} = \frac{T_{w,\text{in}} - T_{\text{in}}}{q''},$$  \hfill (16)

$$R_{\text{t,out}} = \frac{T_{w,\text{out}} - T_{\text{in}}}{q''}.$$

Fig. 4 shows good agreement between the present numerical predictions and the experimental data. Most of the predicted results lie within the range of experimental uncertainties, which are outlined by error bars. The only exception is the inlet thermal resistance, $R_{\text{t,in}}$, at lower Reynolds numbers, where the numerical results appear to be underpredicted. A possible explanation for this underprediction may be the heat loss during the experiments. Some heat would spread into the upstream plenum of the solid substrate and be dissipated to the ambient. This would reduce the effective heat flux $q''$ resulting in a larger measured thermal resistance as indicated in Eq. (16). This effect should be more significant for small Reynolds numbers where the convective heat transfer to the cooling liquid is generally weak. Additionally, Kawano et al. indicated these low Reynolds number conditions were unreliable because of large temperature-induced viscosity gradients at the inlet portion [9].

The above code verification tests provide confidence in the present numerical method. A detailed discussion of the parametric trends of the numerical study follows.

3. Results and discussion

The numerical analysis was performed for the rectangular micro-channel heat sink and the results are presented in this section. Some important fluid flow and heat transfer parameters that are employed in this study are summarized in Table 2. The local and average heat transfer characteristics of the heat sink are explored first. Then the effects of flow Reynolds number and thermal conductivity of the solid are discussed. Finally, the validity of some major assumptions employed in the classical fin analysis method is assessed.

3.1. Local heat transfer characteristics

The temperature distribution at several $x$–$y$ planes, namely the heat sink top wall (wall $A$), channel top wall (wall $a$), channel bottom wall (wall $c$), and heat sink bottom wall (wall $C$), is illustrated in Fig. 5a–d. Some interesting features are readily observed. From the distribution of constant temperature contour lines, the

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$T_{\text{in}}$</th>
<th>$q''$</th>
<th>$k_{\text{water}}$</th>
<th>$k_{\text{silicon}}$</th>
<th>$k_{\text{copper}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>140.0</td>
<td>20.0</td>
<td>90.0</td>
<td>0.61</td>
<td>148.0</td>
<td>401.0</td>
</tr>
</tbody>
</table>
temperature gradient decreases along the longitudinal x-direction from the channel inlet to the outlet. However, the change of gradient is so small that a linear temperature rise is a good approximation for the situation studied. The temperature along the transverse y-direction is virtually constant. The temperature decreases from the heat sink top wall to the heat sink bottom wall.

The temperature distributions at two x-z planes, the y middle plane where \( y = W_{w1} + W_{ch}/2 \) and the heat sink side wall (wall B), are plotted in Fig. 6a and b, respectively. In Fig. 6a, the shape of the channel is clearly visible due to the large difference in temperature gradient between the solid and liquid. Because of the silicon’s high thermal conductivity, the temperature gradient in the silicon is much smaller than that in water. The location of the channel is noted in Fig. 6b. The positions of the constant temperature contour lines are essentially the same in the solid region in Fig. 6a and b, which confirms that the temperature is nearly constant along the transverse y-direction in the solid. It can also be seen from Fig. 6a and b that the temperature gradient along the z-direction in the solid region above the channel is larger than that in the solid region below the channel at a given longitudinal distance \( x \). In fact, the temperature gradient in the solid region below the channel is so small that it can be regarded as isothermal at each y-z cross-section. This implies that the thickness and material in the solid region above the channel are more important for heat transport in the heat sink.

Fig. 7a–c show temperature distributions at three y-z cross-sections along longitudinal x-direction, where \( x = 0 \), \( x = L/2 \) and \( x = L \). The temperature variation in the solid is much smaller than in the fluid. The temperature of the fluid is originally uniform at the channel inlet (\( x = 0 \)) and changes due to the development of the thermal boundary layer. The temperature profile at the middle of the channel (\( x = L/2 \)) is very close to that at the channel exit (\( x = L \)).

Fig. 8a–c illustrate the heat flux distribution at the channel walls. The local heat flux \( q'' \) is evaluated as

\[
q'' = -k \frac{\partial T_x}{\partial n} \Bigg|_T. \tag{18}
\]

A high heat flux is found in the region near the channel inlet. This is attributed to the thin thermal boundary layer in the developing region. The heat flux varies around the channel periphery, approaching zero in the corners where the flow is generally weak for a
Fig. 6. Local temperature distribution in $x$–$z$ plane: (a) heat sink middle plane ($y = W_{w1} + W_{ch}/2$), (b) heat sink side wall (wall $B$).

Fig. 7. Local temperature distribution in $y$–$z$ plane: (a) heat sink inlet ($x = 0$), (b) heat sink middle plane ($x = L/2$), (c) heat sink outlet ($x = L$).

Fig. 8. Local heat flux distribution: (a) channel top wall (wall $a$), (b) channel bottom wall (wall $c$), (c) channel side wall (wall $b$).
rectangular channel. Comparing Fig. 8a with b, the heat flux at the channel top wall is only slightly larger than that at the bottom wall. This implies that although the heat is supplied to the heat sink top wall, it is spread out very effectively within the solid region by conduction. From Fig. 8c, the heat flux at the channel side wall is higher than that at the channel top and bottom walls due to the short distance between the channel side walls and the large velocity gradient present.

The heat flux distribution can be better understood from the local Nusselt number distribution at the corresponding three channel walls, which are shown in Fig. 9a–c. The local Nusselt number $Nu$ is defined as

$$Nu = \frac{q''_0 d_h}{k_f (T_{s1} - T_m)},$$

(19)

where $T_m$ is the fluid bulk temperature defined by Eq. (13). Some features of the Nusselt number distribution are the same as those in the heat flux distribution, such as high value in the entrance region and low value near the channel corners. There are also some special features. The Nusselt number distributions at the channel top and bottom walls are essentially identical. The Nusselt number at the side wall is symmetrical about the middle plane, which is different from the corresponding heat flux distribution. This is because for laminar flow with constant properties, the Nusselt number is solely determined by the channel geometry and local flow conditions.

### 3.2. Bulk heat transfer characteristics

The fluid bulk temperature and average wall temperatures at the heat sink top wall, channel top wall, channel bottom wall, and heat sink bottom wall are plotted in Fig. 10a as functions of longitudinal distance $x$. The fluid bulk temperature $T_m$ is defined in Eq. (3). The average wall temperature at the heat sink top wall (wall $A$) and heat sink bottom wall (wall $C$) is defined as

$$T_{av}(x) = \frac{1}{W} \int_0^W T_{s1} \, dy, \quad \text{for} \ z = H \ \text{and} \ z = 0.$$  

(20)

The average wall temperatures for the channel top wall (wall $a$) and channel bottom wall (wall $c$) are defined as

Fig. 9. Local Nusselt number distribution: (a) channel top wall (wall $a$), (b) channel bottom wall (wall $c$), (c) channel side wall (wall $b$).

Fig. 10. Average heat transfer characteristics along $x$-direction: (a) average temperature, (b) average heat flux, (c) average Nusselt number.
\[ T_{av}(x) = \frac{1}{W_{ch}} \int_{H_{w1}}^{H_{w1} + H_{ch}} T_s(z) \, dy, \quad \text{for } z = H_{w1} + H_{ch} \]

and \( z = H_{w1} \).

(21)

It can be observed that the average temperature decreases from the heat sink top wall to the heat sink bottom wall. The average temperature is nearly the same for the channel bottom wall (wall \( c \)) and heat sink bottom wall (wall \( C \)). The liquid bulk temperature is lowest at a given longitudinal distance \( x \). The temperature rise is approximately linear for all the results illustrated. The highest temperature point is located at the heat sink top wall immediately above the channel outlet.

Fig. 10b and c illustrate the average heat flux \( q''_{av} \) and average Nusselt number \( \text{Nu}_{av} \) at the interface between the solid and liquid regions. The definitions of \( q''_{av} \) and \( \text{Nu}_{av} \) at the channel top wall (wall \( a \)) and channel bottom wall (wall \( c \)) are similar as the corresponding average wall temperature in Eq. (21). \( q''_{av} \) and \( \text{Nu}_{av} \) at the channel side wall (wall \( b \)) are defined, respectively, as

\[ q''_{av}(x) = \frac{1}{H_{ch}} \int_{H_{w1}}^{H_{w1} + H_{ch}} q'' \, dz, \]

\[ \text{Nu}_{av}(x) = \frac{1}{H_{ch}} \int_{H_{w1}}^{H_{w1} + H_{ch}} \text{Nu} \, dz, \]

(22)

(23)

for \( y = W_{w1} \). Much higher average heat flux and Nusselt number can be found in the region near the channel inlet and decrease rapidly to nearly constant values. The average heat flux at the channel top wall is slightly larger than at the bottom wall, but the corresponding average Nusselt numbers are virtually identical. For most of the channel length, the average heat flux and Nusselt number at the channel top and bottom walls are about half their corresponding values at the channel side wall.

### 3.3. Effects of Reynolds number

The effects of Reynolds number on the heat transfer process in the micro-channel heat sink are illustrated in Fig. 11a and b for three different Reynolds numbers, 140, 700 and 1400. The fluid inlet temperature and the heat flux supplied to the heat sink top wall are kept constant in the cases studied. Fig. 11a shows the effects on the bulk fluid temperature and the average wall temperature at the heat sink top wall and heat sink bottom wall. It can be seen that the average temperatures decrease with increasing Reynolds number and the differences between the temperature gradients at the channel inlet and outlet are more apparent at high Reynolds numbers.

Fig. 11b shows the effects on the average Nusselt number along the channel top wall and the channel side wall. As Reynolds number increases, a higher average Nusselt number is obtained at a given longitudinal distance \( x \). This trend is maintained even at the channel outlet, which implies the length of the thermal developing region is larger than the channel length. In fact, the fully developed condition may not be achieved inside the heat sink for high Reynolds numbers, even if the gradient of the average Nusselt number near the channel exit is very small.

### 3.4. Effects of solid thermal conductivity

The effects of thermal conductivity of solid is explored by substituting copper for silicon as substrate material. The thermal conductivity of copper is about 2.7 times that of silicon as indicated in Table 2. The effects introduced by increasing the solid thermal conductivity are shown in Fig. 12a. It can be seen that changes in the bulk fluid temperature and average temperature at the heat sink bottom wall are very small. However, the average temperature at the heat sink top wall decreases with increasing solid thermal conductivity, especially in the region near the channel outlet.

The average Nusselt number at the channel top wall and the channel side wall for the copper micro-channel heat sink is shown in Fig. 12b. The effects of the solid thermal conductivity on the average Nusselt number are so small that the results for the copper heat sink are virtually identical to those for the silicon heat sink, Fig. 11b.
3.5. Assessment of classical fin analysis

One of the major objectives of the theoretical studies is to develop an optimization methodology for the micro-channel heat sink geometry in such a way that the thermal resistance between the heat sink base surface and the cooling fluid is minimized. Several different optimization schemes were developed [3,11,13,14,17]. Unfortunately, very few of those were verified with experiment. As discussed in the previous section, the classical fin analysis is commonly employed in these models. However, this method may not provide accurate results due to the assumptions used and complicated nature of the conjugate heat transfer in the heat sink. In this section, the major approximations introduced in the classical fin analysis method for micro-channel heat sinks operating in the laminar flow regime are summarized and assessed based on the present numerical results.

(1) The solid wall separating two flow channels is approximated in the classical fin analysis as a thin fin and temperature in the wall varies only along the z-direction at each channel cross-section (i.e., each longitudinal distance x). Also at each channel cross-section, the fin-base temperature is uniform and identical to the channel-base temperature. The numerical results of the present study show the temperature in the solid region along the transverse y-direction is nearly constant (Fig. 5a–d), which indicates this assumption is generally valid.

(2) Heat transfer at each heat sink cross-section is modeled in the classical fin analysis as one-dimensional. This assumption is valid in the fully developed region. As shown in Fig. 6a and b, the distribution of constant temperature contour lines along the transverse z-direction is nearly the same for different longitudinal distances x in the fully developed region.

(3) Flow in the channel is assumed laminar and fully developed (hydraulically and thermally) in the classical fin analysis. For low Reynolds numbers, the entrance region is relatively short and the entrance effect is negligible. However, the effects of the developing region become more pronounced at high Reynolds numbers as indicated in Fig. 11b.

(4) The classical fin analysis assumes fluid temperature changes only along the flow direction and is uniform at each channel cross-section (complete thermal mixing). Fig. 6a shows very large temperature gradient exists in the fluid, which clearly disputes the assumption of the classical fin analysis.

(5) The convective heat transfer coefficient along the channel wall is assumed constant and known in the classical fin analysis. This is a poor assumption as shown by the distribution of local Nusselt number in Fig. 9a–c. The convective heat transfer coefficient is a strong function of the channel geometry and local flow condition.

The classical fin method offers the advantages of simplicity and analytical appeal. However, the numerical results of the present study reveal this method can only provide a qualitatively correct picture of heat transport in a micro-channel heat sink.

4. Conclusions

The three-dimensional fluid flow and heat transfer processes in a rectangular silicon micro-channel heat sink were analyzed numerically, and a detailed description of the local and average heat transfer characteristics, i.e. temperature, heat flux, and Nusselt number, was obtained. The effects of Reynolds number and thermal conductivity of the solid substrate on the heat transfer process were discussed. Furthermore, the validity of the major assumptions employed in the classical fin analysis method was investigated based on the numerical results. Key findings from the study are as follows:

(1) The temperature rise along the flow direction in the solid and fluid regions of the micro-channel heat sink can be approximated as linear. The highest temperature point is located at the heated base surface of the heat sink, which is immediately above the channel outlet. The temperature along the transverse
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