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Abstract

Certain dynamical models may be unwieldy to simulate repetitively in order to ascertain a global range of model behavior, especially if the model contains uncertainty in the form of stochastic terms. Surrogate modeling using sparse grid interpolation can alleviate the burden associated with increasing dimension of the parameter space. Previous stochastic differential equation (SDE)-based sparse grid approaches have not compared differences in sampling within the time domain and in the diffusion terms present in the equations. This study seeks to explore these features along with other factors considered important to the construction of the sparse grid, including the grid type and the numerical method used to solve the SDE. Results suggest that the grid type is the most important determinant for constructing a low-error interpolant, followed by the type of time points. Future studies will attempt to incorporate adaptive trajectory sampling from the uncertainty space into the sparse grid approach in order to minimize both the interpolation and convergence errors.
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1. Introduction

1.1. Why use sparse grids and surrogate modeling?

Most mechanistic and semi-mechanistic mathematical models are developed using ordinary differential equations (ODEs). These models are computationally intensive due to the high dimensionality associated with the increasing dimension of the uncertain space. The resulting surrogate model can be used in model evaluations.

1.2. Why use stochastic differential equations (SDEs)?

Complex dynamical systems are often difficult to simulate when a large number of experimental factors are being considered [1, 2, 3]. Furthermore, local searches of the pertinent factors may be insufficient to characterize the wide range of possible behaviors exhibited by the system in question. Sparse grids allow for global, computationally efficient exploration of the uncertain space using tensor-product quadrature [4, 5, 6]. These approximations of the underlying model mitigate the curse of dimensionality associated with the increasing dimension of the uncertain space. The resulting surrogate model can be used in model-based control and optimization without sacrificing much of the modeling accuracy and incurring the cost of unnecessary model evaluations.

1.3. What has been done to adapt sparse grid interpolation to SDEs?

The models explored in this paper were found in the systems biology literature. Systems biology is concerned with the systems level representation of biological phenomena [8]. Abstractions of these phenomena, represented as mathematical models, often have to be solved numerically using discretized approximations to the true solution. Randomness and heterogeneity plays a large role in influencing certain biological systems, like neurons [9, 10, 11]. Such random forces are prevalent in systems not isolated from the external environment [7].

Examples of SDE-based models can be found in systems biology: (1) the cerebellar granular cell [11], (2) a glucose regulatory system for type 1 diabetes patients [12], (3) the JAK-STAT pathway [13], and (4) the euglycemic hyperinsulinemic clamp [14]. There is a particular need to accurately model these biological phenomena with full consideration of the inherent variability. With surrogate models, researchers can fully study the spectrum of possible hypotheses coded by different model parameter values, without having to directly integrate the underlying model, which is often computationally prohibitive.

1.4. What has been done to adapt sparse grid interpolation to SDEs?

Sparse grids have been applied to stochastic partial differential equations (SPDEs) with random inputs [15, 16, 17, 18, 19, 20], backwards stochastic differential equations with random inputs [21], and differential algebraic equations with random parameters [22]. The objective was to understand how uncertainty propagates from inputs to outputs, an area known as uncertainty quantification. Such work employed the stochastic component. We consider the uncertain space to be delineated by the ranges of the model parameters we are interested in.

X(t) = f(X, u, t, θ)dt + g(X, u, t, θ)dB(t) X(0) = X₀ (1)

where X ∈ ℝᵐ is a continuous time stochastic process, B ∈ ℝᵐ is a Brownian motion process, t is time, u are inputs, θ are model parameters, f(·) ∈ ℝᵐ⁺ is the drift term (deterministic component), and g(·) ∈ ℝᵐ⁺ is the diffusion term (stochastic component).
collocation approach [23, 24], which approximates the stochastic solution with interpolating polynomials that solve the underlying deterministic problem at predetermined points in the parameter space.

SDEs with white noise were also explored with the sparse grid method [25], with the intent of determining the optimal time step and noise level for first-order convergence of the method. When the integration and discretization step sizes were varied, the increase in the number of random variables along the stochastic process led to an increase in the number of points needed to construct the sparse grid, which we refer to as support nodes.

1.4. Gaps Identified and Contributions of the Paper

One of the poignant gaps revealed by existing SDE-based sparse grid methods is the use of uniformly spaced time points, as in [27]. An alternative approach was proposed in [2], which uses the extrema of Chebyshev polynomials for efficient time domain interpolation of ODE models. Extending this selection scheme to SDEs may provide the reduced memory and improved performance of the sparse grid interpolation algorithm, as opposed to uniform selection of time points.

Another gap concerns the diffusion function, which represents the stochastic component of the SDE and contributes to the system uncertainty. The complexity of the diffusion function is also of particular interest when constructing surrogate models for SDEs. Previous work has not delved into the effect of different diffusion functions can have on the accuracy of the surrogate model. Therefore, we also plan to adapt sparse grid methods to accommodate different diffusion functions.

2. Background

2.1. Sparse Grid Interpolation

In sparse grid interpolation, the support nodes are selected in a predefined manner, and there is a nested, hierarchical sampling scheme [5, 6, 26] such that nodes from a previous interpolation depth are used in subsequent interpolation depths.

A mathematical formulation of sparse grids now follows from [4, 5, 27, 28, 29]. Consider a function \( f : [0, 1]^d \to \mathbb{R} \) that is to be interpolated on a finite number of support nodes. Rescaling can be performed on dimensions that are not of unit length. Here, \( f \) is a sample average of multiple SDE trajectories:

\[
    f(x) = \frac{1}{N} \sum_{i=1}^{N} f(x, \omega_i) \tag{2}
\]

where \( f(\cdot) \) is a SDE trajectory, \( x \) is the support node, \( \omega_i \) is the \( i \)th SDE trajectory at \( x \), and \( N \) is the number of SDE trajectories. A trajectory consists of observations of the underlying process at specific sampling times. \( f \) represents the average of all such observed trajectories for each sampling time.

A univariate interpolation function can be constructed:

\[
    \mathcal{U}(f) = \sum_{j=1}^{m} d_j \cdot f(x_j) \tag{3}
\]

where \( i \in \mathbb{N}, d_i \in C([0,1]), d_i(x_i^l) = \delta_{ij}, l \in \mathbb{N} \) are the univariate basis functions, \( x_i^l \in X_i = \{x_1^i, \ldots, x_{m_i}^i\}, x_i^l \in [0,1], 1 \leq k \leq m_i \), are the support nodes.

Extending this interpolation function to multiple dimensions, the multivariate formula, using the full tensor product formulation, is:

\[
    (\mathcal{U}^n \otimes \cdots \otimes \mathcal{U}^1)(f) = \sum_{j=1}^{m_1} \cdots \sum_{j_d=1}^{m_d} (d_1^{j_1} \otimes \cdots \otimes d_d^{j_d}) f(x_1^{j_1}, \ldots, x_d^{j_d}). \tag{4}
\]

The number of support nodes required for the full tensor product representation is \( \prod_{i=1}^{d} m_i \), which is computationally demanding for high dimensions \( d \). The Smolyak construction aims to substantially decrease the number of support nodes used while preserving the interpolation properties in 1-dimensional cases.

Define the difference function \( \Delta' = \mathcal{U} - \mathcal{U}^{\infty} \), \( \mathcal{U}' = 0 \) and multi-index \( i \in \mathbb{N}^d, |i| = i_1 + \cdots + i_d \). Now, define the Smolyak interpolant as:

\[
    A_{n+d,d}(f) = \sum_{k=0}^{n} \sum_{|\mathbf{j}|=|i|} (\Delta_{k+1}^{\mathbf{j}} \otimes \cdots \otimes \Delta_{k+1}^{\mathbf{l}})(f). \tag{5}
\]

The inner sum can be expressed as

\[
    \sum_{|\mathbf{j}|=|i|} \sum_{l=0}^{d} \sum_{m_l=0}^{m_l} (d_l^{j_l} \otimes \cdots \otimes d_l^{j_l}) (f(x_l^j) - A_{k+d-1,d}(f)(x_l^j)). \tag{6}
\]

where \( j \) is the multi-index \( (j_1, \ldots, j_d), j_l = 1, \ldots, m_l^j, l = 1, \ldots, d, \) and the points \( x_l^j = (x_1^{j_1}, \ldots, x_d^{j_d}) \) is the \( j \)th element of \( X_l^j = X_l^j \setminus X_l^{j-1} \), \( X_l^0 = \emptyset \), and \( m_l^j = |X_l^j| \).

It is also useful to compute the relative and absolute errors of the Smolyak interpolant using correction terms known as hierarchical surpluses:

\[
    w_l^{j,j} = f(x_l^j) - A_{k+d-1,d}(f)(x_l^j), \tag{7}
\]

\[
    E_{\text{abs}} = \max_j w_l^{j,j}, \tag{8}
\]

\[
    E_{\text{rel}} = \max_j \frac{w_l^{j,j}}{\max f(x_l^j) - \min f(x_l^j)}. \tag{9}
\]

From this formulation, it is evident that one need only the function evaluations at certain support nodes. Furthermore, the nodes can be chosen in an hierarchical fashion such that \( X_i^j \subset X_i^{j+1} \).

2.2. Support Node Selection\textsuperscript{2} by Grid Type

Sparse grid interpolation commonly employs two types of basis functions that compose the underlying grids:

- Piecewise (multi)linear
- Polynomial
Piecewise linear grids present a reasonable tradeoff between accuracy and cost [26]. Clenshaw-Curtis is the best piecewise linear grid to work with, allowing for dimension adaptivity, where more nodes are sampled along the dimensions of the uncertain parameter space with the highest error. The node selection scheme is:

\[ m_i = \begin{cases} 1, & i = 1 \\ 2^{i-1} + 1, & i > 1 \end{cases} \]

\[ x'_j = \begin{cases} \frac{(j-1)}{m_j}, & m_j > 1 \\ \frac{1}{2}, & m_j = 1, \end{cases} \]

where \( m_i \) is the number of support nodes for level \( i \), and \( x'_j \) is the position of the \( j \)th node at level \( i \), \( j = 1, \ldots, m_i \).

Higher-order basis functions, like polynomial grids, can be applied to systems where the function to be interpolated is smooth and higher accuracy is required. These grids include the Chebyshev-Gauss-Lobatto grids [27] and the Gauss-Patterson grids [28]. For the Chebyshev-Gauss-Lobatto grids,

\[ m_i = \begin{cases} 1, & i = 1 \\ 2^{i-1} + 1, & i > 1 \end{cases} \]

\[ x'_j = \begin{cases} \cos \left( \frac{\pi(j-1)}{m_j} \right), & m_j > 1 \\ 0, & m_j = 1, \end{cases} \]

Refer to [27] for a discussion of node selection for the Gauss-Patterson grids.

### 2.3. Time Interval Selection

Time intervals can be either uniform or non-uniform. With non-uniform time points, a possibility is to utilize the extremas of the Chebyshev polynomials as was done in [2] for ODE models:

\[ T'_i = T'_\text{min} + (1 - \cos(\frac{\pi s_i}{d})) \cdot \frac{T'_\text{max} - T'_\text{min}}{2}, \]

where \( i \in \{1, \ldots, p\} \) is a vector of indices corresponding to model outputs, \( d \) is the degree of the interpolating Lagrange polynomial, \( T'_i \) is a vector of sampling times, \( T'_\text{min} \) is the minimum time, \( T'_\text{max} \) is the maximum time, and \( s_i \in [0, \ldots, d] \).

Once the model outputs are sampled at these sampling times, they can be evaluated at other times \( t, T'_\text{min} \leq t \leq T'_\text{max} \):

\[ \hat{y}_i(\theta, t) = L'_d(t) \cdot \hat{y}_i(\theta, T'_i), \]

where \( \hat{y}_i(\theta, t) \) is the interpolated model output with parameters \( \theta \) at time \( t \), \( \hat{y}_i(\theta, T'_i) \) is the sparse grid model output sampled at the times \( T'_i \), \( L'_d \) is the Lagrange interpolating polynomial for the \( d \)th model output, defined in [30].

### 2.4. SDE Numerical Methods

Two types of numerical methods are available for use in integrating SDEs: the Euler-Mayurama (Equation 16) and Milstein (Equation 17) Methods, which represent first and second-order stochastic Taylor expansions, respectively [31, 32, 33]:

\[ X(i+1) = X(i) + f(X(i), u, i\delta t, \theta)\delta t + g(X(i), u, i\delta t, \theta)(B(i) - B(i-1)) + \frac{g(X(i), u, i\delta t, \theta) \cdot g'(X(i), u, i\delta t, \theta)(B(i) - B(i-1)^2 - \delta t^2)}{2}, \]

where \( \delta t \) is the integration time step and \( g'() \) is the derivative of \( g() \) with respect to \( t \).

The approximation accuracy for higher-order diffusion functions will be affected by the method used due to the presence of higher order terms in the Taylor expansion of the more accurate Milstein Method. For constant diffusion functions, there is no difference between the two methods.

### 3. Methods

#### 3.1. Implementation

The underlying code for the approach discussed here was written in Matlab. This involved two steps. First, the relevant specifications for each model were determined. These specifications include the timespan of the simulation, relevant model outputs, and parameters of interest. Parameters of interest are those parameters of biological importance for the system under study. Second, after the simulation conditions were specified, the model outputs were simulated using the numerical methods discussed and subsequently interpolated using the sparse grid method. Sparse grid interpolation was done using the Sparse Grid Interpolation Toolbox [34]. The factors that were varied for each run are described in the next section.

#### 3.2. Computational Experiments

We list the factors for each simulation run, followed by simulation conditions for each of the four models (see Appendix A.1- Appendix A.4 for their mathematical representations).

<table>
<thead>
<tr>
<th>Grid Type</th>
<th>Clenshaw-Curtis (CC)</th>
<th>Chebyshev-Gauss-Lobatto (CGL)</th>
<th>Gauss-Patterson (GP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Time Interval</td>
<td>Uniform (U)</td>
<td>Non-uniform (NU)</td>
<td></td>
</tr>
<tr>
<td># of Time Points (TP)</td>
<td>16, 32, 64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDE Numerical Method</td>
<td>Euler-Mayurama (EM)</td>
<td>Milstein (M)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Factors for Computational Experiments

The metrics with which we will measure accuracy of the resulting interpolant is:

1. relative error of the interpolant computed at the support nodes,
2. # of support nodes used to construct the interpolant,
4. Results & Discussion

4.1. Identifying the Sufficient Number of Realizations

Before determining the superior configuration of factors for the given models, we first attempt to find the necessary number of realizations to ensure an upper bound on the underlying convergence error. For each of the four models, we increased the number of realizations, calculating the relative convergence error at each point, stopping once the error was below some predefined threshold, $10^{-4}$ for the constant diffusion term models and $10^{-2}$ for the linear diffusion term models. The equations used to compute these relative convergence errors are shown in Appendix A.5. Specifically, Equation A.11 was used for the first two models and Equation A.12 was used for the latter two. For the ABM and GBM models, 100 uniformly spaced points were selected in the 2-dimensional parameter space in a grid format, and their relative convergence errors were computed. For the DCEI and PP models, 100 points were selected using Latin Hypercube Sampling (using the Matlab command `lhsdesign`) and their relative convergence errors were computed. Once this procedure was completed for all the models, 1500, 1200, 400, and 400 realizations were deemed sufficient for the ABM, GBM, DCEI and PP models, respectively. The corresponding plots of the error values at these realizations are shown in Figs. 1-4.

4.2. Determining the Superior Configuration

Once the sufficient number of realizations was identified for each model, we proceeded to run different configurations of the factors listed in Table 1 to determine the superior configuration and interpolant. For brevity, we chose to run the full factorial design of configurations for the ABM model only, while running a limited number of configurations for the remaining models. The baseline configuration to run for all models was [EM, CC, U, 16 TP]. For the ABM model, all 18 possible configurations were run, whereas for the other models, only 1 factor was varied for each run, resulting in six configurations for the DCEI model and seven for the remaining two.

The results of these runs are shown in Figs. 5-8. For all models, the polynomial interpolant grids (e.g., CGL, GP) performed better than the piecewise linear grid (e.g., CC). This is to be expected as polynomial interpolants have an extra degree of freedom with which to interpolate these nonlinear models. The use of the Milstein Method provided no additional benefit, incurring a higher relative error and a higher number of support nodes in the GBM model. Uniform time points performed as well as or better than the non-uniform counterparts. Increasing the number of time points did not bring a clear improvement for any model.

Based on these findings, we would suggest that at a minimum, using the Chebyshev-Gauss-Lobatto or the Gauss-Patterson grids is good, as they clearly demonstrated a lower relative error, along with uniform time points. It is possible that using more time points may make a difference in larger models, as only models with at most 2 states were considered here.

5. Conclusions & Future Work

The approach discussed here interpolates the solution provided by an average SDE trajectory at each support node. It does so by analyzing a variety of computational factors that influence the accuracy of the solution, in order to suggest possible configurations that produce superior interpolants. Future work will more compactly and adaptively represent multiple realizations of the SDE solver at each point to account for the stochastic properties of the underlying system by taking advantage of the sparse grid structure. This paper serves as an exploration of the true stochastic dynamics of SDE models using computationally expedient surrogate modeling.

Appendix A. Models Used

Appendix A.1. Arithmetic Brownian Motion (ABM)

\[ dX = \mu dt + \sigma dB, \quad X(0) = 1 \]  
\[ X = X_0 + \mu t + \sigma B \]  

Appendix A.2. Geometric Brownian Motion (GBM)

\[ dX = \mu X dt + \sigma X dB, \quad X(0) = 1 \]  
\[ X = X_0 \exp \left( \left( \mu - \frac{\sigma^2}{2} \right) t + \sigma B \right) \]
Figure 1: Contour plot of relative convergence errors for parameter space of ABM model with 1500 realizations.

Figure 2: Contour plot of relative convergence errors for parameter space of GBM model with 1200 realizations.

Figure 3: Relative convergence errors for parameter space of DCEI model with 400 realizations. Only the first two dimensions are shown.

Figure 4: Relative convergence errors for parameter space of PPM model with 400 realizations. Only the first two dimensions are shown.

Figure 5: Scatter plot of relative errors and number of support nodes for each configuration of the ABM Model. Circles = CC, Squares = CGL, Triangles = GP, Blue = U, Red = NU, and Size = # of Time Points.

Figure 6: Scatter plot of relative errors and number of support nodes for each configuration of the GBM Model. Light Blue = 16 TP, Medium Blue = 32 TP, Dark Blue = 64 TP, Purple = NU, Green = CGL, Yellow = GP.

Figure 7: Scatter plot of relative errors and number of support nodes for each configuration of the DCEI Model. Light Blue = 16 TP, Medium Blue = 32 TP, Dark Blue = 64 TP, Purple = NU, Green = CGL, Yellow = GP.

Figure 8: Scatter plot of relative errors and number of support nodes for each configuration of the PP Model. Light Blue = 16 TP, Medium Blue = 32 TP, Dark Blue = 64 TP, Purple = NU, Green = CGL, Yellow = GP.
Appendix A.3. Dynamic Contrast Enhanced Imaging (DCEI)

\[ dQ_p = \left( \frac{F_{pT} - PS}{1 - \delta} \right) \frac{Q_p(t) + \gamma}{V_p} \; dt + \sigma_d B_{2p} \]  

\[ dQ_t = \left( \frac{PS}{V_b} \right) Q_p - \frac{PS}{V_b} Q_t \; dt + \sigma_d B_{2t} \]  

where \( Q_p (t) \) is the quantity of contrast agent in the blood plasma (interstitial space), \( F_{pT} \) is the blood perfusion flow, \( h_{2p} \) is the hematocrit fraction, \( PS \) is the permeability surface area of tissue, and \( V_b (V_r) \) is the blood (extracellular) volume.

Appendix A.4. Predator-Prey System (PP)

\[ [x_0, y_0] = [0.6, 0.8] \]  

\[ dx = x (a - bx - \frac{cy}{m + x}) \; dt + \alpha x dB_1 \]  

\[ dy = y (r - f y + \beta y) \; dt + \beta y dB_2 \]  

where \( x (y) \) is the prey (predator) population, \( a \) is the growth rate of \( x, b \) measures the strength of intra-species competition among \( x \), \( f \) and \( c \) are the maximum values of the per-capita reduction rate of \( x \) due to \( y \), \( m \) is the environment protection rate of \( x \) and \( y \), \( r \) is the growth rate of \( y \), and \( \alpha \) and \( \beta \) are the intensities of the noise processes.

Appendix A.5. Relative Convergence Error

\[ K^* = \arg \min_k \frac{1}{N} \sum_{i=1}^{N} \| x_{p,k}(t) - x_{p,k}(i) \| \leq \varepsilon \]  

\[ K^* = \arg \min_{k, p} \frac{1}{N} \sum_{i=1}^{N} \frac{x_{p,k}(i)}{x_{p,d,k}(i)} \leq \varepsilon \]  

where \( K^* (K) \) is the sufficient (actual) number of realizations, \( x_{p,k}(i) (\hat{x}_{p,k}(i)) \) is the interpolated (expected) model state with \( K \) realizations, for point \( p \) in the parameter space, and at \( t = i \), \( N \) is the number of time points, \( \varepsilon \) is the error threshold, and \( \delta \) is the increment in the number of realizations.
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