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ABSTRACT

Understanding the occurrence and variability of drought events in historic and projected future climate is

essential to managing natural resources and setting policy. The Midwest region is a key contributor in corn

and soybean production, and the occurrence of droughts may affect both quantity and quality of these crops.

Soil moisture observations play an essential role in understanding the severity and persistence of drought.

Considering the scarcity of the long-term soil moisture datasets, soil moisture observations in Illinois have

been one of the best datasets for studies of soil moisture. In the present study, the authors use the existing

observational dataset and then reconstruct long-term historic time series (1916–2007) of soil moisture data

using a land surface model to study the effects of historic climate variability and projected future climate

change on regional-scale (Illinois and Indiana) drought. The objectives of this study are to (i) estimate

changes and trends associated with climate variables in historic climate variability (1916–2007) and in pro-

jected future climate change (2009–99) and (ii) identify regional-scale droughts and associated severity, areal

extent, and temporal extent under historic and projected future climate using reconstructed soil moisture data

and gridded climatology for the period 1916–2007 using the Variable Infiltration Capacity (VIC) model. The

authors reconstructed the soil moisture for a long-term (1916–2007) historic time series using the VIC model,

which was calibrated for monthly streamflow and soil moisture at eight U.S. Geological Survey (USGS) gauge

stations and Illinois Climate Network’s (ICN) soil moisture stations, respectively, and then it was evaluated

for soil moisture, persistence of soil moisture, and soil temperature and heat fluxes. After calibration and

evaluation, the VIC model was implemented for historic (1916–2007) and projected future climate (2009–99)

periods across the study domain. The nonparametric Mann–Kendall test was used to estimate trends using the

gridded climatology of precipitation and air temperature variables. Trends were also estimated for annual

anomalies of soil moisture variables, snow water equivalent, and total runoff using a long-term time series of

the historic period. Results indicate that precipitation, minimum air temperature, total column soil moisture,

and runoff have experienced upward trends, whereas maximum air temperature, frozen soil moisture, and

snow water equivalent experienced downward trends. Furthermore, the decreasing trends were significant for

the frozen soil moisture in the study domain. The results demonstrate that retrospective drought periods and

their severity were reconstructed using model-simulated data. Results also indicate that the study region is

experiencing reduced extreme and exceptional droughts with lesser areal extent in recent decades.

1. Introduction

Climate variability and climate change have been

strongly associated with the water and energy cycle and

associated extremes, such as drought. Global and re-

gional land surface temperature have increased in the

twentieth century and greater warming has been iden-

tified in the last three decades (WMO 2005), with 11 of

the 12 warmest years observed since 1850 occurring

between 1995 and 2006 (Alley et al. 2007). Easterling

et al. (1997) conducted an analysis of the global mean

surface air temperature and found that because of dif-

ferential changes between daily maximum and mini-

mum temperatures, the diurnal temperature range is

narrowing. Precipitation from 1900 to 2005 has also
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increased significantly in the eastern part of North and

South America (Alley et al. 2007). The effects have also

been observed on the hydrologic cycle and its compo-

nents as a result of changes in the climate variables, such

as precipitation and air temperature.

Lettenmaier et al. (1994) analyzed climate and stream-

flow data for the continental United States from the

period 1948 to 1988 and found (i) an increase in March tem-

perature, (ii) an increase in precipitation from September

to December, (iii) an increase in streamflow in the

November–April period and (iv) a decrease in tempera-

ture range between late spring and winter. The effects of

climate variability and change have been observed on

other variables as well. For instance, the start of the frost-

free season in the northeastern United States has been

observed to occur 11 days earlier in the mid-1990s than in

the 1950s (Cooter and LeDuc 1995) while peak stream-

flows associated with snowmelt are also occurring earlier

in the year (Regonda et al. 2005; Stewart et al. 2005).

Lastly, there has been an observed increase in the num-

ber of days with heavy precipitation during the twentieth

century (Kunkel et al. 1999).

Many of these trends are expected to persist and even

strengthen into the future (e.g., Easterling et al. 2000;

Sheffield and Wood 2008; Diffenbaugh et al. 2008).

Hayhoe et al. (2007) and Cherkauer and Sinha (2009)

found, using the data from the selected global climate

models (GCMs), that annual air temperatures are ex-

pected to increase and that precipitation is expected to

increase in winter [December–February (DJF)] and spring

[March–May (MAM)] but decrease in the summer [June–

August (JJA)] in the midwestern United States. This will

contribute to increased streamflow in winter and spring

but also increase the likelihood of low flows and drought in

the summer months. Diffenbaugh et al. (2008) found that

along with the southwestern United States, the Midwest

is projected to have increasingly high hot spot metric

values for the late twenty-first century. Furthermore,

droughts and their effects on agricultural production

and water supplies are and will be among the greatest

natural hazards in not only the United States but across

the globe (Clark et al. 2008).

A drought is an extreme event that is responsive to

changes in climate variables. Analysis of drought over

the twentieth century in the United States uncovers a

great amount of variability (Dai et al. 2004; Sheffield

et al. 2004); for instance, the droughts that occurred in the

1930s and 1950s dominate any long-term trend (Kunkel

et al. 1996). Karl et al. (1996) found that there has been

no long-term trend in drought for the United States and

that areas experiencing excessive wetness appear to be

increasing since the 1970s. Andreadis and Lettenmaier

(2006) found that for most of the continental United

States, the severity of droughts has been reduced as a

result of wetter conditions over the last 80 years. Sheffield

and Wood (2008) analyzed GCM projections for future

climate scenarios and found a projected decrease in soil

moisture globally, with an increase in the long-term

drought frequency projected for the midlatitude regions

of North America.

Drought can lead to significant economic loss and im-

mense pressure to society. In the last three decades,

droughts and heat waves caused about $145 billion (U.S.

dollars) across the United States (Lott and Ross 2006).

Therefore, the need for proactive rather than reactive

management is now being underscored (Wilhite et al.

2000). However, the identification of drought events is

difficult, as there are several definitions—such as mete-

orological drought, hydrological drought, and agricul-

tural drought (e.g., Wilhite et al. 2000; Keyantash and

Dracup 2002; Dracup et al. 1980)—and varying criteria

for estimating the start and the end of drought events.

Understanding the need to derive an accurate index that

can be applied over a region for a variety of applications,

Sheffield et al. (2004) proposed that it may be necessary

to include as many as contributing processes as possible.

For instance, agricultural drought depends on the tem-

poral variability of precipitation and soil moisture, and

the availability of moisture to cover losses from evapo-

transpiration (ET; Sheffield et al. 2004). There are many

drought indices—such as the standardized precipitation

index (SPI) and the Palmer drought severity index

(PDSI)—used in drought studies (e.g., Mo 2008; Dai et al.

2004), but these are typically focused on a single type of

drought or a limited number of data sources. More re-

cently, Shukla and Wood (2008) derived a new hydro-

logical drought index known as standardized runoff index

(SRI), which they demonstrated could better identify

hydrological drought, especially in the snow-dominated

regions.

Drought identification is often hampered by the need

for better quality input data (for both observational and

model simulated) of precipitation, soil moisture, and

runoff, and this has led to the use of output from projects

such as the North American Land Data Assimilation

System (NLDAS; Mitchell et al. 2004), which was de-

signed to provide accurate land surface initial condi-

tions to GCMs to improve climate forecasts. The offline

products have, however, found application in drought

monitoring. As for quality observations of soil moisture,

the best dataset for the United States comes from the

Illinois Climate Network (ICN; Hollinger and Isard

1994). Several studies, including those by Maurer et al.

(2002) and Schaake et al. (2004), have found that sim-

ulated soil moisture is highly model dependent and that

more work must be done to improve the results.
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Occurrence and magnitude of drought is directly re-

lated to variability in the regional hydrologic cycle. The

Midwest region is important for the production of corn

and soybean, and recently its importance has grown

because of increased use of corn in biofuel production.

Considering the importance of agricultural production

in this region, there is a growing need to study the

linkages of climate variability and change with drought.

Therefore, important research questions that need to be

answered include the following: (i) What regional trends

are associated with climate variables and how these are

linked with water fluxes and storage; (ii) how have ob-

served trends in climate variables affected regional-scale

drought; and (iii) how are the frequency and extent

(both temporal and spatial) of extreme and exceptional

droughts likely to change under projections of future

regional climate?

We use the Variable Infiltration Capacity (VIC) large-

scale hydrology model to simulate soil moisture and

runoff conditions at a 1/88 spatial resolution for historic

(1916–2007) and future (2009–99) climate. These simula-

tions were at a higher resolution and for a longer period

than most previous studies (e.g., Dai et al. 2004; Andreadis

et al. 2005; Sheffield and Wood 2008). We have cali-

brated and evaluated the VIC model against observed

monthly streamflow from multiple local U.S. Geological

Survey (USGS) gauging stations and individual site

observations of soil moisture, whereas previous studies

have used only a handful of larger basins and not in-

cluded soil moisture in their calibration. We have also

included the effects of seasonal soil frost on infiltration

and soil moisture drainage—something not considered

in previous larger-scale studies. This study was designed

to address the following objectives: (i) estimate changes

and trends associated with climate variables in historic

climate variability and in projected future climate change

and (ii) identify regional-scale droughts and associated

severity, areal extent, and temporal extent under historic

and projected future climate using reconstructed soil

moisture data from the VIC model.

2. Methods and data

a. Study region

This study was conducted in Illinois and Indiana (Fig. 1),

an area well known for its agricultural production, espe-

cially corn and soybeans. The region consists of the rolling

forested landscape in southern Indiana and Illinois, and

the much flatter northern and central areas, which are

dominated by row crop agriculture (Easterling and Karl

2000). Mean annual daily maximum temperature (based

on observations from 1916 to 2007) is 178C, whereas mean

annual daily minimum temperature is 4.88C. Mean annual

precipitation for the study domain is 971 mm. The oc-

currence of soil freezing in winter and soil thawing in

early spring is common, and it affects runoff generation,

soil moisture, and flooding. The region drains into the

upper Mississippi and Ohio River basins.

b. The VIC model

The Variable Infiltration Capacity model, originally

developed jointly at the University of Washington and

Princeton University, is a macroscale hydrology model

used to simulate water and energy fluxes, including soil

moisture and runoff, which are used to estimate drought

indices for the study domain. The VIC model (Liang

et al. 1994, 1996; Cherkauer and Lettenmaier 1999;

Cherkauer et al. 2003) is a physically based model that

solves a full energy and water balance for every grid cell.

Vegetation is represented using a mosaic scheme in

which multiple vegetation types can coexist in a single

grid cell. Land cover classes are specified using the leaf

area index (LAI), root fraction, canopy resistance, and

other parameters. The VIC model is a well-established

FIG. 1. Location of watersheds, streamflow gauging stations, and

soil moisture observation sites used in model calibration and

evaluation. Gauging stations in Illinois unless otherwise noted: (a)

Illinois River at Valley City; (b) Illinois River at Henry; (c) Illinois

River at Kingston Mines; (d) Wabash River at Mt. Carmel; (e)

White River at Indianapolis, IN; (f) Wabash River at Lafayette, IN;

(g) White River at Newberry, IN; and (h) Miami River at Hamilton,

OH. Soil moisture sites include (1) BVL, (2) DXB, (3) BRW,*

(4) ORR, (5) DEK, (6) MON, (8) ICC,* (9) LLC,* (10) FRM, (11)

Carbondale* (SIU), (12) OLN, (13) FRE,* (14) RND,* (15) STE,

and (34) Fairfield* (FAI). Model simulations for the drought

analysis were limited to Indiana and Illinois. The asterisk indicates

the soil moisture observations used were for 1982–2007; otherwise,

observations used were for 1982–2004.
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large-scale hydrology model (e.g., Abdulla et al. 1996;

Lohmann et al. 1998; Nijssen et al. 1997, 2001; Wood et al.

1997; Maurer et al. 2002), and it has well-developed cold-

season process routines, such as those for soil frost and

snow accumulation and melt (Cherkauer and Lettenmaier

1999; Cherkauer et al. 2003).

The VIC model soil moisture estimates, in particular,

have been widely evaluated. Nijssen et al. (2001) found

good correlation between observed and simulated soil

moisture for stations in Illinois. Maurer et al. (2002)

conducted simulations using the VIC model and found

that soil moisture persistence is better reproduced by the

VIC model than the leaky bucket model of Huang et al.

(1996), which is the model used by the National Weather

Service’s (NWS) Climate Prediction Center (CPC) in its

Soil Moisture Monitoring program for the United States

(available online at http://www.cpc.noaa.gov/products/

Soilmst_Monitoring/). Robock et al. (2003) compared

soil moisture from the VIC model to observations from

Great Plains mesonet stations and found good agree-

ment. Moreover, the VIC model has been applied to

reconstruct historical droughts in many previous stud-

ies (e.g., Sheffield et al. 2004; Andreadis et al. 2005;

Andreadis and Lettenmaier 2006; Sheffield and Wood

2007; Shukla and Wood 2008). We used the VIC model

version 4.1.0 r3 with full energy and water balance, and

frozen soils solved using the finite difference soil ther-

mal solution described by Cherkauer and Lettenmaier

(1999), with a constant bottom boundary temperature.

For all the simulations conducted in this study, the initial

1-yr period was considered as the model spin-up period.

c. Data

1) OBSERVED AND PROJECTED CLIMATE DATA

Daily observed climate forcing data included ob-

served daily precipitation, air temperature extremes, and

wind speeds. The original precipitation and temperature

observations were obtained from the National Climatic

Data Center (NCDC) for the period 1915–2007. Daily

wind speed data were obtained from the National Cen-

ters for Environment Prediction–National Center for

Atmospheric Research (NCEP–NCAR) 40-yr Reanalysis

project (Kalnay et al. 1996). The wind speed data are

available from 1949 and for the period prior to 1949; a

daily wind climatology based on the period after 1949

was used (see Hamlet and Lettenmaier 2005). All daily

station data were gridded for the study region at a spatial

resolution of 1/88 (Sinha et al. 2010) using the method of

Hamlet and Lettenmaier (2005) to reduce anomalies (or

inconsistencies) caused by changes in the number and

location of meteorological stations with time. The de-

tails about preprocessing, quality control, regridding,

temporal adjustment, and topographic adjustments can

be found in Hamlet and Lettenmaier (2005).

Projected future climate/meteorological forcing were

obtained from GCM simulations developed for the

Fourth Assessment Report (AR4) of the Intergovern-

mental Panel on Climate Change (IPCC). Because there

is uncertainty associated with GCM projections, which

can be regionally dependent, we used data from three

GCMs [third climate configuration of the Met Office

United Model (HadCM3.1), Parallel Climate Model ver-

sion 1.3 (PCM1.3), and Geophysical Fluid Dynamics

Laboratory Climate Model version 2.0.1 (GFDL CM2.0.1)]

to produce multimodel ensemble statistics for three dif-

ferent scenarios: the Special Report on Emissions Sce-

narios (SRES) A1B, A2, and B1 (Nakićenović et al. 2000),

where the A2 scenario has the highest future emissions

of greenhouse gases (GHGs) and B1 has the lowest.

These GCMs were selected because they fulfill the cri-

teria described by Cayan et al. (2008) and because they

have been used for other studies of regional climate

change in the United States, as they provide a range of

sensitivities to GHGs and their performance has been

deemed acceptable for the Midwest (e.g., Wuebbles and

Hayhoe 2004).

Climate projections for all three models and all three

scenarios were obtained from the World Climate Re-

search Programme’s (WCRP’s) Coupled Model Inter-

comparison Project phase 3 (CMIP3) multimodel dataset.

We obtained the CMIP3 data from the Lawrence Liver-

more National Laboratory (LLNL)–Reclamation–Santa

Clara University (SCU) multimodal dataset, stored and

served out of the LLNL Green Data Oasis (available

online at http://gdo-dcp.ucllnl.org/downscaled_cmip3_

projections/dcpInterface.html). These data were bias-

corrected using the historic gridded climate forcing dataset

using the methodology of Wood et al. (2004), which

used an empirical statistical technique to remove biases

while preserving the probability density function of the

historic monthly data and the future climate trends from

the GCM projections. The method was originally de-

veloped by Wood et al. (2002) and was later compared

successfully with other statistical and dynamic down-

scaling techniques (Wood et al. 2004). Daily data were

disaggregated from bias-corrected monthly totals using

daily time series from a monthly historic climatology for

the period 1915–2006, in which the selection of historic

daily time series for a given month was further refined by

sorting historic and future data into wet and dry, and

warm and cold climatic periods. As with the historic

climatology, the gridded future climate projections in-

cluded daily precipitation, minimum and maximum

daily temperature, and wind speed for 1950 through

2099.
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2) SOIL DATA AND LAND COVER DATA

Soil parameters, not reserved for model calibration,

were obtained from the Land Data Assimilation System

(LDAS; Maurer et al. 2002) at a 1/88 spatial resolution.

Vegetation parameters were acquired from the same

LDAS dataset. Monthly leaf area index (LAI) data for

each vegetation type and each 1/88 grid cell were obtained

from Myneni et al. (1997), whereas updated vegetation

library parameters (e.g., roughness height, stomatal re-

sistance) were obtained from Mao et al. (2007).

3) SOIL MOISTURE DATA

Soil moisture data were obtained from the Global Soil

Moisture Data Bank (Robock et al. 2000) and are de-

scribed by Hollinger and Isard (1994). These data consist

of total soil moisture observations for 19 stations. col-

lected as a part of the Water and Atmospheric Resources

Monitoring (WARM) Program run by the state of Illinois.

Data obtained from the Global Soil Moisture Data Bank

(Robock et al. 2000) cover the period of February 1981

to June 2004, whereas eight sites have continued to col-

lect data past the end of the original project. These data

(through 2007) were obtained from R. W. Scott (2008,

personal communication), who manages the continuing

sites within the ICN. All observations were taken using a

neutron probe, with supporting calibration data collected

with gravimetric observations. Soil moisture observations

were made for the top 10 cm of soil and then at 20-cm

intervals to the depth of 2 m. All of the soil moisture ob-

servational sites are located in grass except one (Dixon

Springs; DXB), which is located in bare soil. We selected

15 soil moisture stations, including 7 with data through

2007, for comparison with model simulations (Fig. 1).

4) FLUX AND SOIL TEMPERATURE DATA

We obtained observations of daily latent heat flux

(LHF) and sensible heat flux (SHF), and soil temperature

from the Bondville, IL (BVL), AmeriFlux station (avail-

able online at http://public.ornl.gov/ameriflux/), located in

the central-eastern part of Illinois. Observational data for

this site started in 1996, and data collection is ongoing. We

used data for the period 1997–2007, as data for 1996 were

not available for the entire year. There are two other

AmeriFlux sites within the study domain, but the site at

Bondville was the only one to include soil temperature,

latent heat flux, and sensible heat flux observations;

therefore, it is the only site used for model evaluation.

5) MONTHLY STREAMFLOW DATA

Observed monthly streamflow data were obtained for

eight gauging stations (Fig. 1) within the study domain,

which were operated by the USGS. These data were used

to calibrate the VIC model’s parameters and to evaluate

the effectiveness of those calibrated parameters.

d. Statistical analysis

1) TREND ANALYSIS

To understand the impact of climate variability, the

nonparametric Mann–Kendall test was applied using a

5% significance level. This test has been widely used for

the detection of trends in hydrologic and climatic data

(e.g., Lettenmaier et al. 1994; Kunkel et al. 1999; Yue

and Wang 2002; Sinha and Cherkauer 2008), and it is

described here in brief.

The Mann–Kendall test identifies a trend without con-

sidering if it is linear or nonlinear in a given time series.

The test is based on the statistic S, which is defined as

S 5 �
N�1

i51
�
N

j5i11
sgn(Y

j
� Y

i
), (1)

where Yj and Yi are data points in given time series, N is

the total number of data points, and

sgn(a) 5

1 a . 0

0 if a 5 0

�1 a , 0

8
<

:
. (2)

A positive (negative) value of S indicates an increasing

(decreasing) trend, whereas the significance of the test is

estimated using the standardized normal test statistic Z:

Z 5

(S� 1)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var(S)

p S . 0

0 if S 5 0
(S 1 1)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var(S)

p S , 0

8
>>>>><

>>>>>:

, (3)

which is evaluated in this study using a 5% significance

level.

This method was used to estimate trends in the annual

average anomalies of precipitation P, maximum air tem-

perature (T-max), minimum air temperature (T-min), to-

tal column soil moisture (SM-Total), surface soil moisture

(top VIC model layer 5 top 10 cm; SM-Surf), frozen soil

moisture (part of total soil moisture that remains in a

frozen condition as ice; SM-Frozen), and total runoff

(runoff 1 baseflow). SM-Total was estimated by dividing

the soil moisture of each layer by its respective field ca-

pacity and taking the average of the resulting fractional

soil moisture. The field capacity values for all three soil

layers of each grid cell in the study domain were obtained

from the LDAS soil parameter file (see Maurer et al.

2002). This method of calculating total soil moisture

was selected because it reduces the bias generated by soil
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moisture from the thickest soil layer, which may, in turn,

affect the derived trends and variability. For each variable,

annual average anomalies were estimated by subtracting

the long-term (i.e., 1916–2007) mean value from the an-

nual average values. Snow water equivalent (SWE) trends

were also estimated but based on anomalies of total SWE

for the winter and spring seasons. Trends for P, T-max,

and T-min were estimated using the gridded climatology,

whereas trends in the other variables were estimated using

the VIC model output data. Trend analysis was conducted

for the period 1916–2007 for all variables.

Trend analysis was also conducted on observed soil

moisture (OSM) data from the ICN stations. To remove

the effect of serial correlation on observed soil moisture

time series, we used the trend-free prewhitening approach

prior to the application of nonparametric Mann–Kendall

test as described by Burn et al. (2004). Time series for the

top 10 (OSM-Surf) and 90 cm (OSM-90) soil moisture

were used to estimate annual anomalies for the period of

record: 1982–2004 for eight closed stations and 1982–2007

for the seven operational stations (Fig. 1). Because the

second soil layer was set to 80 cm in the calibration, we

used the simulated soil moisture from the top two layers,

with thicknesses of 10 and 80 cm, respectively, to com-

pare with the observed soil moisture in the top 90 cm.

Therefore, for both observed and simulated soil moisture,

no normalization of soil moisture was performed.

2) SOIL MOISTURE PERSISTENCE

A serial autocorrelation test was used to estimate

persistence (or memory) of the monthly soil moisture

anomalies. When the value of the autocorrelation func-

tion (ACF) first reaches zero for monthly anomalies of

soil moisture variables (e.g., SM-90 and OSM-90), the lag

was considered to be the persistence, in months, of soil

moisture. Monthly anomalies were estimated by sub-

tracting the long-term (1916–2007) mean monthly value

from the mean value for each month.

3) SIMULATION PERFORMANCE MEASURES

Model performance was estimated during calibration

and evaluation using three measures of simulation per-

formance: the Nash–Sutcliffe efficiency (NE; Nash and

Sutcliffe 1970), the correlation coefficient (r) as described

by Ivanov et al. (2004), and the ratio of simulated mean

flow to observed mean flow (MFratio). Equations for

these are as follows:
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where Oi is observed flow and Si is model simulated flow

for the ith month, O is mean monthly observed flow, S is

mean monthly simulated flow, and N is the total number

of months. NE can take any value from minus infinity to

1, r varies between 0 and 1, and MFratio varies from 0 to

positive infinity. In this study, values of NE more than

0.35 and less than 0.50 were considered an indicator of

average performance, between 0.50 and 0.70 indicated

good performance, and greater than 0.70 indicated very

good performance. Similar thresholds for NE are also

suggested in Boone et al. (2004) and Oleson et al. (2008).

The model performance was considered as good if the r

was greater than 0.8 and very good if r was greater than

0.90. Values of MFratio indicate the overprediction or

underprediction of streamflow, where a value of 1 is

perfect prediction. The farther MFratio gets from 1, the

greater the difference between the observed and simu-

lated mean streamflow; therefore, values of MFratio were

considered very good between 0.9 and 1.1, and good

between 0.80 and 1.2. Additionally, the model perfor-

mance was also tested for annual average streamflow for

the combined period (1986–2005), with correlation co-

efficients of more than 0.90 considered an indicator of

good performance.

e. Drought indices

Drought periods and drought categories (i.e., excep-

tional, extreme, severe, and moderate) were estimated us-

ing three drought indices: SPI for meteorological drought,

SRI for hydrological drought, and SM percentiles for ag-

ricultural drought. Here, we describe these indices in brief;

refer to Mo (2008) for detailed information.

1) STANDARDIZED PRECIPITATION INDEX

The deficit in precipitation is measured using the SPI,

which is based on the probability of precipitation at

different time scales. Developed by McKee et al. (1993,

1995), the SPI has been widely used to identify meteo-

rological drought conditions (e.g., Mo 2008; Shukla and

Wood 2008). Drought severity was identified using the

ranges described by Svoboda et al. (2002). A drought
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event was classified as an exceptional drought if SPI

was less than 22.0, an extreme drought if SPI was be-

tween 21.6 and 21.9, a severe drought if SPI was be-

tween 21.3 and 21.5, and a moderate drought if SPI was

between 20.8 and 21.2.

2) STANDARDIZED RUNOFF INDEX

The deficit of runoff is measured using the SRI, which

is based on the probability of runoff at different temporal

scales. SRI was developed and applied by Shukla and

Wood (2008). In this study, the SRI was computed using

time series of monthly-mean total runoff rather than

streamflow to develop spatially distributed maps, similar

to those derived for the SPI. Drought severity for the SRI

was identified using the same ranges defined for the SPI.

3) SOIL MOISTURE PERCENTILES

Soil moisture percentiles were estimated using the

mean monthly SM-Total. A Weibull plotting position

was used to estimate percentiles, as described by Wang

et al. (2009) and Andreadis et al. (2005), using the mean

monthly soil moisture values for the period 1916–2007.

Percentile values less than 20 were considered drought,

and the severity of drought was determined based on the

definitions of Svoboda et al. (2002). A drought event was

classified as an exceptional drought if the soil moisture

percentile was less than 2, an extreme drought if it was

between 2 and 5, a severe drought if it was between 5 and

10, and a moderate drought if it was between 10 and 20.

f. The VIC model implementation

1) MODEL CALIBRATION AND EVALUATION

Eight USGS gauge stations (Fig. 1) were selected to

calibrate the VIC model’s soil parameters. Simulated

monthly streamflow values were obtained after routing

runoff and baseflow from each grid using the method of

Lohmann et al. (1996) to locations representing the

USGS gauging stations, whereas simulated soil moisture

was compared against the observations at individual

ICN sites (Fig. 1). Eight soil parameters (Table 1) were

adjusted during calibration. The effectiveness of model

calibration was checked using visual comparison of the

observed and simulated hydrographs as well as annual

average monthly soil moisture and also using the sta-

tistical performance measures described previously. The

first six parameters listed in Table 1 are most influential

on runoff and baseflow simulations, whereas the last two

parameters have the greatest effect on soil moisture

levels (Meng and Quiring 2008).

The model calibration period for streamflow was se-

lected to be the period 1986–95, with evaluation from

the period 1996–2005. These periods were selected to

minimize the effect of land cover change on streamflow,

as we used the LDAS vegetation parameters (Maurer

et al. 2002) that represent the year 1992. Performance

measures were estimated separately for the calibration

period and evaluation. All watersheds were calibrated

to use a single set of parameters to simplify the transfer

of those parameters to uncalibrated areas. This strategy

potentially decreased the quality of the calibration for

individual river basins. The VIC model with calibrated

soil parameters was then evaluated for monthly stream-

flow as well as its ability to simulate soil moisture (SM-90,

SM-Surf), LHF, SHF, and soil temperature (at 10 cm;

ST-10). Soil moisture evaluations were conducted using

ICN observations from discrete dates, whereas daily en-

ergy fluxes and soil temperatures were obtained from the

Bondville, IL, AmeriFlux site.

2) SIMULATIONS FOR HISTORIC AND

FUTURE CLIMATE

After calibration and evaluation, the VIC model was

implemented for observed historic climate (1916–2007),

present-day climate from GCMs (1976–2007), and pro-

jected future climate from GCMs (2009–99). In simula-

tions for all periods, soil and vegetation parameters were

not modified from those used during the calibration and

evaluation, thus limiting changes in hydrology to those

resulting from the different climate forcing datasets. All

simulations used a 1-yr spin-up period: 1915 for the his-

toric, 1975 for GCM present, and 2008 for the future

GCM climate datasets. For the future climate scenarios

(B1, A1B, and A2), daily climate forcing for all three

climate model projections (PCM, GFDL, and HadCM3)

TABLE 1. Parameters adjusted during calibration of the VIC model, their range, and the final values selected for the simulations.

Soil parameter Description Unit Range Value

Bi Infiltration shape parameter None 0–0.4 0.1

Ds Fraction of Dsmax where nonlinear baseflow begins None 0–1 0.005

Dsmax Maximum subsurface flow rate mm day21 0–30 25

Ws Fraction of the maximum soil moisture where nonlinear baseflow occurs; Ws . Ds None 0–1 0.95

D2 Depth of the second soil layer m 0.1–1.5 0.80

D3 Depth of the third soil layer m 0.1–1.5 1.0

Expt1 Parameter describing the variation of Ksat with soil moisture in the first layer None None 22

Expt2 Parameter describing the variation of Ksat with soil moisture in the second layer None None 26
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were used to drive the VIC model independently. All the

simulations were conducted using full water and energy

balance mode, and with activated frozen soil algorithm

(Cherkauer and Lettenmaier 1999).

3. Results

a. Model setup for drought estimation

1) MODEL CALIBRATION AND EVALUATION

The calibration and evaluation of soil parameters re-

sulted in VIC model estimates of annual average monthly

streamflow that were in good agreement with observations

(Fig. 2), with NE values greater than 0.50 at six gauging

stations during the calibration period and at seven gauging

stations during evaluation (Table 2). Overall, six of the

eight watersheds were good or very good on at least two

of the performance criteria during the calibration period,

whereas seven watersheds met the same criteria during

evaluation. There was no unidirectional bias in simulated

streamflow, with two watersheds outside the good range

for MFratio to both the high and low sides. We assume

that the nature of this overprediction/underprediction

of streamflow will not affect the estimation of drought

events because these drought indices (i.e., SPI, SRI or

soil moisture percentiles) use relative rather than abso-

lute changes. To evaluate the model’s ability to capture

year-to-year variability in annual average streamflow,

FIG. 2. Model performance for monthly streamflow simulations at the selected USGS

gauging stations within the study domain. The period of 1986–1995 was used for model cali-

bration, whereas the1996–2005 period was used for model evaluation.
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the correlation coefficient was estimated using simu-

lated annual average streamflow versus observations for

the period 1986–2005. Correlation coefficients of greater

than 0.90 were found for seven of the eight gauging

stations, which indicate that the model is performing

well.

2) SOIL MOISTURE SIMULATIONS

Observations of SM-90 from all sites suggest that there is

a seasonal cycle associated with soil moisture strongly re-

lated to the crop growing period (June–October; Fig. 3),

with both observed- and model-simulated SM-90 data

FIG. 3. Mean annual monthly OSM-90 vs SM-90.

TABLE 2. Statistical performance of the VIC model during calibration and evaluation periods for the selected gauge stations.

Gauging Station

Calibration (1986–95) Evaluation (1996–2005) Total period (1986–2005)

NE r MFratio NE r MFratio r

Illinois River at Valley City, IL 0.63 0.80 0.93 0.74 0.86 0.94 0.96

Illinois River at Henry, IL 0.36 0.74 0.70 0.35 0.80 0.69 0.91

Illinois River at Kingston Mines, IL 0.37 0.75 0.70 0.55 0.84 0.74 0.94

Wabash River at Mt. Carmel, IN 0.83 0.92 1.11 0.90 0.96 1.13 0.95

Wabash River at Lafayette, IN 0.62 0.79 1.07 0.70 0.84 1.05 0.87

White River at Indianapolis, IN 0.53 0.88 1.60 0.60 0.91 1.63 0.92

White River at Newberry, IN 0.88 0.95 0.98 0.90 0.95 1.05 0.94

Miami River at Hamilton, OH 0.73 0.92 1.33 0.66 0.89 1.37 0.95
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experiencing minimum soil moisture values as a result of

the higher ET rates. Monthly soil moisture for the DXB

station (Fig. 1), which is under bare soil, experienced less

seasonal variability than the other ICN stations, as that

variability is driven only by precipitation and evapora-

tion (Fig. 3). Correlation coefficients calculated between

OSM-90 and SM-90 (Table 3) indicate that simulations

are very good at 13 of the 15 sites, with correlation co-

efficients of more than 0.90 and median correlation for all

sites of 0.93. The exceptions include the Monmouth, IL

(MON), site, where the r is 0.85 and the Freeport, IL

(FRE), site, where r is 0.68. For both of these ICN sta-

tions, SM-90 is higher than OSM-90 during the spring

and summer seasons. Earlier studies suggested that the

VIC model–simulated soil moisture was close to obser-

vations for the composite of ICN stations (Schaake et al.

2004), whereas Nijssen et al. (2001) and Maurer et al.

(2002) found that simulated normalized soil moisture

showed a significantly low bias. One of the factors con-

tributing to the low bias was found to be the uniform

shallow soil depth prescribed by the VIC model in Nijssen

et al. (2001). We have improved the VIC model soil pa-

rameters in this respect, with D2 now set to 80 compared

to 30 cm in both Nijssen et al. (2001) and Maurer et al.

(2002), and they do not show an overall low bias.

3) SOIL MOISTURE PERSISTENCE

Persistence, or the autocorrelation of observed- and

model-simulated monthly soil moisture anomalies, was

computed using the full time series (1982–2004 or 1982–

2007, depending on availability of observed data) using

lags of 0–10 months in the autocorrelation function (Fig. 5).

For most of the stations, simulated and observed soil

moisture persistence was on the order of 5–6 months. The

model-simulated soil moisture persistence was in a good

agreement with observed soil moisture persistence at all

the ICN stations (Fig. 4) except one station. Observed

soil moisture at the DXB station was significantly more

persistent than at any of the other sites, primarily because

it is in bare soil. This also led to differences in the mag-

nitude and the range of monthly values of SM-90 (Fig. 4;

DXB). These differences can be attributed to the fact

that each grid cell was calibrated using the mixed LDAS

surface vegetation, which is more closely approximated

by the grass sites than the bare soil site, which is why the

DXB station is so different. Maurer et al. (2002) used the

VIC model to study the persistence of soil moisture

anomalies for normalized 1-m soil moisture averaged for

all 19 sites in Illinois, and they found that model-simulated

anomalies showed lower persistence than observed; how-

ever, their analysis used average values for 19 stations,

and their model was not calibrated to soil moisture or to

as many local watersheds.

4) MODEL PERFORMANCE FOR DAILY

SIMULATIONS

Daily values of SM-Surface, ST-10, LHF, and SHF from

the VIC model simulation were compared to observations

from the BVL AmeriFlux station for the period 1997–

2007. Simulated SM-Surf was in a good agreement with

both the magnitude and temporal variation of observed

daily soil moisture, but the model was most likely under-

estimating soil moisture in the winter (Fig. 5a). Simula-

tions of ST-10 were also good at predicting the magnitudes

of both the seasonal and daily change in temperature

(Fig. 5b). The model simulation also captured the annual

range and seasonal changes in LHF; however, winter LHF

was underpredicted (Fig. 5c). LHF is strongly associated

with the type or mixture of vegetation and related pa-

rameters; therefore, the more improved representation

of vegetation for this particular station might lead to im-

proved model performance. Simulation of SHF (Fig. 5d)

agreed well with observations.

b. Climate variability and change

1) HISTORIC TRENDS IN OBSERVED SOIL MOISTURE

The Mann–Kendall trend test analysis was conducted for

observed soil moisture (OSM-Surf and OSM-90) anoma-

lies at all 15 of the ICN stations evaluated (Fig. 6). All

stations were analyzed for the full period of observation—

so, 1982–2004 for the eight closed stations and 1982–2007

for the seven stations still operating. Monthly anomalies

were estimated using the available observed data for each

station. Significant increasing, increasing but not signifi-

cant, and decreasing trends were observed in OSM-Surf

and OSM-90.

TABLE 3. Correlation of annual average monthly VIC model

simulated soil moisture vs observations.

Station name r

BVL 0.93

DXB 0.93

BRW 0.97

ORR 0.96

DEK 0.90

MON 0.85

ICC 0.96

LLC 0.92

FRM 0.95

SIU 0.99

OLN 0.92

FRE 0.68

RND 0.92

STE 0.93

FAI 0.95

Median correlation 0.93
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Trend analysis for OSM-Surf found that all but two of

the sites experienced an upward trend, with the excep-

tions being MON and Peoria (ICC) in northwestern Il-

linois. Trends were stronger for stations located in the

southern part of the study domain (Fig. 6a). Statistically

significant trends (at a 5% significance level) were found

at only 4—Brownstown (BRW), Olney (OLN), Rend

Lake (RND), and Stelle (STE)—out of 15 stations. All of

these were increasing trends, and three of these stations

were located in the southern part of the study region.

Four—De Kalb (DEK), ICC, Springfield (LCC) and

Belleville (FRM)—out of 15 stations experienced a down-

ward trend for OSM-90 (Fig. 6b), although none of sta-

tions was significant. Statistically significant increasing

trends were found for four sites—DXB, Orr Center

(ORR), OLN, and RND—and as was the case for OSM-

Surf, these were mostly located in the southern part of

the study region (Fig. 6b). Two of the stations with sig-

nificant trends in OSM-90—OLN and RND—also had

significant upward trends for OSM-Surf.

2) HISTORIC TRENDS IN GRIDDED CLIMATOLOGY

AND SIMULATED DATA

Mann–Kendall trend analysis was also conducted on

the domain-averaged annual anomalies for the study

domain (Fig. 7). An increasing trend, with a slope of

1.13 mm yr21 was identified for domain-averaged pre-

cipitation anomalies (Fig. 7a). The daily temperature

extremes T-max and T-min experienced decreasing and

increasing trends, respectively; however, neither extreme

was statistically significant (Figs. 7b,c). SM-Surf experi-

enced a nonsignificant downward trend, whereas SM-Total

experienced a significant increasing trend with a slope

of 0.19 mm yr21 (Fig. 7f). SM-Frozen had a statistically

FIG. 4. Autocorrelations estimated using observed- and VIC model–simulated monthly soil

moisture anomalies showing the persistence of soil moisture at each site.
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significant trend with a slope of 20.003 mm yr21 (Fig. 7e),

indicating that soil ice has been decreasing. SWE also

decreased with a slope of 23.91 mm yr21, though this

was not statistically significant. Total runoff increased

significantly, though with a smaller slope (1.11 mm yr21)

than was found for precipitation (1.13 mm yr21).

To understand these trends and their associated spa-

tial structure, a Mann–Kendall trend analysis was ap-

plied to domain-average gridded values of observed

meteorology variables (precipitation, T-max, and T-min)

and model-simulated variables related to soil moisture

snow cover and runoff (Fig. 8). Results demonstrated

that there were increasing trends, with slopes of up to

4.0 mm yr21, associated with precipitation, with a stron-

ger trend in Indiana (Fig. 8a) than in Illinois. Trends in

mean annual anomalies of T-max were mostly down-

ward, except for the northern part of Illinois (Fig. 8b).

Mean annual anomalies of T-min were found to be in-

creasing for most of the study domain, with slope ranges

similar to those of T-max (Fig. 8). These results indicate

that the diurnal range of air temperature is narrowing,

and they are consistent with the findings of Easterling

et al. (1997).

Trends found in SM-Surf reflected the combined ef-

fects of trends in precipitation and T-min (Fig. 8d). This

suggests that SM-Surf was strongly correlated with T-min

in the northern part of the study domain while strongly

correlated with precipitation in the central part of In-

diana. SM-Frozen was also strongly related to the varia-

tion in climatic variables, especially with T-min. Annual

anomalies in SM-Frozen were primarily decreasing, most

prominently in the northern part of the study domain

where colder-season processes are more prominent and

susceptible to winter warming (Fig. 8e). Earlier studies

demonstrated that, in general, there is a significant dif-

ference in the number of frost-free days in both the

northern and southern parts of the study domain. For

instance, frost-free days in Illinois varied between 160 in

the north to more than 190 in the south (Angel 2003).

Sinha et al. (2010) also investigated that there is a

FIG. 5. VIC model–simulated vs daily observations for (a) surface soil moisture, (b) soil tem-

perature at 10-cm depth, (c) latent heat, and (d) sensible heat at the BVL AmeriFlux site.
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greater amount of spatial variability among cold-season

variables in the study domain. For instance, the number

of frost days and frost depth is significantly higher in the

northern part comparing to the south part of the study

domain. This variability could lead to a weaker magni-

tude of trend (because the magnitude of SM-Frozen is

significantly low in the south) in SM-Frozen and there-

fore the lower trend on regional average can be attrib-

uted to this spatial variability.

Trends for SM-Total reflect the effects of increasing

precipitation in Indiana (Fig. 8f). Snow cover, repre-

sented by anomalies in annual average SWE, also

showed a decreasing trend (Fig. 8g), and as with SM-

Frozen, that decline was most significant in the northern

part of the domain. Trends associated with total runoff

expressed similar patterns to those observed in pre-

cipitation, with a more prominent increase in central

Indiana (Fig. 8h). Results of historic climate variability

highlight that anomaly of precipitation, runoff, T-min,

and soil moisture (SM-Total, SM-Surf) have increasing

trends, whereas anomaly of T-max, SM-Frozen, and

SWE have decreasing trends. The effects of decreasing

T-min are more prominent to those regions where a

relatively colder winter season is experienced.

3) EFFECTS OF PROJECTED FUTURE

CLIMATE CHANGE

Effects of projected future climate change were esti-

mated using the ensemble mean of the VIC model simu-

lations driven using downscaled and bias-corrected climate

forcing data from PCM, GFDL, and HadCM3 for emis-

sion scenarios A1B, A2, and B1. Differences for mean

annual monthly fluxes were estimated by comparing cli-

mate scenario ensembles from the project future climate

with those from the historic observed climate period.

Projected future climate scenarios indicated a general

increase in annual average precipitation, air tempera-

ture, and total runoff (Table 4). Mean annual monthly

precipitation was projected to increase in winter and

spring, whereas it would generally decrease in summer

and autumn [September–November (SON); Fig. 9a].

These findings are consistent with the earlier studies

(e.g., Cherkauer and Sinha 2009; Hayhoe et al. 2007).

Mean annual monthly T-max and T-min were projected

to increase in all seasons for all the emission scenarios by

28–48C (Figs. 9b,c), with the greatest increases occurring

in the summer and early fall.

Results indicate that mean annual monthly SM-Surf

was likely to decrease in all seasons, with a more prom-

inent decrease in the winter and spring seasons (Fig. 9d).

Mean annual SM-Surf is likely to decrease by 0.5 (1.6%),

0.4 (1.2%), and 0.5 mm (1.6%) for A1B, A2, and B1

scenarios, respectively (Table 5). In the projected future

climate change, mean annual monthly SM-Frozen is ex-

pected to decrease in winter and spring seasons (Fig. 9e),

whereas mean annual SM-Frozen is expected to decrease

by 3.3 (49%), 2.2 (33.5%), and 3.0 mm (45.2%) for A1B,

A2 and B1 scenarios, respectively (Table 5). Results for

mean annual SM-Total suggest that percentage changes

for all three scenarios are less than 0.5% (Table 5).

Mean annual monthly SWE was projected to decrease in

both winter and spring seasons (Fig. 9g), whereas mean

annual SWE decreased for all three future emission

scenarios (Table 5).

c. Climate and drought occurrence

To understand the effects of changes observed under

historic climate variability and projected future climate

change on the occurrence, severity, and persistence of

drought, we used 12-month SPI (SPI-12) and 12-monthSRI

(SRI-12) values to capture meteorological and hydrologic

FIG. 6. Trend analysis conducted using observed soil moisture

data at selected stations for (a) OSM-Surf and (b) OSM-90. Size of

circles represents the magnitude of slope. Black represents signif-

icantly increasing trend; gray represents significant decreasing

trend; and open circles represent increasing but not significant

trends. Trends were estimated using a 5% confidence level.
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droughts using observed precipitation forcing and model-

derived runoff data for the historic and future simulation

periods. These indices were implied to identify major

drought periods (periods when drought persisted for at

least two years) across the study domain.

DROUGHT IN OBSERVED CLIMATE (1916–2007)

During the observed climate period (1916–2007), ma-

jor drought spells were identified as 1916–21, 1934–36,

1940–45, 1953–57, 1960–66, 1971/72, 1976/77, and 1987–89

(Table 6). Historic drought events were further catego-

rized into exceptional, extreme, severe, and moderate

droughts (Table 6) using the definitions from the Svoboda

et al. (2002). All of the most severe and long duration

historic drought events were successfully reconstructed

(such as droughts in the 1930s, 1940s, and 1950s), which

supports the use of the SPI-12 and SRI-12 indices to

estimate the frequency of droughts under future climate

projections.

The temporal extent of meteorological droughts es-

timated using SPI-12 for the study domain for early-

(1916–45), mid- (1946–75) and late-century (1976–2007)

historic periods is shown (Fig. 10). Results suggest that

the study domain experienced meteorological drought of

FIG. 7. Trend analysis using annual anomalies of domain-averaged (a) P, (b) T-max, (c) T-min,

(d) SM-Surf, (e) SM-Frozen, (f) SM-Total, (g) SWE, and (h) total runoff. Dashed lines indicate

statistically significant trends at a 5% significance level; solid lines indicate nonsignificant trends.
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FIG. 8. Slopes of trends from 1916 to 2007 estimated using nonparametric Mann–Kendall test

for annual average anomalies of (a) precipitation (significant . 1.02 mm yr21); (b) T-max

(significant , 20.0078C yr21); (c) T-min (significant . 0.0058C yr21; (d) SM-Surf (significant .

0.003 mm yr21 and significant , 20.005 mm yr21); (e) SM-Frozen (significant , 20.03 mm yr21);

(f) SM-Total (significant . 0.3 mm yr21); (g) SWE (significant , 25 mm yr21); and (h) total

runoff (significant . 0.8 mm yr21).
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extreme or exceptional categories about 12.5% of the

total period of early- and midcentury historic periods, and

about 11.3% of the late-century historic period (Fig. 10).

These results are consistent with the findings of Andreadis

and Lettenmaier (2006) and Karl et al. (1996); they ob-

served that the severity of drought has been reduced be-

cause of the wetter conditions over the last 80 years.

Along with the persistence of drought, it is also es-

sential to understand the areal extent of drought events.

Monthly areal extent under exceptional and extreme

droughts for all three drought indices is presented in

Fig. 11 for the historic simulation period. A total of 26

events were identified when meteorological drought

(based on the SPI-12) occurred in more than 60% of the

study domain, with some of the more prominent meteo-

rological droughts occurring January–April 1931 (more

than 90% areal extent), May–July 1934 (more than

92.0%), July–August 1936 (more than 75%), July–October

1940 (more than 60%), March–May 1941 (more than

60%), and October–December 1963 (more than 60%).

We identified 19 hydrologic droughts (based on the

SRI-12) that occurred over more than 60% of the study

domain, including January 1916, March–September 1931

(more than 64%), May–December 1934 (more than

90%), November 1940 (61.0%), and May–September

1941. Lastly, 12 occurrences of extreme and exceptional

agricultural droughts (based on SM percentiles) cover-

ing more than 60% of the study domain were identified,

such as April–May 1931, May–August 1934, July–August

1936, January 1939, March and May 1941, and January

and July 1988.

The extent of exceptional and extreme drought con-

ditions was highest for meteorological drought, lower

for hydrological drought, and lowest for agricultural

drought. This agrees with the relationships between the

three indicators, driven by the correlations between

precipitation, runoff, and soil moisture, as found by

Andreadis et al. (2005). Precipitation and runoff are

strongly correlated, whereas the correlation between

precipitation and soil moisture is weaker. Therefore,

a deficit in precipitation has a stronger influence on

runoff deficits than on deficits of soil moisture.

d. Drought in projected future climate (2009–99)

Variability in the projection of major (lasting more than

two years) meteorological drought (based on SPI-12) was

significant between GCMs and future climate scenarios

(Table 7). For instance, under the A1B scenario, the

GFDL model projected eight major drought spells, al-

though none of them occurred until 2037; the HadCM3

model projected only four major drought spells more

evenly distributed through the next century; and the

PCM model projected six major drought periods, mostly

early in the next century. The most major drought spells

were projected under the A2 scenario, followed by the

B1 and A1B scenarios.

The projected duration of exceptional and extreme

meteorological droughts in the 30-yr period was esti-

mated using SPI-12 for the study domain and showed

a high degree of variability (Fig. 12). Results suggest that

the study domain experienced or extreme meteorolog-

ical droughts about 6% of the last 30 years (1976–2007)

based on GCM meteorology for all three climate sce-

narios (see Fig. 12). Drought duration is projected to

decrease in the GFDL model under all scenarios for the

next 30 years (2009–38) but increase under the HadCM3

and PCM projections. The midcentury period (2039–68)

is projected to be drier for almost all scenarios and

models. By the end of the century (2069–99), projections

suggest that drought duration will increase under the A2

scenario (highest GHG emissions) but will remain rel-

atively unchanged under the A1B and B1 scenarios.

The meteorological drought index SPI-12 was also

used to identify the areal extent of exceptional and ex-

treme droughts under projected future climate (Fig. 13).

We notice that there is a model-dependent variability

within each emission scenario; however, results indicate

that exceptional and extreme drought events covering

the 60% or more of the study domain are more likely in

the future. Results of this study are consistent with the

findings of Sheffield and Wood (2008). Our results also

indicate that two of the three climate models under the

A1B climate scenario show more exceptional drought

events under projected future climate (Table 8).

TABLE 4. Climatic variables and water balance components for observed and projected future climate. Percentage change in variables

for the projected future climate change period is estimated using the ensemble average of three GCMs for three scenarios (A1B, A2 and

B1) minus the mean values for the observed period.

Scenario

Precipitation T-max T-min Total runoff

Mean (mm) Change (%) Mean (8C) Change (%) Mean (8C) Change (%) Mean (mm) Change (%)

Observed (1916–2007) 971.2 — 17.0 — 4.8 — 30.6 —
A1B (2009–2099) 1012.6 4.3 19.7 15.8 7.5 57.9 33.3 8.9

A2 (2009–2099) 1004.4 3.4 19.8 16.1 7.7 61.2 32.3 5.7

B1 (2009–2099) 1010.7 4.1 19.2 12.9 7.0 47.6 33.2 8.4
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FIG. 9. Mean annual monthly difference estimated using the ensemble average of PCM,

GFDL, and HADCM3 for climate scenarios A1B, A2, and B1. Differences were estimated

using downscaled and bias-corrected gridded climatologies of (a) precipitation, (b) T-max, and

(c) T-min for the period 2009–99 to the observed gridded climatology for the period 1916–2007.

For (d) SM-Surf, (e) SM-Frozen, (f) SM-Total, (g) SWE, and (h) total runoff, differences were

estimated using VIC model simulations for historic and projected climate scenarios. In each

case, differences were estimated by subtracting the historic period from the projected climate

period.
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4. Discussion

Results indicated that Indiana and Illinois have been

experiencing significant changes associated with observed

climate. Annual precipitation has increased largely in the

eastern and central parts of the Midwest, affecting most of

Indiana. This is consistent with other studies (e.g., Alley

et al. 2007; Groisman et al. 2004; Kunkel et al. 1999) that

have found an increase in total and extreme precipi-

tation across the United States. Our results also suggest

that in the northern part of the domain where cold-

season processes are most significant, SWE is declining.

The increase in precipitation and the decline of SWE is

an indicator that more precipitation is falling as rain, and

that the duration of snow on the ground is decreasing,

which is consistent with the findings of Feng and Hu

(2007), who found decreasing trends in snowfall across

the United States. Increased precipitation can mask the

effects of warmer air temperatures on water losses to the

atmosphere. For example, Easterling et al. (2007) found

that the expected increase in drought occurrence due to

increased air temperature was largely nullified by in-

creases in precipitation. Our analysis of trends in historic

conditions within the study area indicate a decrease in

the variability of daily air temperatures, with T-max

decreasing and T-min increasing over the last 91 years,

and that coupled with an increase in precipitation results

in an increase in simulated total soil moisture and runoff

(see Fig. 9). Increasing trends in T-min were also found

to have an effect on the occurrence of ice in the surface

soil layer, especially in the northern part of the domain

where SWE is highly affected, which is consistent with

earlier studies (see Sinha and Cherkauer 2008; Cooter

and LeDuc 1995. Such trends in hydrologic variables

suggest that the frequency and occurrence of drought

should be decreasing in the study domain; however, how

increased wetness will affect agricultural production

depends more on the timing of drought conditions than

on their severity or duration. For example, Goldblum

(2009) found that corn yields are negatively correlated

to July and August temperature and positively corre-

lated with July and August precipitation, so corn yields

would be severely affected if drought occurs for even

a short time in the summer season.

Evaluation of our simulations indicated that major

drought events were successfully reconstructed using

the selected drought indices. The noteworthy aspect of

the findings was that exceptional drought occurred in

almost every decade, starting from Dust Bowl in 1930s

through the 1960s (Table 7), after which no drought

TABLE 5. Mean and percent change for soil moisture variables and SWE for observed and projected future climate periods.

Scenario

SM-Surface (mm) SM-Frozen (mm) SM-Total (mm) SWE (mm)

Mean (mm) Change (%) Mean (mm) Change (%) Mean (mm) Change (%) Mean (mm) Change (%)

Observed (1916–2007) 32.8 — 6.7 — 436.0 — 227.5 —

A1B (2009–2099) 32.3 21.6 3.4 248.9 437.3 0.3 114.1 249.9

A2 (2009–2099) 32.4 21.2 4.5 233.5 435.3 20.2 143.2 237.0

B1 (2009–2099) 32.3 21.8 3.7 245.2 435.9 0.0 143.2 237.0

TABLE 6. Major drought periods and years with categorical

drought occurrence estimated using SPI-12 and SRI-12 for the

observed climate period (1916–2007).

Drought periods Moderate Severe Extreme Exceptional

1916–21 1916 1918 1920 1930

1934–36 1917 1955 1923 1931

1940–45 1919 1966 1925 1934

1953–57 1921 1972 1956 1935

1960–66 1926 1989 1971 1936

1971/72 1942 1992 1976 1940

1976/77 1944 2000 1977 1941

1987/89 1945 2005 1987 1953

1957 1988 1954

1960 1963

1961 1964

1962

1981

2003

FIG. 10. Percentage of 30-yr period under exceptional and ex-

treme droughts estimated using SPI-12 for observed climate pe-

riods representing the early, middle, and late centuries.
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events fell into the exceptional category. The most re-

cent extreme drought occurred in 1988, which was the

costliest drought in the United States (Riebsame et al.

1991), as it directly affected the study region during the

crop growing season. The most recent severe drought

occurred in the year 2005 and ranks among the top three

most costly in Illinois over the last 112 years (Kunkel

et al. 2006), as it also occurred in the crop growing sea-

son. Although the occurrence of drought has been a

common phenomenon in the study domain, our findings

suggest that the occurrence of exceptional and extreme

drought has been reduced greatly since 1970 (Fig. 10), as

suggested by the observed increasing trend in pre-

cipitation. This decreasing tendency for drought within

the study domain is consistent with the findings of Karl

et al. (1996), Andreadis et al. (2005), and Andreadis and

Lettenmaier (2006). This study also found that the areal

extent of exceptional and extreme droughts has de-

creased in recent decades (Fig. 11). Both the decrease in

extreme and exceptional drought frequency, and spatial

extent should be a benefit to agricultural production, but

the economic effect is dependent on the timing of the

drought with respect to the growing season and its actual

physical extent versus crop distributions. Damage to

crops may also not be limited to extreme and exceptional

drought levels and so such analysis is left for the future.

Soil moisture, precipitation, and runoff were projected

to increase within the study domain as a result of future

climate changes (Fig. 9), which is consistent with ob-

served trends under historic climate (1916–2007). The

major difference was in T-max, which showed a decreas-

ing trend (not statistically significant) in the observed

TABLE 7. Major multiyear droughts estimated using SPI-12 and SRI-12 for the projected future climate period (2009–2099).

A1B A2 B1

GFDL HADCM3 PCM GFDL HADCM3 PCM GFDL HADCM3 PCM

2038–44 2018–21 2013–15 2021–23 2012–14 2012–14 2015–18 2009–15 2009–12

2046–48 2023–27 2021–25 2031–33 2017–20 2019–23 2032–34 2023–26 2020–23

2053–55 2045–58 2027–36 2040–42 2022–26 2032–35 2039–44 2031–34 2038–50

2059–61 2088–92 2047–52 2062–64 2028–31 2038–42 2047–49 2057–59 2052–56

2065–69 2070–72 2066–72 2033–35 2047–49 2051–54 2065–69 2060–62

2076–83 2076–83 2075–78 2040–45 2064–67 2064–67 2072–74 2074–78

2085–86 2082–87 2067–69 2072–74 2092–96 2083–85 2080–82

2095–96 2074–77 2081–83 2087–91

2085–89

FIG. 11. Monthly areal extent (%) of exceptional and extreme

(a) meteorological drought based on SPI-12, (b) hydrological

drought based on SRI-12 and (c) agricultural drought based on SM

percentiles. A dashed line shows droughts that covered more than

60% of the study domain.

FIG. 12. Percentage of 30-yr climate periods under exceptional

and extreme droughts estimated using SPI-12 for the present, and

early, middle, and late parts of the current century. All percentages

based on downscaled and bias-corrected GCM projections for cli-

mate change scenarios A1B, A2, and B1.
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climate, but it was projected to increase in the future.

With both T-min and T-max projected to increase in the

future, water loss to the atmosphere through evapo-

transpiration should also increase, affecting the occur-

rence of droughts. Such an increase in the number of

months in drought within a 30-yr period was only found

for the midcentury period (2039–68), whereas by the end

of the century an increase in drought occurrence was

only found under the A2 scenario (highest GHG emis-

sions). The spatial extent of such droughts is also pro-

jected to affect more than 60% of the study domain on

a regular basis, suggesting that in the future, droughts

may become more regional in nature than they have

been in the recent past. These findings are consistent

with the findings of Sheffield and Wood (2008).

5. Summary and conclusions

We used observations of streamflow from USGS gauging

stations and soil moisture from the Illinois Climate Net-

work (ICN) to calibrate the Variable Infiltration Capacity

(VIC) large-scale hydrology model. Model simulations

FIG. 13. Monthly areal extents (%) of exceptional and extreme droughts under projected

future climate based on the SPI-12 index: (a) PCM and (b) GFDL models under A1B scenario;

(c) HadCM3 model under A1B scenario; (d) PCM, (e) GFDL, and (f) HadCM3 models under

A2 scenario; and (g) PCM, (h) GFDL, and (i) HADCM3 models under B1 scenario.
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were further evaluated against estimates of soil moisture

persistence, soil temperature, and heat fluxes from

available observational datasets. Both observations and

model simulations were used to understand the effects of

historic climate (1916–2007) variability on drought oc-

currence. Additionally, we used the calibrated VIC model

to understand the severity and variability of drought un-

der observed (1916–2007) and projected future climate

(2009–99). On the basis of this study, the following con-

clusions were made.

Simulated values of soil moisture in the top 90 cm

(SM-90) captured the magnitude and variability of

observations of soil moisture over the same depth

(OSM-90) at stations in the ICN. It was also ob-

served that SM-90 and OSM-90 displayed similar

patterns of seasonal changes related to the influence

of vegetation.

Persistence of SM-90 as simulated by the VIC model

was in a good agreement with observations, with

a slight underprediction at 5 of the 15 sites. Results

also indicated that there was spatial variability as-

sociated with the persistence of individual stations,

which might be due to variability of soils, vegeta-

tion, topographic features, and climate variables.

Statistically significant trends were found in long-

term observations of precipitation and in simulated

soil moisture and total runoff. Precipitation is in-

creasing while variability in air temperature is de-

creasing as T-min has been increasing and T-max

decreasing. Soil frost (SM-Frozen) and SWE are

decreasing in response to the increase in T-min.

Under projected future climate, our results indicate

that precipitation T-max and T-min are likely to in-

crease. There is also a likelihood that frozen soil

moisture (SM-Frozen) and SWE will follow the same

decreasing trend under the projected future climate

because of increased air temperature. Total column

soil moisture and total runoff are likely to increase

with the projected increase in precipitation, offsetting

changes in regional air temperature. However, pro-

jections suggest that summers will be drier, with most

of the extra precipitation falling in winter and spring.

Results demonstrated that the major historical drought

events were successfully identified and reconstructed

using the model simulations. Additionally, our results

indicate that under projected future climate scenar-

ios, the duration of drought is likely to be about

the same as in the last 30 years, except for under the

A2 scenario (highest emission scenario evaluated),

where there is the potential for a small increase in

drought duration by the end of the current century.

The persistence related to exceptional and extreme

drought events is likely to continue to decrease in the

future climate, and the frequency of such drought

events is likely to increase. Results also suggest that

exceptional and extreme drought events occupying

60% or more of the study domain are likely to in-

crease. The findings of this study suggest that further

analysis is required to determine the actual effect of

future droughts on agriculture and water availability,

by studying the seasonality of droughts and their

spatial extent versus crop production maps.
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