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Abstract—Accurate reconstruction of 2D and 3D isotope densi-
ties is a desired capability with great potential impact in appli-
cations such as evaluation and development of next-generation
nuclear fuels. Neutron time-of-flight (TOF) resonance imaging
offers a potential approach by exploiting the characteristic neutron
absorption spectra of each isotope. However, it is a major challenge
to compute quantitatively accurate images due to a variety of
confounding effects such as severe Poisson noise, background scat-
ter, beam non-uniformity, absorption non-linearity, and extended
source pulse duration. We present the TRINIDI algorithm which is
based on a two-step process in which we first estimate the neutron
flux and background counts, and then reconstruct the areal densi-
ties of each isotope and pixel. Both components are based on the
inversion of a forward model that accounts for the highly non-linear
absorption, energy-dependent emission profile, and Poisson noise,
while also modeling the substantial spatio-temporal variation of
the background and flux. To do this, we formulate the non-linear
inverse problem as two optimization problems that are solved in
sequence. We demonstrate on both synthetic and measured data
that TRINIDI can reconstruct quantitatively accurate 2D views of
isotopic areal density that can then be reconstructed into quantita-
tively accurate 3D volumes of isotopic volumetric density.

Index Terms—Neutron resonance imaging, time-of-flight,
tomography, material decomposition, isotope density, poisson
noise, model-based reconstruction, inverse problems, hyperspecral.

I. INTRODUCTION

N EUTRONS, unlike X-rays, protons, or electrons, primarily
interact with the nucleus rather than the electron shell

of atoms, and thus neutron radiography can offer complemen-
tary contrast mechanisms to more conventional radiography
probes [1]. While X-rays generally get attenuated more by heav-
ier isotopes, this simple relationship does not hold for neutron
attenuation. Neutron imaging thus enables the non-destructive
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evaluation of nuclear fuel, bulk objects, and other materials
formed of heavy nuclei [2], while revealing (X-ray-transparent)
features such as plant roots and soil water [3], [4]. Applications
range from direct methods such as transmission radiography and
tomography as well as indirect methods that leverage neutron
diffraction and small angle scattering to determine crystal struc-
tures, shapes of biological molecules as well as atomic resolution
techniques such as neutron holography [2], [5], [6]. In addition,
simultaneous X-ray and neutron tomography can provide multi-
modal attenuation mapping such as the mechanical degradation
(via X-rays) as well as chemical diffusion process (via neutrons)
in lithium batteries [7], [8].

Neutron time-of-flight (TOF) imaging is a promising imaging
technique that exploits the property that neutrons travel with
a velocity that depends on their energy. At advanced neutron
source facilities, such as ISIS [9], LANSCE [10], SNS [11],
and J-PARC [12] spallation neutrons are pulsed and moderated
down to yield a broad spectrum of energies. These types of
neutron sources allow for neutron TOF measurements, where
neutron energies are determined by the time it takes to traverse
a known distance between the source and the detector. Thus,
pulsed neutron TOF measurements are inherently hyperspectral,
and can be used to measure neutron absorption or diffraction as a
function of energy [13], [14], [15], [16] facilitating, for example,
2D temperature mapping [17], [18] through Doppler broadening
of neutron absorption resonances as well as neutron diffraction
imaging techniques for identification of crystal structure and
material strains [19], [20].

This paper deals with the problem of reconstructing iso-
topic densities from neutron TOF transmission measurements
given the knowledge of isotope-specific neutron cross section
spectra. The neutron energies suitable for this modality range
from approximately 1 eV to 10 k eV, categorized as resonance
neutrons [16]. Absorption resonances are isotope specific and
increase the attenuation of neutrons by orders of magnitude
within a narrow energy range [21]. Quantitatively accurate iso-
tope reconstruction is very challenging for a number of reasons.
TOF neutron imaging measurements are typically exceptionally
noisy, with average neutron counts as low as only 2 counts
per measurement bin after several hours of measuring. This
is mainly because each measurement bin only corresponds
to a single small pixel (�100μm) and a short TOF window
(�100 ns) and because even the most advanced neutron sources
emit several orders of magnitude fewer particles than typical
X-rays sources [22], [23]. In addition, the measurements contain
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substantial background counts which are typically about as
strong as the signal itself [24]. Finally, the measurement physics
are highly non-linear due to the non-linear absorption, the large
dynamic range of the spectral neutron responses of the nuclei,
and the effects of the extended pulse duration of the neutron
beam, an energy-dependent phenomenon that is caused by the
moderation process [16].

The usual method for low-noise measurements [25], [26],
[27], [28] is to first compute a transmission spectrum (i.e.
open beam normalized transmission measurement) from the
TOF data and then to process it with software packages such
as SAMMY [29], CONRAD [30] or REFIT [31]. However,
these software packages require relatively low-noise estimates
of the transmission spectrum as input. In addition, since these
software packages are primarily designed for the analysis of in-
dividual neutron spectra, they would be very slow when applied
to a large array of pixels.

In an imaging application low-noise spectra can be obtained
by selecting and averaging regions of interest which can then
be processed as a 1D signal [24], [32]. However, the aver-
aging does not yield density estimates on a per-pixel basis,
so the problem is shifted to the accurate estimation of trans-
mission spectra at each pixel. It is due to this difficulty that
the vast majority of papers on neutron resonance imaging is
limited to 2D mapping of isotopes rather than quantification
of isotope densities. Our work here aims to overcome these
shortcomings.

The transmission spectrum is the expected ratio of the sample
and open beam scans, both of which must be corrected for
the severe background and beam non-uniformity. There are a
number of reasons for the difficulty of accurately estimating
these transmission spectra. Although explicit models of the
background have been proposed [26], there are no widely ac-
cepted methods for jointly estimating background and beam
non-uniformity. Moreover, these problems are exacerbated by
the need to separately estimate the transmission at each pixel.
This means that the spatio-temporal non-uniformity in the back-
ground and beam-profile must be accounted for along with the
very high level of neutron counting noise. Importantly, since
the transmission spectrum estimate is a ratio of two very noisy
signals, the resulting spectrum is even noisier.

Notably among the early efforts of estimating 2D and 3D
isotope densities are the work of Sato, Kamiyama, et al. [17],
[33]. Here a large 8× 8 pixel-coarse imaging detector is used
to yield low-noise measurements. In addition, the effects of
background events were neglected. In [34] a similarly sized
detector was used where the estimation was based on the
assumption that the isotope densities are simply proportional
to the area of the transmission resonance dips. Losko, Vo-
gel et al. [35], [36] accomplished density estimates with a
pixel-dense imaging detector. Similar to the previous cases,
the transmission spectra are relatively low noise likely due to
a combination of much larger TOF bins or spatial denoising
pre-processing. Such measures limit spatial and temporal reso-
lution while allowing for only restricted energy range to only
about 10 eV. Our work here focuses on low count, high noise
measurements.

Fig. 1. Illustration of the neutron flight path. A neutron pulse is emitted from
the source, attenuated as it passes through the sample, and then detected by a
high-speed camera. The time-of-flight (TOF) is used to separate neutrons into a
large number of spectral components. The background is illustrated as a jagged
line since scattering is assumed to be one source of background.

Previously we proposed a method [37] based on a linearized
model and the assumption of opaque “black resonances” [38] to
estimate the background counts. While this research demon-
strates fast and semi-quantitative results, it has a number of
limitations. First, black resonances are not always available or
entirely opaque after the blur caused by the extended pulse shape
(see Appendix A). Second, the linearized model may not be
sufficiently accurate as it neglects to model the extended pulse
duration and model the counting noise adequately. Third, this
approach implicitly still first estimates the very noisy transmis-
sion spectra and as a consequence densities of highly attenuating
isotopes can be strongly under-estimated. (See the 238U and
240Pu estimates in Table 2 of [37].)

In this paper, we present the Time-of-flight Resonance Imag-
ing with Neutrons for Isotopic Density Inference (TRINIDI)
algorithm. An open-source Python implementation [39] is avail-
able in the spirit of reproducible research. Our model-based
iterative reconstruction (MBIR [40], [41], [42], [43]) algorithm
is based on a two-step process in which we first estimate the
neutron flux and background, and then estimate the areal density
of each isotope. Importantly, the initial computation of transmis-
sion spectra is avoided by modeling the neutron measurement
in their native counting domain. Both components are based on
the inversion of a forward model that accounts for the highly
non-linear absorption, extended pulse duration, and Poisson
noise, while also modeling the very substantial space and energy
varying background. To do this, we formulate the non-linear
inverse problem as two optimization problems that are solved in
sequence.

We perform numerical experiments on both simulated and
measured data that demonstrate the ability of TRINIDI to re-
construct quantitatively accurate isotopic areal density from 2D
data. Finally, we use a series of 2D views of a nuclear fuel sample
that were experimentally measured at the LANSCE facility [10]
to compute a quantitatively accurate 3D reconstruction of the
fuel sample’s material composition.

II. THE NEUTRON IMAGING SYSTEM

Fig. 1 illustrates the major components of a neutron beamline.
Each pulse contains neutrons with a wide range of energies. The
flux neutrons are (quasi-)exponentially attenuated as they pass
through a sample, and finally, they are detected by a high speed
imaging detector that collects approximately 2000 equi-spaced
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Fig. 2. Propagation of a neutron pulse through anL = 10 m flight path. Higher
energies correspond to shorter TOFs. The pulse is energy-dependent.

frames at a rate of 30 ns per frame. The background events are
also counted by the detector and are assumed to derive from a
variety of scattering events in the flight path.

Neutrons, unlike photons, have non-zero mass, so their energy
is a function of their velocity, which is in turn a function of their
TOF. Consequently, each TOF corresponds to a distinct neutron
energy, and the set of images represent a spectral decomposition
of the detected neutrons. The neutron velocities are sufficiently
low for relativistic effects to be ignored, so the kinetic energy of
the neutron is given by

E =
1

2
mv2 =

1

2
m

(
L

t

)2

(1)

where m ≈ 1.045× 10−8 eVs2/m2 is the mass,1 v the velocity,
and t the TOF of a neutron and L is the flight path length.2

Fig. 2 illustrates the propagation of a neutron pulse through
an L = 10 m flight path. For this distance, a 1 eV neutron cor-
responds to a TOF of 720μs, and a 100 eV neutron corresponds
to a TOF of 72μs. Notice that the higher energy neutrons travel
faster, and a 100× increase in energy results in a 10× decrease
in TOF.

Notice that the initial pulse is not instantaneous. This means
that neutrons with a particular energy may arrive over a range of
TOFs. Equivalently, the arrival time does not precisely determine
the energy of the neutron. A wider pulse has the effect of blurring
absorption features in the time domain and thus limiting the
temporal resolution of the imaging system.3 A longer flight
path reduces the blurring,4 but also reduces the overall flux via
the inverse-square law. There is therefore an inherent trade-off
between temporal resolution and neutron flux. Lastly, notice
that the duration of the pulse is energy-dependent.5 Accurate

1We use E = mc2 to express the unit of mass in terms of eV.
2This means that t ∝ 1√

E
, and we use TOF and energy interchangeably

3similar to a pinhole camera where a wider aperture causes spatial blurring.
4The absolute temporal blur is independent of the flight path length. However

the longer the flight path the more the time-of-arrival is dominated by the velocity
(energy) of the neutron as opposed to the uncertainty in the time the neutron
enters the flight path. This effect reduces the relative blur observed at the detector
plane.

5The energy-dependence of the pulse length comes from the moderation
process, a mechanism to create a wide spectrum from a high-energy pulse.
Lower energy neutrons are emitted with a longer pulse since there is a larger
number of possible collisions in the moderator to arrive at that lower energy.

Fig. 3. Spectral characteristics of neutron data as a function of TOF. (a) Typical
neutron measurement averaged over many pixels (blue), background neutron
counts (red), open beam measurement (yellow). (b) Neutron counts for a single
pixel. (c) Neutron cross sections for the isotopes in the sample.

modeling of this effect will prove to be very important in solving
our problem.

Our experiments will focus on neutron energies in the range
of approximately 1 eV to 100 eV, i.e. resonance region neutrons.
At resonances, the interaction probability of an incident neutron
can increase by orders of magnitude and cause strong, isotope
specific attenuation peaks. Below 1 eV isotopes usually do not
have neutron resonances, and thus do not provide sufficient
isotope-specific characteristics. At energies above about 100 eV
the neutron resonances are so dense that the inherent temporal
blur due to the neutron pulse renders individual resonances
unresolvable. Furthermore, at such high energies, the neutron
counts are dominated by background, which makes the very
noisy signal less useful.

Fig. 3(a) shows a neutron spectrum as a function of the TOF.
The blue line shows the number of counts averaged over many
pixels of the measured spectrum through a sample. Notice that
the spectrum shows a great deal of fine structure, i.e. the neutron
resonances, that can be used to distinguish different isotopes.
Since neutrons interact with the nuclei, these characteristic
resonances can be used to distinguish between different isotopes
of the same element, such as the fissile 235U and the non-fissile
238U uranium isotopes. The red line shows the background
counts which are quite large, and can result from a wide range
of scattering effects in the flight path and sample. Finally, the
yellow line shows the open beam measurement that results
from a combination of the flux and the background events.
Importantly, the background is large and the flux has a great
deal of variation, so both must be accurately modeled in order
to produce an accurate reconstruction of a sample.

Fig. 3(b) shows a plot of a spectral neutron measurement
of a single pixel. Since the measurement consists of neutron
counts, it is discrete, and it is clear that for individual pixels the
signal-to-noise (SNR) ratio is very low. Neutron TOF imaging
is challenging due to the very low SNR.
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Finally, Fig. 3(c) illustrates the cross section of various iso-
topes in the sample, in units of cm2/mol, as a function of neutron
TOF. The concept of a neutron cross section is used to express the
likelihood of interaction between an incident neutron and a target
nucleus. As the cross section of the material increases, it more
strongly attenuates the neutrons and reduces the transmission.
For the purposes of this research, these cross section spectra
are considered known6 for particular isotopes that make up the
sample.

As an example, imagine a sample made of a single isotope
with a known cross section of dj

[cm2/mol] at TOF bin j. Further-
more, assume that the sample is of uniform thickness � [cm], with
mass density ρ [g/cm3], and molar mass M [g/mol], then it has a
uniform areal density of

z =
�ρ

M
. [mol/cm2] (2)

Using Beer’s Law, we would expect the transmission of the
neutrons through the material at TOF bin, j, to be

qj = exp {−zdj} .

Our first goal will be to estimate the areal density, z, for each
pixel and each material in the sample. The areal density is
predominantly desired with a quasi-2D, flat sample such as a
foil or a physical slice of a larger sample.

Our second goal will be to estimate the volumetric density for
each isotope in the sample. This is important when the sample is
an arbitrarily shaped 3D object, such as the nuclear fuel sample
used in our experiments. In this case, our goal is to reconstruct
the 3D volumetric density, x, where

x =
ρ

M
. [mol/cm3] (3)

We can estimate x for each voxel and material in the sample by
extracting the areal densities for each rotational view followed
by tomographic reconstruction.

III. SINGLE-RADIOGRAPH FORWARD MODEL

In this section, we derive our forward model for the hyper-
spectral neutron measurements of a radiograph. Our goal will
be to estimate a matrix Z ∈ R

Np×Nm where Np is the number
of scalar projections through a sample (pixels) and Nm is the
number of unique isotopes that make up the sample. Then Zi,m

represents the areal density in units of mol/cm2 of the ith
projection through a sample for the mth isotope.

The matrixD ∈ R
Nm×NF denotes the cross section dictionary

in units of cm2/mol for NF neutron energies. I.e. Dm,j is the
cross section for material m at TOF j. Notice that each resonant
isotope in the sample must be accounted for because distinct
isotopes typically have distinct spectral signatures.

Assuming the conventional Beer-Lambert’s law attenuation
model, the expected measured neutron counts would be

Ȳs = α1 [Φ� exp {−ZD}+ α2B] ,

6Cross section spectra are tabulated in databases such as ENDF/B-VIII.0 [44],
which are frequently updated through more accurate measurements.

where α1 and α2 are positive scalars, the symbol � is the
Hadamard product operator, Φi,j is the neutron flux, and Bi,j is
the background for projection i and TOF j, respectively.

The flux, Φ, and background, B, are important scan param-
eters that vary as a function of position and energy. In X-ray
imaging, the background is relatively small and thus the flux
can be accurately measured with an “open beam” calibration
procedure. However, in neutron imaging, the background tends
to be quite large, somewhat sample dependent, and difficult to
measure separately. Consequently, it is also very difficult to
measure the flux directly from a single open beam measurement.
Therefore, a major challenge will be to formulate an imaging
methodology that allows us to recover both the flux and back-
ground from available measurements.

From Section II, we know that the neutron TOF varies with
energy. However, in practice, the measured time of arrival (TOA)
does not exactly determine the theoretical time of flight (TOF)
of the neutron due to uncertainty in the time the neutron is
emitted. The neutrons are emitted in a causal pulse distribution
with a long tail that has significant time duration as compared
to the sampling rate of the detector camera. A neutron with a
specific energy (↔TOF) therefore has finite probability of being
detected over a range of times (↔ TOA).

In order to model this effect, we introduce the resolution
function or resolution operator, R ∈ R

NF×NA , representing the
conditional probability

Ri,j = P
{

TOA = tAj | TOF = tFi
}
. (4)

The measurement bins are uniformly spaced in time, so we
denote the vectors of TOF and TOA bins by tF ∈ R

NF and
tA ∈ R

NA , respectively, such that

tAj = jΔt + t0

tFi = (i− i0)Δt + t0

where Δt is the TOF bin size, t0 is the time of the first measured
bin, and i0 is a positive integer offset. Importantly, the set of TOF
bins is taken to be sufficiently large that it includes any neutron
that could possibly contribute to a measurement. This means
that the set of TOA bins will be a contiguous subset of the set of
TOF bins, and thatNF > NA. Equivalently,R is a sparse matrix
that is taller than it is wide. Finally, we assume that the columns
of R sum to 1, so that (∀j)∑i Ri,j = 1. In Appendix A we
show that this is because the uncertainty in TOA is modeled as
a linear combination of temporal convolutions with the neutron
pulse shape.

Using this notation, the final equation for the expected mea-
sured neutron flux is given by

Ȳs = α1 [Φ� (exp {−ZD}R) + α2B] . (5)

Note that both D and R are assumed to be known for the
materials of interest and the particular neutron beamline. The
unknowns that must be estimated are therefore Z, Φ, B, α1, and
α2. It is clear that the dimension of the unknowns far exceeds
twice the dimension of the measurements, Ȳs. Consequently, the
direct inversion of (5) is very ill-posed.
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In order to make the inversion problem well posed, we
make three additional assumptions. First, assume that we have
made an additional open beam measurement, Ȳo, with the
sample removed. Second, assume that the flux and background
can be modeled with a low rank approximation. And finally,
assume there are two regions in our sample measurement, one
in which the sample is not present, and another in which the
sample has constant, non-zero areal density.

First, we will assume that a second open beam measurement
is made with the sample removed. In this case, Z = 0, and we
have that

Ȳo = Φ+B , (6)

which uses the result (50) from Appendix A.
Second, in order to further improve the conditioning of the

inversion problem, we will introduce the constraints that the
neutron flux and background, Φ and B, can be modeled with a
rank-one approximation given by

Φ = vϕ	 (7)

B = vb(θ)	 , (8)

where v ∈ R
Np , ϕ ∈ R

NA , and

b(θ)	 = exp{θ	P} , (9)

where θ ∈ R
Nb is a low dimensional parameter vector, and

P ∈ R
Nb×NA is a matrix of basis functions used to model the

spectral characteristics of the background counts. The specific
form of P is given in detail in Appendix B. In order to make the
decomposition unique, we will also require that

1	v = Np , (10)

where 1 denotes a column vector of 1’s, i.e. v is normalized so
that its components have an average value of 1.

Third, we will assume that in the sample measurement field
of view there are two regions of pixels, denoted by Ω0, the open
beam region, and Ωz, the uniformly dense region. In Ω0 no part
of the sample is covering the beam. InΩz the sample has uniform
cross section. More specifically, we assume

(∀i ∈ Ωz) Zi,∗ = z	 (11)

(∀i ∈ Ω0) Zi,∗ = 0	 , (12)

where z ∈ R
Nm is an unknown vector of areal densities and 0

is a vector of zeros. These regions must be selected by the user
based on knowledge of the sample properties, which is feasible
in most applications. This can be achieved by leaving a part
of the field of view unobscured to derive the Ω0 region. One
possible method to pick theΩz region is to select a region in good
faith, perform a material decomposition and then check whether
the resulting density,Z, is actually approximately uniform inΩz.
If the sample does not readily provide a region of approximately
equal areal density, a calibration sample could be added to the
field of view to derive the Ωz region.

Finally, the actual measurements Ys and Yo are assumed to be
conditionally Poisson distributed, which is expressed as

Ys ∼ Poisson(Ȳs) | (Z, v, ϕ, θ, α1, α2)

Yo ∼ Poisson(Ȳo) | (v, ϕ, θ) . (13)

IV. ESTIMATION OF NUISANCE PARAMETERS

In this section, we describe our procedure for estimating the
nuisance parameters, v, ϕ, θ, α1, and α2. This is a challenging
problem because it is equivalent to estimation of the background,
which tends to be large and spatially variable in neutron imaging.

We start by estimating v by observing that columns of the
open beam scan, Ȳo, must all be proportional to v, and that
1	v̂ = Np. From this we obtain the estimate

v̂ = Np
Yo1

1	Yo1
. (14)

Intuitively, this estimate simply averages the columns of Yo and
scales the result so that (10) holds. While this estimator is not
optimal for Poisson noise, we have found that it works well given
the large number of pixels.

As stated in (11) and (12), the measurement contains a uni-
formly dense region, Ωz, and a open beam region, Ω0. Then for
each pixel in the regionΩz, the theoretical transmission spectrum
through the sample is given by

q(z)	 = exp
{−z	D

}
R , (15)

where q(z) ∈ R
NA is the vector of transmission resulting from

the material areal densities, z. For each pixel in the region Ω0

we observe 100% transmission in the open beam region,

q(0)	 = 1	 (16)

where we use the fact that 1	R = 1	, shown in Appendix A.
Let ω0 ∈ R

Np and ωz ∈ R
Np be a weighting vectors that

take the averages over pixels in those regions, Ω0 and Ωz,
respectively. More precisely, let

(ω0)i =

{
1

|Ω0| if i ∈ Ω0

0 otherwise

(ωz)i =

{
1

|Ωz| if i ∈ Ωz

0 otherwise
.

Then define the following three averages:

ȳ	
o =

1	Ȳo

1	v
(17)

ȳ	
sz =

ω	
z Ȳs

ω	
z v

(18)

ȳ	
s0 =

ω	
0 Ȳs

ω	
0 v

. (19)

By using (17), (6), (7), and (8), we then have that

ȳ	
o =

1	Ȳo

1	v
=

1	

1	v
(Φ+B)

=
1	v
1	v

(ϕ+ b(θ))	 = (ϕ+ b(θ))	 . (20)

Rearranging terms then yields the following result

ϕ = ȳo − b(θ) . (21)
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Next, by using (18), (5), (7), (8), and (15) along with the expres-
sion for ϕ from (21), we can derived the following expression
for the average ȳ	

sz given by

ȳ	
sz =

ω	
z Ȳs

ω	
z v

=
α1

ω	
z v

ω	
z

[
Φ� (exp{−1z	D

}
R
)
+ α2B

]
=

α1

ω	
z v

ω	
z

[
(vϕ	)� (1q(z)	)+ α2vb(θ)

	]
= α1 [ϕ� q(z) + α2b(θ)]

	

= α1 [(ȳo − b(θ))� q(z) + α2b(θ)]
	 . (22)

Similar to (22), an expression for ȳ	
s0 can be found using (19)

and (16),

ȳ	
s0 =

ω	
0 Ȳs

ω	
0 v

= α1 [(ȳo − b(θ))� q(z) + α2b(θ)]
	

= α1 [ȳo + (α2 − 1)b(θ)]	 . (23)

By substituting in the measured neutron counts (Ys, Yo) for
the expected measurements (Ȳo, Ȳs) in (22) and (23), we can
formulate a loss function. Then we can estimate the nuisance
parameters by minimizing this loss function:

(ẑ, α̂1, α̂2, θ̂) = arg min
z,α1,α2,θ

{
‖ysz − f(z, α1, α2,θ)‖2

+β ‖ys0 − f(0, α1, α2,θ)‖2
}

s. t. z ≥ 0

α1, α2 ≥ 0

θ ∈ R
Nb , (24)

where the forward operators are defined by,

f(z, α1, α2,θ) = α1 [(yo − b(θ))� q(z) + α2b(θ)] (25)

f(0, α1, α2,θ) = α1 [yo + (α2 − 1)b(θ)] , (26)

and the scalar β is a weighting parameter that balances the asso-
ciated costs between solving (22) and (23). Since ω	

0 and ω	
z

perform averaging over many pixels, the Poisson distribution
approximates a Gaussian via the Central Limit Theorem, which
we use as a justification for the use of Least Squares estimators
in (24).

This optimization yields the estimates ẑ, α̂1, α̂2, and θ̂. The
final parameter, ϕ, is then estimated via (21) as

ϕ̂ = yo − b(θ̂) , (27)

and the estimates for the flux and background

Φ̂ = v̂ϕ̂	

B̂ = v̂b(θ̂)	 . (28)

V. AREAL DENSITY RECONSTRUCTION

In this section, we describe how we reconstruct the isotope
areal density, Z, based on a statistical model of the neutron
counting statistics. The estimated nuisance parameters from
Section IV are considered known at this point.

We assume that the actual neutron sample measurements, Ys,
are independent Poisson distributed with conditional mean Ȳs.
More precisely, if we define the operator

F (Z) = α̂1

[
Φ̂� (exp {−ZD}R) + α̂2B̂

]
, (29)

then we assume that

Ys ∼ Poisson(F (Z)) | Z ,

and the conditional mean of the observations given the unknown
Z is therefore

E [Ys|Z] = F (Z) .

For a Poisson random matrix Y with mean Λ, the negative log-
likelihood is

L(Y |Λ) = − log fY|Λ(Y |Λ)
=
∑
i,j

Λi,j − Yi,j logΛi,j + log(Yi,j !) .

Then our maximum likelihood estimate for the material areal
density is given by

Ẑ = arg min
Z∈RNp×Nm

L(Ys|F (Z)) . (30)

VI. VOLUMETRIC DENSITY RECONSTRUCTION

In this section we describe a 3D tomographic extension to
the 2D case that is possible when measurements of multiple
rotational views are available. This will be a two step approach
involving first reconstructing the areal densities, Z, for each
view, and then performing tomographic reconstruction of the
volumetric densities, X .

Let {Y (k)
s }Nr

k=1 be the set of Nr measurements at distinct
views. Corresponding to these measurements, we will recon-
struct Nr areal density views {Z(k)}Nr

k=1 using the material
decomposition of (30). We assume all nuisance parameters
except α1 are independent of view index and thus only need
to be computed once from a single view. The {α(k)

1 }Nr

k=1 set of
parameters are assumed to be dependent on the view index, k,
and are estimated using the closed form expression7

α̂
(k)
1 =

[
y
(k)
s0

]	
1[

yo + (α̂2 − 1)b(θ̂)
]	

1
, (31)

where
[
y
(k)
s0

]	
=

(
[ω

(k)
0

]	Y
(k)
s

)(
[ω

(k)
0

]	v̂

) correspond to the user selected

open beam regions, Ω(k)
0 , while Ω

(k)
z regions need not neces-

sarily be available for every rotational view.

7This expression is a corollary of (23) and its derivation is omitted.
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The estimated set of areal densities is stacked, and we assume
the following decomposition

Ẑ =

⎡
⎢⎢⎣
Ẑ(1)

...

Ẑ(Nr)

⎤
⎥⎥⎦ = AX, (32)

where the areal density estimates, Ẑ ∈ R
(NrNp)×Nr , are in units

of mol/cm2, the tomographic projector, A ∈ R
(NrNp)×Nv , is

in units of cm, and the volumetric densities, X ∈ R
Nv×Nm are

in units of mol/cm3 and comprised of Nv voxels. Then Xj,m

represents the volumetric density of the jth voxel for the mth
isotope in the sample, and Ai,j integrates along the tomographic
projection line of the jth voxel and the ith measurement projec-
tion.

Finally, computing the volumetric densities, X , boils down
to solving (32) which can be decomposed by columns:⎡

⎢⎣ | |
Ẑ∗,1 . . . Ẑ∗,Nm

| |

⎤
⎥⎦ = A

⎡
⎢⎣ | |
X∗,1 . . . X∗,Nm

| |

⎤
⎥⎦ .

Consequently for each isotope the volumetric density X∗,m is
reconstructed from Ẑ∗,m as the solution of

X̂∗,m = arg min
0≤x∈RNp

{
‖Ax− Ẑ∗,m‖2 + rm(x)

}
, (33)

using a tomographic reconstruction algorithm, where rm(·) is
a 3D regularization term of the mth isotope. Although (33)
specifies the use of MBIR reconstruction, other tomographic
reconstruction methods can be used. However, we note that
neutron tomography typically must use sparse views due to the
slow view acquisition times, and that traditional CT reconstruc-
tion methods, such as filtered back projection, result in severe
artifacts for the sparse view case. So we believe that MBIR
reconstruction is a good choice for this application.

VII. OPTIMIZATION METHODS

The key steps in the reconstruction of (24) and (30) require the
solution of non-convex optimization problems. In this section,
we discuss the techniques we use to implement robust strategies
for computing their solutions.

A. Preconditioning

A practical issue in optimization is that both (24) and
(30) incorporate loss functions with exponential terms such
as b(θ)	 = exp{θ	P} and q(z)	 = exp{−z	D}R. These
terms can have large dynamic range and can therefore be sensi-
tive to small changes in their arguments.

In order to limit the dynamic range of these exponential terms,
we defined P in (51) so that its rows have unit norm. We can do
the same for the dictionary matrix D by defining

D̃ = C−1D (34)

where C is a diagonal matrix such that Ci,i = ‖Di,∗‖. However,
this also requires that we define the new functions

q̃(z̃)	 = exp
{
−z̃	D̃

}
R (35)

F̃ (Z̃) = α̂1

[
Φ̂�

(
exp

{
−Z̃D̃

}
R
)
+ α̂2B̂

]
, (36)

that are used to replace the functions of (15) and (29).
After the modified optimization problems are solved, the

solution of the original problem can be found using

z	 = z̃	C (37)

Z = Z̃C . (38)

B. Initialization

Since the optimization problems are not convex, it is important
to select good initializations that lead to solutions that are close
to the global minimum. We first focus on the initialization of
the optimization in (24) of the nuisance parameter estimation.
The initial values that we use are

α2 = 1 (39)

α1 =
ω	

0 Ys

ω	
0 Yo

(40)

θ	 = log

(
min
i

{
(ysz)i
(yo)i

}
yo

α1α2

)	
P † (41)

z	 = − log(q	)(DR)† , (42)

where (·)† denotes the Moore–Penrose pseudoinverse and

q =

∣∣∣∣ys/α1 − α2b(θ)

yo − b(θ)

∣∣∣∣
is the average measured transmission, given the initial nuisance
parameters, α1, α2, and θ. This initialization is motivated by
(23) and the following crude approximations:

α̂2 ≈ 1

ys0 ≈ α̂1

[
yo + (α̂2 − 1)b(θ̂)

]

α̂1α̂2b(θ̂) ≈ min
i

{
(ysz)i
(yo)i

}
yo

exp{−ZD}R ≈ exp{−ZDR} .
For the optimization of (30), we initialize

Z = − log(Q)(DR)† , (43)

where the measured transmission

Q =

∣∣∣∣∣Ys/α̂1 − α̂2B̂

Yo − B̂

∣∣∣∣∣
is computed given the final nuisance parameters.

VIII. EXPERIMENTAL RESULTS

In this section we present results of the TRINIDI algorithm
applied to both simulated and experimentally measured data.
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Section VIII-A outlines the experimental settings and notes
about the evaluation of the results. In Section VIII-B, we
demonstrate the method using 2D simulated radiographs. In
Section VIII-C, we provide similar 2D results for experimentally
measured data using a known phantom. Finally in Section VII-
I-D, we present results for fully tomographic 3D reconstruction
of nuclear fuel pellets that are verified using independent mass
spectroscopy measurements.

A. Methods

Experiments in this work were performed at the Flight-Path-5
beamline at LANSCE [10]. In this facility, high energy spallation
neutrons are slowed down by a high intensity ambient tem-
perature water moderator resulting in a 20 Hz pulsed neutron
beam with a wide energy spectrum. A detailed description of
this facility including a characterization of the incident neutron
spectrum can be found in [22].

The neutrons travel along a flight path of length ofL = 10.4 m
through the sample onto a TOF imaging detector. The neutron
sensitive multi-channel plate detector works in conjunction with
four Timepix readout chips, described in more detail in [45].
The detector has Np = 512×512 pixels with a 55×55 (μm)2

pixel pitch i.e. covering a field of view of approximately 28 ×
28 (mm)2, and frames are recorded at a rate of, 1

Δt
≈ 1

30 ns ≈
33.3 MHz.

The resolution function is modeled as an energy dependent
weighted sum of two chi-squared probability density functions
based on the work in [46]. As described in Appendix A, the
energy dependent pulse shape is approximated by a weighted
sum of convolutions of K kernels. We choose K = 5 since we
found that this gave sufficiently accurate representation of the
resolution function.

In order to assess the accuracy of the nuisance parameter
estimation of (24), we plot ys0 (the measurement in the open
beam region) and the fit of ys0 (the effective open beam)
given by

f(0, α1, α2,θ) = α1 [yo + (α2 − 1)b(θ)] , (44)

where (44) is the expected measurement when there is 100%
transmission (i.e. zero material). We also plot ysz (the measure-
ment in the uniformly dense region) and the fit of ysz given by

f(z, α1, α2,θ) = α1 [(yo − b(θ))� q(z) + α2b(θ)] , (45)

where (45) is the expected measurement when there is a uniform
material density, z, attenuating the beam. Lastly, we plot the
effective background given by

f(∞, α1, α2,θ) = α1α2b(θ) , (46)

where (46) is the expected measurement when there is there is
0% transmission (i.e. infinite material).

We display normalized density images for more accessible
interpretation of our density estimates. The scales of the den-
sities differ widely from one another so that instead of directly
displaying the all Z∗,m with a different color map, we choose to
display all Z∗,m/zm with the same color map. The scalars zm

Fig. 4. Normalized ground truth areal densities (Z diag(z)−1, [unitless]) used
in the simulated data set of Section VIII-B.

are the ground truth average density of the mth isotope (or some
other adequate normalization). Thus, the normalized densities,
Z diag(z)−1, are unitless, where 1 corresponds to the values of z
i.e. ground truth. A similar treatment is applied to the volumetric
densities, X .

Finally, for the cross section dictionary, D, we use tabulated
data, of the neutron total cross section at a temperature of 293.6 K
from ENDF/B-VIII.0 [44].

We compare our reconstruction results to the reconstruction
using the linear model from [37] which we refer to as linear base-
line reconstruction or Z lin. In an attempt to further compare our
results to existing methods, we tried processing the transmission
spectra from our experiments using SAMMY [29]. However,
due to the significant noise, we were unable to get the software
to function properly.

All tomographic reconstructions were performed using the
super-voxel model-based iterative reconstruction (SVMBIR)
software package [47], with parameters selected to maximize
subjective image quality, and all optimizations were performed
using the accelerated proximal gradient method (APGM) with
robust line search8 as part of the scientific computational imag-
ing code (SCICO) software package [48]. The β parameter
from (24) is chosen to be equal to 1 in Section VIII-B and
Section VIII-D and chosen to be equal to 0 in Section VIII-C
because in this experiment, there is no Ω0 region available. The
number of background basis functions is chosen to be Nb = 5.

B. 2D Reconstruction From Simulated Data

In this experiment, we reconstruct a 2D phantom from Monte-
Carlo simulated data. Fig. 4 illustrates the structure of the simu-
lated 2D phantom which is composed of a series of overlapping
disks each formed by a distinct material isotope. The other
parameters of the simulation were chosen to approximately
mimic a typical experimental scenario.

The ground truth areal densities were chosen to represent
Nm = 5 distinct isotopes, where each areal density map, Z∗,m,
consists of a disk of constant density zm with a surrounding
area of zero material. Each map has Np = 128×128 pixels. The
numerical values of the densities, z, can be found in Table I and
were chosen to yield a visible distribution of resonances in the

8This algorithm was selected due to the convenient availability of a reliable
implementation rather than any expectation of optimum suitability for this
problem, and it is expected that other optimization algorithms may provide
faster convergence. In particular, after completion of the computational experi-
ments reported here, we observed that the Broyden–Fletcher–Goldfarb–Shannon
(BFGS) algorithm appears to converge significantly faster than APGM.
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Fig. 5. Open beam region,Ω0 (red line), and uniformly dense region,Ωz (blue
line), in simulated data set. (a) Sum of ground truth areal densities (Z1). (b) TOF
integrated measurement ratio, Ys1

Yo1 . (c) Pixel regions: Ω0 green, Ωz yellow.

Fig. 6. Nuisance parameter estimation fits of the simulated data set. (a) Cross
section dictionary, D, with 238U, 239Pu, 240Pu, 181Ta, and 241Am isotopes
in units of cm2/mol. (b) Ω0 measurement ys0 (yellow), effective open beam
(yellow dashed), Ωz measurement ysz (blue), fit of ysz (blue dashed), effective
background (red dashed).

TABLE I
GROUND TRUTH AND ESTIMATED VALUES OF NUISANCE PARAMETERS FOR

THE SIMULATED DATA SAMPLE

measurement spectra. The isotopes used are 238U, 239Pu, 240Pu,
181Ta, 241Am and their respective cross sections are shown in
Fig. 6(a).

The simulated measurement counts, Ys and Yo, were gener-
ated by first computing their sample means using (5) and (6), and
then generating pseudo-random Poisson samples corresponding
to those means. In order to make the simulation representative
of a typical physical experiment, the values for v, θ, α1, α2, ϕ,
and the TOF sampling interval are chosen to be the same as the
estimates from the real data covered in Section VIII-C.

Fig. 5 shows the summed areal densities over all isotopes,
the TOF integrated measurement ratio Ys1

Yo1 , and the regions Ωz

Fig. 7. Comparison of estimated vs. ground truth spectra resulting from the
nuisance parameter estimation of the simulated data set.

Fig. 8. Convergence of nuisance parameter estimation for simulated data.

and Ω0 used for this experiment. The set Ωz was taken to be
the region in the center of the phantom in which all the disks
overlap, and the set Ω0 was taken to be the region surrounding
the disks that is not covered by any material.

Table I lists the results of the nuisance parameter estimation
using (24). Notice that the parameters of interest, ẑ, are accu-
rately estimated within approximately 3%. The estimation of the
nuisance parameters, α1, α2 and θ, is more variable; however,
we note that accurate estimation of nuisance parameters may
not always be necessary as long as the effective open beam and
background are accurately modeled.

Fig. 6(b) shows plots corresponding to the fitted curves of the
nuisance parameter estimation. The orange and blue curves are
the average sample measurements, ys0 and ysz, and the dashed
lines of the same respective colors are their corresponding fits.
Note that the measurements and fits visually align very well.
The red dashed line is the resulting effective background.

Fig. 7 shows a direct comparison to the ground truth spectra.
The effective open beam (yellow lines) and background (red
lines) are compared directly their respective ground truth spectra
(dashed lines). Notice that all three fits are quite accurate, even
though the underlying nuisance parameter estimates in Table I
where not as accurate.

Fig. 8 shows the objective of the optimization as a function
of iteration number. Although the optimization takes many iter-
ations and is not monotone, the objective eventually converges
to approximately the same value as the ground truth.

Fig. 9(a) shows the normalized ground truth areal densities,
Fig. 9(b) shows the linear baseline [37] reconstructed areal
density, and Fig. 9(c) shows the corresponding TRINIDI re-
constructed areal density. The linear baseline reconstruction
deviates significantly from the ground truth. Notice that using
TRINIDI each isotope map is accurately reconstructed from the
simulated data. Also, even though the disks significantly overlap
with one another, especially in the center of the field of view,
there are no visible artifacts, which is not the case for the linear
baseline.

It is worth pointing out that the cross section dictionary, D,
contains all five isotopes, however, most pixels in the ground
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Fig. 9. Normalized areal densities results for the simulated data [unitless]. (a) Normalized ground truth areal density (Z diag(z)−1). (b) Normalized linear
baseline [37] reconstructed areal density (Zlin diag(z)−1). (c) Normalized TRINIDI reconstructed areal density (Ẑ diag(z)−1).

TABLE II
MEAN AND STANDARD DEVIATION OF AREAL DENSITY MAPS OF GROUND

TRUTH (Z), LINEAR BASELINE RECONSTRUCTION [37] (Zlin), AND TRINIDI
RECONSTRUCTION (Ẑ) IN UNITS OF [MMOL/CM2] OF THE SIMULATED

DATA SAMPLE

truth do not have all five isotopes present. For example, in
the very top-center region only 238U is present. The TRINIDI
reconstructions show that 238U is reconstructed accurately as
non-zeros while the other isotopes are reconstructed accurately
as (close to) zeros. This indicates that overpopulation of the
cross section dictionary will likely not result in degradation
of the reconstruction, however, we suggest that unnecessary
overpopulation should be avoided.

Table II shows the mean and standard deviation of the density
estimates, Ẑ∗,m for each of the disks of material individually
compared to the ground truth (Z) and the linear baseline (Z lin).
Note that even though there is significant noise, the mean esti-
mates using TRINIDI are very close to the ground truth densities.
Also note that the different isotopes have different estimation
accuracy. In comparison, the linear baseline estimates are not
quantitatively accurate.

Fig. 10 shows the convergence behaviour of the optimization
of (30). The final objective is slightly better than the ground truth
objective after only about 50 iterations and then converges to its
final value. This indicates likely convergence to near the global
minimum, however, with possible slight overfitting. Note that the

Fig. 10. Convergence of areal density estimation for the simulated data.

convergence takes significantly fewer iterations as compared to
the nuisance parameter estimation.

C. 2D Reconstruction From Experimental Data

This experiment is similar to the 2D Monte-Carlo simulated
experiment of Section VIII-B, but it uses measured data. We use
a known, well-defined sample in order to demonstrate the quan-
titative accuracy of our method with experimentally measured
data.

The sample is a stack of uniform tantalum (Ta) and tungsten
(W) plates. The plates have thicknesses of �Ta = 2.42 mm and
�W = 1.75 mm. We refer to this sample as the TaW sample.
The NA = 2260 TOF bins span an interval from 70.11μs up
to 739.1μs which corresponds to an energy range of 115.0 eV
down to 1.04 eV, respectively. We use a cropped region of the
detector of Np = 128×128 pixels.

Fig. 11 shows the TOF integrated measurement ratio, Ys1
Yo1 of

the sample. The sample covers the entire field of view and thus
there is no set of pixels that is suitable for the open beam region
Ω0. For this reason we choose the parameter β = 0 in (24),
effectively dropping the constraint of jointly solving (23) in the
nuisance parameter estimation. Since the sample is assumed to
be constant across the field of view, the set Ωz is chosen to be
the entire field of view.
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Fig. 11. TOF integrated measurement ratio, Ys1
Yo1 , of the TaW sample. Uni-

formly dense region, Ωz (red line), open beam region, Ω0 does not exist for this
measurement because the whole field of view is covered by the sample.

Fig. 12. Nuisance parameter estimation fits of theTaW sample. (a) Cross sec-
tion dictionary,D, with 181Ta isotope and TungstenW in natural abundances in
units of cm2/mol. (b) Effective open beam (yellow dashed), Ωz measurement
ysz (blue), fit of ysz (blue dashed), effective background (red dashed).

TABLE III
NUISANCE PARAMETER VALUES FOR THE TaW SAMPLE

Fig. 12(a) shows the cross section dictionary, D, used for
this experiment. Since tantalum in natural abundance consists
of practically 100% of the 181Ta isotope, we use this isotope
for the cross section dictionary. In contrast, natural tungsten
consists of several isotopes, so for its cross section we use a
proportionally weighted sum of the cross section of its isotopes,
182W, 183W, 184W, and 186W.

Fig. 12(b) shows the plots corresponding to the nuisance
parameter estimation of (24). Note that (compared to Fig. 6), the
fit of ys0 is not shown since there is no Ω0 region. Nevertheless,
the optimization seems to result in a good fit and plausible
spectra of the effective flux and background.

Table III shows the numerical values of the nuisance param-
eters. Note that the α2 parameter is relatively different from 1,
indicating that the effects of the sample on the background are
important to model.

Fig. 13. Normalized areal density estimates, Ẑ diag(ẑ)−1, for the TaW
sample [unitless].

TABLE IV
MEAN AND STANDARD DEVIATION OF AREAL DENSITIES AND THICKNESSES

VS. GROUND TRUTH THICKNESSES OF THE TaW SAMPLE

Fig. 14. Nuisance parameter estimation fits for the TaW sample. The plot
shows a cropped TOF region where the red box indicates likely error in the
tabulated energy of a Ta resonance. .

Fig. 13 shows the areal density estimates, Ẑ diag(z)−1. We
observe that, apart from some noise, the estimates are visually
relatively constant as is expected from a spatially constant
sample. The noise level appears to be similar to the simulated
data of Section VIII-B, however, it seems to be more spatially
correlated, indicating possible detector cross talk.

Since the TaW sample matches the idealized example from
Section II we can use (2) and the areal density estimates, to make
a thickness estimate for each of the plates. Table IV shows the
mean and standard deviation computed from the areal density
estimates, Ẑ, the resulting estimated thicknesses and the ground
truth thicknesses of the plates. The estimated thicknesses are
relatively close to the actual thicknesses with an error of less
than 13%.

We believe that the slight inaccuracies in Table III may be
primarily inaccuracies in the assumed values of R and D. We
rely on previous measurements by [46] for the parameters of R,
which may not be sufficiently accurate. In addition, for the cross
sections, D, we use tabulated data from ENDF/B-VIII.0 [44],
which is empirically compiled and may not be sufficiently
accurate for our experiment. In order to support our conjecture,
Fig. 14 highlights a region (red box) in the spectrum where there
are likely errors in D. In this region, the fitted resonance energy
(blue dashed) in 181Ta near 200μs has a slightly lower TOF than
the measured resonance (blue solid). This type of mismatch can
significantly affect the density estimates. There are likely other
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Fig. 15. TOF integrated measurement ratio, Y
(k)
s 1
Yo1 , of the fuel pellet sample

of a single view. Open beam region, Ω0 (blue), and uniformly dense region, Ωz

(red).

Fig. 16. Slice of the volumetric density, X̂ , of 239Pu and corresponding
mask generated through thresholding and used to determine average volumetric
densities, x̂.

errors in the cross sections, which may however not be as obvious
to spot as this one.

D. 3D Reconstruction From Experimental Data

In this experiment we demonstrate the tomographic recon-
struction extension that is described in Section VI on measured
experimental data of a transmutation nuclear fuel pellet sample.
We will also compute average volumetric mass densities and
validate them through independent mass spectroscopy measure-
ments.

Fig. 15 shows the TOF integrated measurement ratio, Y
(k)
s 1
Yo1 ,

of a single rotational view. The cylindrical nuclear fuel pellet
is surrounded by a double wall steel cladding. We choose the
regions surrounding the sample as the Ω0 region and a thin axial
region the center of the sample as theΩz region in the radiograph
selected for the nuisance parameter estimation.

Fig. 17 shows the cross section dictionary, D. We assume that
the sample contains the resonant isotopes 237Np, 238U, 239Pu,
240Pu, 241Am. We also assume there are non-resonant materials
such as for example Zr in the fuel and steel in the double wall

Fig. 17. Nuisance parameter estimation fits of the fuel pellet sample. (a) Cross
section dictionary, D, with 237Np, 238U, 239Pu, 240Pu, 241Am, and 1H
isotopes in units of cm2/mol. (b)Ω0 measurementys0 (yellow), effective open
beam (yellow dashed), Ωz measurement ysz (blue), fit of ysz (blue dashed),
effective background (red dashed).

TABLE V
NUISANCE PARAMETER VALUES FOR THE FUEL PELLET SAMPLE

cladding. For this reason, the cross section dictionary, D, not
only includes the resonant isotopic cross sections but also the
mostly constant 1H (hydrogen) cross section. The reconstructed
areal density associated with 1H is interpreted as hydrogen-
equivalent areal density, regardless whether the sample contains
any hydrogen.

The sample is imaged at Nr = 101 different rotational views.
The NA = 2440 TOF bins span an interval from 47.6μs up
to 791.7μs which corresponds to an energy range of 249.8 eV
down to 0.902 eV, respectively. We use a cropped region of the
detector of Np = 256×512 pixels. We applied a 4× binning be-
cause the measurements suffer from severe defects such as many
malfunctioning detector rows and columns. We understand that
in general binning may not be the best way to remove such
defects, however, for simplicity sake we deemed this procedure
appropriate.

Fig. 17(b) shows the fits resulting from the nuisance parameter
estimation of one single view. The good fits of the respective
measurements indicate successful estimation of the parameters.
Table V lists the estimated parameters.

Fig. 18 shows the normalized areal density reconstruction,
Ẑ(k) diag(ẑ)−1, of a single view from the material decomposi-
tion. Each of the resonant isotopes, 237Np, 238U, 239Pu, 240Pu,
241Am, clearly resolves the cylindrical fuel pellet while the 1H
equivalent density is mostly concentrated in the cladding.

Fig. 19 shows a single axial slice of the normalized volumetric
density reconstruction, X̂ diag(x̂)−1, from (33). We computed
the vector x̂ ∈ R

Nm as the average estimated volumetric density
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Fig. 18. Single view of the normalized areal density results for the fuel pellet sample, Ẑ(k) diag(ẑ)−1 [unitless].

Fig. 19. Slice of the normalized volumetric density results for the fuel pellet sample, X̂ diag(x̂)−1, [unitless]. (1H is normalized as X̂∗,i/(3x̂i)) .

TABLE VI
AVERAGE VALUES OF VOLUMETRIC DENSITIES, x̂, OF THE FUEL PELLET

SAMPLE IN UNITS OF [mmol/cm3]

TABLE VII
MASS DENSITY ESTIMATES THE FUEL PELLET SAMPLE COMPARED TO MASS

SPECTROMETRY [36] (GROUND TRUTH) IN UNITS OF g/cm3

in the mask shown in Fig. 16. The the values of x̂ are shown in
Table VI. In the displayed slice the clear separation between
fuel and cladding is visible. Also, there is a void visible in the
7-o’clock position in all resonant isotope maps, indicating what
is probably a void in the sample.

Finally, Table VII shows the average reconstructed mass
density estimates, ρ̂ [g/cm3], computed from the volumetric den-
sities, x̂ [mol/cm3] and the relationship in (3). The table also
lists the values of ground truth measurements obtained using
mass spectroscopy. Note that the reconstructed estimates are
very close to the ground truth values which provides strong
experimental validation of our method.

IX. CONCLUSION

We present a novel method for both 2D and 3D reconstruction
of material areal and volumetric density from TOF neutron im-
ages. Our method, TRINIDI, accounts for a number of important

measurement effects including spatially varying background,
non-uniform flux, finite pulse duration, and Poisson counting
noise. Especially, when including the finite pulse duration in
the forward model, the problem cannot be linearized in the
same fashion that is common with Beer-Law attenuation models.
TRINIDI is based on a 2-step process in which we first estimate
nuisance parameters associated with background and flux, and
we then reconstruct the unknown isotopic areal density. For
the 3D case, we then perform tomographic reconstruction of
the views to form a 3D volumetric density estimate. Both our
simulated and experimental results indicate that TRINIDI can
reconstruct quantitatively accurate estimates in both 2D and 3D.
Notably, comparisons of our 3D material decomposed recon-
structions for nuclear fuel pellets are accurate when compared
to mass spectroscopy measurements.

APPENDIX A
RESOLUTION FUNCTION

The resolution operator, R, models the uncertainty of emis-
sion time of the neutrons given their known neutron energy.
Equivalently, it models the conditional probability of TOA’s
given the neutron’s TOF’s, stated more precisely in (4). Since
the pulse shape changes with every neutron energy, we choose
to approximate the resolution operator using a weighted sum of
K convolution operations, so that

R =
K−1∑
k=0

RkW k. (47)

The Rk matrix corresponds to the convolution operation with
kernel rk, which in turn corresponds to the pulse shape at the
TOF bin with index �kNF−1

K−1 �. The W k matrices are diagonal
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Fig. 20. Illustration of resolution function with K = 5 components applied to
transmission spectrum. (a) Dashed lines: wk weights. Solid lines: rk blurring
kernels centered at TOF where they are most active. (b) Blue line: non-blurred
transmission spectrum. Orange line: blurred transmission spectrum using the
kernels above.

weighting matrices with diagonals wk which blend together the
blurring operators, Rk.

Fig. 20 illustrates the application of the resolution operator
with K = 5 components in a typical scenario. In Fig. 20(a)
the dashed lines are the diagonals, wk and the solid lines are
the corresponding kernels, rk centered at the TOF where they
are most active. The blue line in Fig. 20(b) shows a typical
non-blurred transmission spectrum, exp(−z	D). The orange
line shows the corresponding blurred transmission spectrum,
exp(−z	D)R. Note that the blurring is weaker in the low-TOF
region and stronger in the high-TOF region and that black
resonances in the non-blurred signal are mostly not opaque after
the blurring.

Next we show that 1	R = 1	. First, we select the weights so
every TOA bin they sum to 1, i.e.

K−1∑
k=0

W k = I . (48)

Second, we assume that
∑

j r
k
j = 1 so that every emitted neutron

is measured as some TOA bin. As explained in Section III this is
achieved by choosing the number of rows ofRk to be sufficiently
large so that

(∀k)
∑
i

Rk
i,j =

∑
i

rkj−i =
∑
i

rkj = 1

so we have that

(∀k) 1	Rk = 1	 . (49)

Finally, using (47), (48), and (49) we see that

1	R = 1	
(

K−1∑
k=0

RkW k

)
=

K−1∑
k=0

(
1	Rk

)
W k

=

K−1∑
k=0

1	W k = 1	
(

K−1∑
k=0

W k

)
= 1	I = 1	 . (50)

APPENDIX B
SPECTRAL BASIS MATRIX OF THE BACKGROUND

In this work, we choose the background basis to be

Pn,k =
1

an
(log [kΔ+ k0])

n , (51)

where an =
√∑NA−1

k=0 [(log[kΔ+ k0])n]2 scales the rows of P
so they have unit norm and 0 ≤ n < Nb, 0 ≤ k < NA, and we
have found that scalarΔ = e1−e−1

NA−1 and the offset k0 = e−1 work
well across a range of cases.
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