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Greetings from the General Chairman

The 2006 Solid State Sensors, Actuators, and Microsystems Workshop is the thirteenth in the biannual series
of regional meetings that alternate with the international Transducers Conference. Continuing in a tradition

established at the first meeting at Hilton Head in 1984, this meeting will offer an open atmosphere of

discussion, collaboration and interaction. We'll see new ideas and new methods, hear about exciting
applications, and meet new colleagues. We'll also hear about progress for some older ideas and applications,

and renew relationships with old friends. The combination of ideas, opportunities and relationships has always

been the objective of this meeting, and we've worked to continue in this tradition.

The conference schedule remains organized around single session oral presentations with several poster

presentations. Leland "Chip" Spangler gathered and led a strong and opinionated program committee through

a paper selection process that produced the program in this digest. Oral papers were selected on the basis of
high quality content and likely broad interest to the meeting audience. Poster papers were selected on the basis

of high quality as well, and for their probable high interest to a subset of the meeting audience. The poster

papers will be introduced by their authors using a "shotgun" session that was instituted last year. We've also
included nine late news oral and four late news poster papers based on a selection process in mid-march. The

program committee is to be congratulated for their efforts in reading, ranking, debating, re-ranking, selecting,

organizing, and perhaps even understanding all of the more than 270 abstracts submitted in this process. The
process may not be perfect, but the combination of so many excellent submissions and the hard work of the

committee has produced what we hope is another great technical program for this great meeting.

Another new feature of this year's meeting is appearance of posters representing efforts in MEMS Education.
These will be offered in parallel with the Open Poster session on Wednesday Evening, and the corresponding

papers are in a supplement to the technical digest. Depending on your feedback, the MEMS Education session

may be formally included in the program at future meetings in this series.

As always, significant unscheduled time is available for informal discussions among friends and colleagues.

Proposals, job offers, and business plans are the frequent product of these breaks, as are sunburns, lost golf

balls, tennis elbows, and sandy navels. There are evening poster sessions, a banquet, and the infamous Rump
Session. We hope that you'll make the most of these opportunities for business and pleasure!

The Transducers Research Foundation and DARPA (Thanks John Evans, Dennis Polla and Amit Lal)
continued a tradition of providing travel support for presenting author students attending the meeting, enabling

the meeting to continue the invigoration of our community with young talent, new ideas, and enthusiasm for

the future of our community. We would also like to thank the National Science Foundation for their funding
support for the printing of the compilation of educational poster papers.

In addition to thanks to Chip and the technical program committee for their efforts, and to TRF, DARPA, and

NSF for significant financial support, it is important also to thank Mark Allen for his continued excellent
support of the local arrangements, and Joe Giachino for continuing oversight of our finances. Katharine Cline

and her team at Preferred Meeting Management, Inc. have provided all sorts of logistical, administrative,

philosophical and psychological support to our organization as always.

Please bring your ideas, recollections, hopes and personalities to the sessions and other events this week.

Thomas W. Kenny

General Chairman
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ABSTRACT

The iMoDTM is the basis for a MEMS display that exploits
optical interference. QUALCOMM MEMS Technologies
(QMT) is engaged in a multi-front effort to commercialize
iMoD. This paper will review the history of iMoD development
to date, and discuss QMT’s strategy, philosophy, and
transformation as it addresses the array of issues it must face to
succeed.

HISTORY OF iMoD DEVELOPMENT

The iMoD, or interferometric modulator, underwent a
rather long gestation not unlike that experienced by similar
devices such as the Digital Micromirror Device from Texas
Instruments. The device was originally conceived as the
“Resonant Membrane Spatial Light Modulator” (RMSLM) in
1989. This period coincided with research activities by a variety
of organizations into different MEMS light modulators,
exploring the uses of reflection, diffraction, and interference. In
the case of the RMSLM, it was thought that interference could
provide two very significant advantages. The first was the ability
to process light with great efficiency, and the second was the
ability to do so with a degree of finesse available only through
thin film optics. Applications including optical computing,
telecommunications, and adaptive optics were all candidates for
ultimate commercialization. However it was flat panel displays
that were the original and ongoing focus of the work. The
attributes that MEMS brought to this application would become
more apparent later in the development.

First funding for the development occurred via the Small
Business Administration (SBIR) program that drove the efforts
of the author’s first company, Etalon Inc. From 1991 to 1997.
These resources were used to gain experience with the materials
that were suitable for creating MEMS structures, but whose
traditional role was in the creation of thin film stacks for static
optical devices. All these efforts occurred within a subset of the
facilities of MIT’s Department of Materials Research where
Etalon was an industrial user. It was also during this period that
the initial thin film design families, optimized for display
applications, were modeled.

The end of this long research phase was marked by the
actuation of the first functioning pixels. In typical fashion, these
were glass fragments decorated with silver paint, long wires, and
barely perceivable pixels. Additionally, a process by which
large, full color, bright and vivid static displays could be built
was developed. Ironically, or perhaps mercifully, it was
conceived in one afternoon and realized the following evening
with the help of a laser printer, transparencies, a thermal
evaporator, and PECVD. Together, these two accomplishments
provided a powerful validation of the technology’s potential,
and as “sales” tools they enabled significant new funding. It was
also during this period that the term “iMoD” was coined, and
Iridigm Display Corporation formed. Iridigm’s purpose was the
commercialization of iMoD technology for display applications.
Subsequent, efforts were focused in three main areas. The first

was the creation of a functioning macro-pixel array that could be
addressed and driven to show basic graphic information. Second
was the validation of a manufacturing strategy that would rely
on the exploitation of existing TFT LCD facilities. The third was
to extend and refine the iMoD family of optical designs.

Iridigm closed its first funding round in 2001, the height of
the Internet boom. This process was especially hard-fought due
to a combination of circumstances. Venture backed forays into
domestic display production were riddled with recent and well
publicized failures and technical obstacles. At the same time
excitement around the Internet drove capital into web based
startups, and startups aimed at fiber-optic infrastructure
development. Many MEMS companies dove into the breach of
the latter category. Iridigm subsisted with a lean approach that
minimally expanded its engineering and management team, and
built a small prototype fab. The fab was affectionately known as
“New York,” a more than passing reference to the song. Costing
only $3M and 10 months buildout, it was a completely
integrated facility which took 4” glass wafers in, and produced
packaged devices. Many similarly purposed facilities cost 10X
as much.

A significant array of milestones was achieved. Usable
hysteresis, one of the pillars of the iMoD’s promise, was
realized. This led directly to the fabrication of the first matrix
addressable displays. Prototypical static and dynamic displays
based on bi-chrome, black and white, and full color families
emerged. The manufacturing strategy was also validated by the
first successful use of an LCD fab to build iMoD displays.

Iridigm was acquired by QUALCOMM in October of
2004. QUALCOMM MEMS Technologies (QMT) was
subsequently formed as fully owned subsidiary focused on the
manufacture of displays for portable electronic devices, and the
exploitation of iMoD related technology to MEMS in general.

iMoD THEORY AND OPERATION

The theoretical basis for iMoDs has been described in prior
publications [1] [2] [3]. Optical interference occurs between the
thin film stack and the metallic membrane reflector. Thus the
iMoD is viewed through its transparent substrate. The thin film
stack comprises a number of dielectrics and highly absorbing
metals like chrome or tungsten. Changes in the optical state are
produced by the reflection or absorption of light by the iMoD
structure, depending on the position of the membrane element
shown in Figure 1.

Figure 1. The iMoD architecture.
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Figure 2. iMoD in resonant mode.

Fundamentally the device has a resonant state and an
induced absorption state. As in many thin film stacks, a standing
wave is produced whose peak position is determined by the
position and properties of its constituent films. When the iMoD
is in its resonant state, the metallic membrane is not actuated,
and the overall design is such that the standing wave peak
resides within the airgap. In this state the iMoD behaves as a
resonant reflector, reflecting a color peak whose wavelength is
determined by the size of the airgap. A diagram of this mode
and a micrograph of a corresponding display is shown in Figure
2.

Figure 3. iMoD in induced absorption mode.

Actuation of the membrane into contact repositions the
standing wave peak so that it coincides with the absorbing film
in the thin film stack. The result is a phenomenon known as
induced absorption. Light is consequently absorbed with great
efficiency producing an effective black state as shown in Figure
3.

From a functional standpoint, the iMoD is very appealing
as a display element for two reasons. The first concerns the
efficiency of the device as a modulator. Reflective media, like a
magazine or a newspaper, must be exceptionally bright to be
readable in a variety of ambient conditions. The former
generally have a brightness of around 80%, while the latter
achieve on average 55%. iMoD pixels routinely achieve
reflective peaks in excess of 85%, as shown in Figure 4. The
result is an average brightness of 30%, a figure which makes
them viewable even in exceptionally dim environments. Overall

this attribute minimizes, and in some cases eliminates, the need
for some form of supplemental lighting.

Figure 4. Typical iMoD reflective peaks.

Hysteresis is another significant attribute as it allows the
elimination of the Thin Film Transistor (TFT) array, a
significant component in many matrix addressed displays. The
function of the TFT array is to provide memory and a voltage
threshold. The combination of memory and threshold allows for
the generation of an addressing waveform that can be applied
almost independently of the electro-optic behavior of the
modulating medium. The downside of the bargain is that the
TFT often constitutes one third of the overall cost of a display.
Figure 5 illustrates a typical hysteresis curve attained with
iMoD. Such curves are easily exploited for they are wide, and
have very well defined transitions.

Figure 5 Typical iMoD hysteresis curve.

APPLICATIONS AND ECOSYSTEM

Display-centric portable electronic products are engaged
in a constant struggle to provide increasing features against a
backdrop of decreasing power, size, and cost budgets. The
aforementioned qualities of high brightness and inherent
hysteresis are two of the cornerstones upon which the iMoD’s
promise rests. Delivering in these two critical areas makes it an
attractive solution for many of these products. However, a
discussion of the iMoD’s display architecture reveals a broader
and more compelling implication.

A comparison between architectures derived from iMoD
and LCD solutions is illustrated in Figures 6 and 7. These

Standing wave

Reflector

Glass Substrate

Thin film stack

Incident white light 100 %

Reflected light 98 %

Display

Actuated state

Unactuated state

Standing wave

Incident white light 100 %

Reflected light 2%

Display

Reflector

Thin film stack

2



figures show that the iMoD solution exhibits a higher degree of
functional integration in at least three dimensions. Modulation in
the LCD requires a combination of the LC material, and
polarizing films vs. a single actuating membrane. LCD color
selection relies on a separate color filter component, a
component made unnecessary by the iMoD’s predefined air
gaps. The elimination of the TFT array speaks for itself. Thus it
can be seen that the iMoD brings advantages on a broad system
wide level as well.

Figure 6. Full-color iMoD architecture.

Figure 7. LCD display system architecture.

This exercise also serves to bring to light the challenging
nature of displays or display subsystems compared to other
components comprising a product’s BOM (Bill of Materials).
Challenging in the sense that the display must “integrate” and
“interface” across a wider variety of axes than the other devices
in the BOM. Put simply, and by example, IC design must
consider standardized silicon layout/fab, packaging, and lead
frame options. Display design by default must take equivalent
issues into account. However this process is significantly
burdened by the need to consider additional complexities.
Complexities associated with the physical, electronic,
mechanical, and optical coupling of the display to a dizzying
array of components and materials. Not to mention that the
resulting subsystem must serve as both a compelling visual and
frequently tactile transducer. Successful design and deployment
of off-the-shelf display technologies depends on the intimate
coordination and collaboration between a host of seemingly
unrelated industries and disciplines. To achieve a similar result
with a technology that is yet to be established requires the
almost spontaneous realization of a comparable infrastructure or
“ecosystem.”

ELEMENTS OF AN iMoD ECOSYSTEM

At last count the author has identified no less than ten
separate “niches” which must be filled or otherwise addressed to
achieve a functional iMoD ecosystem. Functional in the sense
that viable products can result, and mechanisms exist to provide
for the evolution and advancement of technology and its
application. This is not necessarily an inclusive list. However it
should be a fair representation of the general scope, and overlay

what QMT has and will establish as part of its larger
commercialization strategy. A list and brief descriptions follow.

Basic materials R&D

Materials study and engineering, particularly as it relates to
electromechanical behavior and the impact of different oxides.

iMoD architecture development

Fundamental structure design to improve performance and
expand the range of iMoD functionality.

iMoD family specific materials R&D

Materials research as it relates to electro-optomechanical
behavior. Designs for bi/monochrome, full-color, B&W, etc.

Array manufacturing

Manufacturing process design and toolset specification related
to the fabrication of the iMoD array.

Array packaging

Process and tool development for encapsulation of the array,
post array fabrication.

Electronic system development

Design and development of drive waveforms, drive/controller
electronics, as well as lighting and touch systems.

Lighting system development

R&D of new iMoD specific supplemental lighting systems, and
customization and deployment of existing solutions.

Optical film development

Development and customization of organic and inorganic films
and coatings for optical performance enhancement.

Module assembly

Adaptation and customization of existing module assembly tools
and processes. Development of cost reducing iMoD specific
module assembly enhancements.

Advanced Development

iMoD and iMoD derived innovations to support roadmap, and
alternative MEMS related opportunities.

CHALLENGES AND STRATEGIES

Each of these niches serves a different purpose or role and
is therefore constrained or driven by varying issues or demands.
Strategies must be established, or adapted if already existing,
that are niche specific but “system aware” (analogous to “think
globally, act locally”). In some cases the approach is driven by
the availability of resources or the need to control IP. Others are
a continuation of strategies put in place years ago, but are
challenged by changes in corporate culture and personnel. Yet
others must be agile and highly responsive to changing demands
from customers and internal processes.

Materials R&D and architecture development represent two
separate areas that have almost identical drivers and constraints.
Both must respond to the need to continually improve the iMoD,
functionally via architecture and electro-dynamically via
materials R&D. Both are constrained as they lie at the core of
the IP value proposition and as such represent high priority
assets. Both have dedicated in-house engineering teams. In the
case of materials, this occurs in the form of a relatively new

red subpixe l
gre en s ubpixel

blue s ubpixe l
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device physics group. Architecture development of course, has
been a central process from the very beginning.

Additionally, one of the legacies of the iMoD’s long
gestation period is that there has been plenty of time to identify
and document a myriad of evolutionary and revolutionary
enhancements along material and architecture axes. This
plethora of avenues comes with the pressure to explore the most
promising ideas quickly, in some cases before another entity
does. All these factors helped to drive the decision to establish
comprehensive in-house facilities that are fully integrated and
capable of small-scale prototyping, as well as exotic R&D. The
expense of such a capability is justified by maintaining
leadership and control over what is arguably the most critical
asset of the company.

On the other hand, there are some areas of R&D that can be
“safely” outsourced. One example is the exploration of iMoD
family specific materials. Family, in this case, refers to an iMoD
design that is defined by the incorporation of a particular
material/s, and minor architecture changes. The consequence is
that the family exhibits fundamentally different electro-optic
behavior. An example of this is shown in Figure 8, where a
photograph of a static B&W iMoD is shown.

This outsourcing strategy is palatable because the
innovation occurs using software design tools, a resource which
can be established and staffed for relatively low cost. The actual
development activity involves the deposition of specific
materials or materials combinations. The results are then
characterized separately or in conjunction with in-house
fabricated structures. Since the deposition function can be easily
outsourced, burdens on in-house resources are decreased while
maintaining control over IP.

Figure 8. Static display based on B&W design family.

The term “niche” is hardly a sufficient label for the
resources and energies devoted to array manufacturing. iMoD
array manufacturing will occur, in the near term, on
existing/modified LCD factories and tools. This strategy was
ingrained in the ecosystem at a time when the iMoD design
families and associated materials had not been defined.
Essentially that decision established a rather rigid catalog of
materials that had to be mixed and matched to achieve the
iMoD’s goals, not the other way around. Figure 9 is one such
catalog that derives from a specific LCD factory [4]. The
overwhelming benefit has resulted in a relatively mature
manufacturing process. The process is exceptionally well
adapted to drop-in to an existing TFT LCD fab. This pool is
large and increasing in size as existing fabs are supplanted by
larger and more efficient replacements.

Material Purpose

Al, Al:Nd Gate metal, Gate bus line

Ta, Mo-W, MoCr, Mo Gate metal

ITO Pixel electrode

SiNx Passivation, gate dielectric

a-Si Channel

Figure 9. Sample “catalog” of materials for iMoD mfg.

The challenges to this strategy could easily be entitled “The
Realities of a ‘Drop-in’ Process,” “Evolution of Staffing From
Development to Production,” and “Line Balancing: The Act.” At
its core is the current relationship between QMT and PVI (Prime
View International of Taiwan) that provides regular and
exclusive foundry access for iMoD manufacture. The particular
facility that QMT has access to is well suited for this purpose.
Tools and materials can be easily reconfigured, and the
production rates are compatible with a cross-section of
introductory products. However despite the selection of
materials that are already in use and well characterized,
production tools rarely deliver the same performance as tools in
a development environment. The result is that a technology
transfer process begins to resemble a re-development effort. The
development team must accept this fact early on and prepare
accordingly. Advance sampling and characterization of
materials is one approach that can be pursued in parallel [5].

Accepting the realities of this process can directly
challenge the nature and composition of the development team.
In all likelihood an “entire development staff, although well
chosen for the creation of a new technology, may not be
properly suited for the move to engineering and production” [5].
The necessary transformation can sometimes be complicated by
“pride of ownership” and a lack of appreciation for the fact that
some problems are often more efficiently solved on the
manufacturing vs. development side.

From the standpoint of establishing a foundry in an existing
factory, the issue of line balancing also emerges. In the case of
iMoD, upwards of 90% of the equipment set already exists
within a TFT AMLCD fab. However the sequence of process
steps for which the factory layout was designed is such that the
toolset is not optimized for efficient production. Figure 10
illustrates the iMoD sequence. TFT processes tend to be “heavy”
in dielectrics and “light” on the metals side. The resolution of
this circumstance is non-trivial for it involves tradeoffs between
early incremental equipment changes with potentially large
future expenses, versus initial large expenditures with growing
savings in the future.

Figure 10. iMoD array manufacturing sequence.

Supplemental lighting systems is a niche whose complexity
begins to encompass some of the aforementioned “integration
and interfacing” issues. It to also subject to pressures which are
variable in product space since some apps require lighting and
some don’t. Variations over time can also occur as the initial
product mix along with customer priorities may change,
sometimes quite rapidly.

The technical challenge is not unlike that of an LCD where
the lighting system is a separately defined component. This is in



contrast to emissive displays, such as plasma, OLED, and FED
where light emission is a consequence of the electro-optic
effect. This similarity is beneficial in that it creates the potential
for adapting existing LCD solutions for application to iMoD.
Front lights, as they are called, have existed since the advent of
commercially available reflective LCDs. However they have
evolved specifically to complement the characteristics of LCDs.
LCDs usually accommodate a narrow entry/exit cone, and have
an affinity for polarized light.

A typical example is shown in Figure 11, which illustrates
the major components and the associated optical path. The
general design goal is to minimize losses at each interface, and
produce a structure that is robust enough to maintain alignment
during everyday use. Effectively homogenizing and coupling the
incident light into the display, without producing undue visual
artifacts, represents one of the more subtle and difficult design
challenges. This approach is sub-optimal given the iMoD’s wide
viewing angle and polarization insensitivity. It also does not take
into account iMoD specific color shift phenomena, as well as
characteristics that enable reductions in total system size.

Figure 11 LCD Frontlight layout.

Overall, lighting system design must consider the complex
interaction of a stack of organic and inorganic films, adhesives,
micro structured films, and light sources from an optical,
mechanical, visual, and thermal standpoint. Even existing
solutions are born and evolve within the framework of yet
another industrial infrastructure with different specialty niches.
To bring together these resources in-house in a timely fashion is
not conceivable. Thus, QMT has established a multi-faceted
outsourcing model involving at least four vendors. This model
combines both directed efforts to adapt existing solutions, and a
“shotgun” approach which allows for a wide variety of advanced
solutions to be quickly vetted and, if appropriate, positioned for
more targeted development.

BROADER DEVELOPMENT AND

APPLICATION

Most of the activities within the ecosystem are guided by a
technology roadmap that takes its cues from a product roadmap.
The resulting mechanism is highly responsive to customer
requirements for introductory products, and for future products
that exist along a well defined feature set hierarchy. What this
mechanism lacks is the ability to anticipate or, in some cases,
define new customer requirements. This is in addition to
identifying opportunities that do not exist on the current product
roadmap. Consequently QMT has created a Technology
Planning Group (TPG) whose areas of responsibility include – a
focus on non display applications that lie off the current

roadmap, an interest in things that could lie on the current
roadmap in the future, and some support of the existing planned
product developments.

Existing product development efforts include, for example,
the incorporation of MEMS switch arrays to provide a
waveform multiplexing function. By capturing this functionality
within the array MEMS process, the pin-count and resulting
driver cost/complexity is reduced. TPG will support such efforts
if supplemental resources or expertise are required within the
associated technology development program.

Advanced iMoD architectures illustrate one kind of project
that TPG has an interest in. Possible variations include devices
which can be addressed with simplified waveforms, and iMoDs
which are tunable and therefore can achieve any color with a
resulting 3X improvement in brightness. The speculative nature
of these thrusts do not necessarily place them on the technology
roadmap. TPG’s purpose in this case is to drive further
exploration of these technology options and their value in
enabling future product opportunities. The objective for this
work is to reduce uncertainty and fix new points on the
technology roadmap for further development.

The iMoD is quite a versatile device in itself. Unlike many
display entrants it has the potential to play a role in a more
diverse array of display market segments than its competitors.
The value and potential are equally manifested in other ways as
well. In addition to the large area MEMS process, and
manufacturing knowledge and capability, there is the experience
being gained in bringing a MEMS based system into a high
volume, cost competitive environment.

Thus TPG’s third role, its focus, is to explore off-roadmap
opportunities that are enabled by the iMoD’s functionality, asses
and vet non-display applications that are enabled by the growing
process and manufacturing expertise, and pursue the
development of capabilities that support and benefit all-the-
above. Opportunities include television, and large area (kiosk or
billboard), but also RF switches, variable capacitors, or
telecommunications. Synergistic efforts in the area of ultra low-
cost manufacturing range from pre-deposited “starter stacks”
and plastic roll-to-roll substrates, to pre-form, or printing like
approaches.

CONCLUSIONS

This paper is an attempt to provide insight into the context
and intricacies of realizing a new MEMS display technology. It
is by no means comprehensive. Commercialization has been and
continues to be an exceptionally elaborate and complex
undertaking. This is not to suggest that the same cannot be said
of any new technology being driven toward the marketplace.
However iMoD has come of age from within an industry
(MEMS) still recovering from a “boom-bust” cycle and
therefore not quite as mature as it might be. At the same time,
emerging into an established industry with no precedent for the
role of MEMS (flat panel displays). The legacy of Iridigm is a
robust, wide IP portfolio, engineering team and manufacturing
strategy. The challenge to QMT is broadly developing and
commercializing this windfall, while keeping it intact and
maintaining control over its future. The product in question is
not an individual component to be developed in relative
isolation. Rather it is an intricate system whose pieces derive
from multiple and disparate industries and disciplines. Getting
one’s arms around such a project is helped by viewing it as a
developing ecosystem. Like all of its natural equivalents,
survival depends on the successful positioning and
interdependence of the all elements within.

Courtesy

ALPS ELECTRIC CO., LTD.
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ABSTRACT

Micromirrors used to steer optical beams at the tip of an endoscope

are an active area of research. MEMS mirrors with various

actuation mechanisms have been reported including rotating

micromotors [1], parallel plate electrostatic [2], electrothermal

[3,4] and vertical electrostatic combs[5-8]. This paper presents for

the first time a two-axis magnetically actuated micromirror

designed for an OCT (Optical Coherence Tomography)

endoscope. We demonstrate also for the first time a free-rotating

axis with no spring constraint, combined with an orthogonal

resonant drive axis. Magnetic actuation allows large angular

deflections (+/- 40 degrees rotation) at low voltage (<1V), a

significant advantage relative to electrostatic mirrors for patient

safety. Actuation is accomplished with 4 coils (two pairs) in

proximity to the moving mirror, which contains a small permanent

magnet. The entire endoscope scan engine is contained in a 2.8

mm ID plastic tube. Details of the endoscope design, MEMS

fabrication, optical path, scanning, and sample OCT images are

presented.

INTRODUCTION

Minimally invasive surgery is an important trend in medicine

that leads to reduced trauma and faster patient recovery.

Endoscopes are evolving rapidly to smaller sizes and higher

functionality, including the ability to image tumors and in some

cases treat diseased tissue with radiation or sound.

OCT (Optical Coherence Tomography) has recently evolved from

the time-domain systems which sample 2,000 A-lines/sec to

spectral domain, [9] and Optical Frequency Domain Imaging

(OFDI) [13] which sample 19,000 to 100,000 A-lines/sec. In

contrast, mechanically scanned endoscopes have not kept up with

current acquisition speed capabilities of Spectral Domain OCT and

Optical Frequency Domain Imaging (OFDI). Rotational scanners

suffer non-uniform rotation distortion (NURD) from long, thin

cables transmitting torque from the external motor. Linear scan

mechanisms are limited to a few Hertz due to the forces needed to

translate distally a fiber and lens assembly. Rapidly scanning

MEMS micromirrors offer an alternative to mechanical actuation

using external motors and mechanical linkages.

MEMS mirrors for endoscopes are an active area of research

[1-8]. Arguably the most advanced of these use multi-level

electrostatic comb actuators. These mirrors offer many advantages

such as low mass, absence of exotic materials, and the possibility

of built in capacitive feedback. Drawbacks include tiny gaps and

high voltages which are potential failure modes and safety

concerns. Previous work on magnetic actuation using a film of

Permalloy on the mirror [10], a coil on the mirror [11] or screen-

printed magnets [12] show that these can achieve large angular or

linear scans at low voltages across large gaps, advantages in an

endoscope. This work explores a novel design for a two-axis

raster scan, using a resonant fast axis and free-rotating slow axis.

A large angle raster scan is demonstrated. The entire system fits

inside a 2.8 mm ID plastic tube. Preliminary 2-D images taken

with both time-domain and spectral domain OCT are shown.

THEORY

OCT is an optical technique for 3D tissue imaging based on

back-reflection from the sample. The back-reflected light is

detected interferometrically by combining with light from a

reference mirror. In time-domain OCT, the back-reflection at

various depths is collected sequentially by moving the reference

mirror. Newer techniques, such as spectral-domain OCT and

OFDI, use Fourier techniques to transform an acquired

spectrogram, and are an order of magnitude faster than time-

domain OCT [9, 13].

The endoscope design is shown in Fig. 1. The MEMS mirror

contains a small NdFeB permanent magnet (0.6 mm X 0.8 mm X

0.2 mm), and is actuated via two pairs of coils: a fast axis pair and

a slow axis pair. FEA was used to calculate the torque/mA along

each axis (Fig. 3 and Table 1).

Figure 1. Solid model of endoscope system, showing actuation

coils, fold mirror and MEMS mirror.

Endoscope Optical Design

Light from an SMF 28 optical fiber is focused through a

GRIN lens, reflected from a fold mirror to the MEMS mirror

which steers along two axes (Fig. 2). ZEMAX simulations were

used to optimize the optical path for resolution over the 3-

dimensional imaging region. Maintaining good focus over large

angular deflections is difficult due to cylindrical lensing effects

from the plastic sheath of the endoscope. The light beam must

avoid normal incidence on the plastic sheath, since this would

create a strong back-reflection which would degrade the S/N of

Fold Mirror

and Support

MEMS
Mirror

Fast
axis

Coil Pair

Slow
axis
coil



spectral domain image processing. The fold mirror allows the

MEMS mirror to steer the optical beam forward towards the

endoscope tip.

Figure 2. Solid model of later version of endoscope system,

showing optical path through system and solder pads for strain

relief. This version shows only one slow axis coil.

Figure 3. FEA model of magnetic field from slow-axis coils used

to calculate torque/mA. Similar analysis used for fast axis coils.

These mirrors have a high Q (600-900) on the resonant axis,

therefore driving them off-resonance requires care. For example,

driving with a triangle wave is desirable for a raster scan. In this

case, the input drive signal must be filtered with a notch or low

pass filter to ensure that no high order harmonics are present at the

resonant frequency, or ringing will result.

EXPERIMENTAL DETAILS

Fabrication Process: A simple, manufacturable process with

only 3 photomask steps was used to fabricate the MEMS mirrors,

illustrated in Fig. 4. Photoresist liftoff was used to pattern the

metal mirror layer, consisting of Cr/Au on the handle side of an

SOI wafer.

The flexures and gimbal were etched using an STS ICP

(inductively coupled plasma) etcher running the Bosch process.

Folded flexures consisting of 3 beams were either 6 microns wide

or 8 microns wide depending on design, and 50 microns thick (set

by the device layer of the SOI wafer). Flexures, temporary etch

buffers (used to create uniform etch conditions on both sides of

each flexure leg) and stops are shown in Fig. 5.

A second ICP etch was used to pattern the handle side of the

wafer (350 microns thick), freeing up the mirrors. A final HF etch

was used to remove the buried oxide layer. Finally, temporary

hold-downs on the SOI layer were snapped to release the mirrors

from the wafer. Fig. 6 shows a completed device mirror-side up.

Magnets made from 50 MGOe NdFeB were attached

individually using epoxy. Screen printed magnets have been

demonstrated previously [12], but to achieve higher magnetic

moment per unit mass, a solid rare-earth magnet was selected.

Axles for the slow axis rotation were also inserted manually

and attached using epoxy (Figure 7). Axles were packed in

Halocarbon stopcock grease for smooth rotation.

The endoscope body, fold mirror support, coil support and

axles were machined from bio-compatible titanium using a

combination of conventional machining and wire EDM.

a. Metal 1 (Cr/Au) handle side lift-off,

b. ICP etch 50 micron SOI layer to form springs and gimbal

c. ICP etch handle side to release mirror

d. HF etch to remove buried oxide.

Break temporary tabs to release mirrors

Figure 4. Fabrication sequence used to make mirror chips

Figure 5. ICP etched folded flexure fabricated from single

crystal silicon, shown with etch buffers and stops.

Figure 6. MEMS mirror photograph showing Au mirror and side

notches (left and right side) for holding axles.
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Figure 7. MEMS micromirror showing permanent magnet,

springs, and axles.

RESULTS

A completed endoscope scanner is shown in Fig. 8. MEMS

mirrors were fabricated with 6 micron and 8 micron wide flexures,

giving resonant frequencies near 550 Hz and 800-900 Hz

respectively. The measured Q of the fast axis is approximately

600-800, giving a large drive amplification at resonance.

Static angle vs. drive current data for a 6 micron flexure

device is shown in Fig. 9. Optical deflection of +/- 8 degrees was

achieved at drive currents of 91 mA at 0.73 V drive voltage.

A linear scan at 10 Hz was achieved by driving the fast axis

with a triangle wave (Fig. 10). Angle position of a laser spot

reflected from the mirror was measured using a Hamamatsu

Position Sensing Diode (PSD). Drive signals with harmonic

content at the resonant frequency (562 Hz) produced ringing. This

could be avoided by several input shaping techniques, such as

notch filtering or low-pass filtering the drive signal.

Figure 8 . Completely assembled endoscope scan engine with

actuation coils fits in a 2.8 mm ID tube.
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Figure 9. Static fast axis angular deflection vs. drive current for

mirror with 6 micron wide flexures.

Table 1. Coil Turns and Torque/A

Slow Axis Fast Axis

# turns each coil 300 30

Calc. Torque (N-m/A) 2.1*10
-6

1.5*10
-6

Coil Resistance (ohms) 58 8
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Figure 10 . Mirror scan following 10 Hz triangle wave.

Figure 11 . Two-axis raster scan produced by MEMS mirror.

Laser passes through hole in screen to scanner, mounted on an

optical bench. Mirror scans +/- 40 degrees optical both axes.
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Fig. 11 shows a combined fast resonant axis and orthogonal

slow triangle wave scan. Fast axis scans were limited by the

mirror hitting the gimbal at about +/- 44 degrees optical. Slow

axis axle supported scans were limited by the magnet touching the

fast axis drive coils, also at +/- 40 degrees depending on the

magnet to coil gap.

OCT images: Fig. 12 shows a cross-sectional image of a

researcher’s finger using spectral domain OCT running at 18.5

frames/s. Fig. 13 shows an image of a finger tip using time-

domain OCT at 1 frame/s.

The natural coordinate system for a rotating mirror is

spherical, whereas Cartesian coordinates are preferred for imaging.

We expect in the future software will be used for this coordinate

conversion, and to store successive 2-D images as a 3-D data file.

Plastic Tube FingerPlastic Tube Finger

Figure 12 . Spectral-domain OCT image using slow axis scan of

MEMS endoscope.

CONCLUSIONS
We have designed and demonstrated an endoscope scan

engine consisting of a 2-axis MEMS micro-mirror with an attached

magnet driven by external copper coils. The resonant axis enables

a large scan angle at low drive voltage. A slow axis supported by

free-rotating axles was combined with the resonant drive axis to

produce a 2-D raster scan. Preliminary OCT images from both

Time-Domain OCT and Spectral-Domain OCT are shown.
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MEMS SPATIAL LIGHT MODULATOR FOR OPTICAL MASKLESS LITHOGRAPHY
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ABSTRACT

128x512 arrays of electrostatically actuated piston

micromirrors with 3 m and 5 m individual pixels and
90% optical fill factor are realized using a polysilicon
surface micromachining process with 5 structural layers
and 130nm minimum features. To modulate Deep
Ultraviolet (DUV) radiation for Optical Maskless
Lithography application, continuously controlled
vertical motion of 80nm is achieved at less than 4V.
The micromirror response time is less than 10
microseconds. A wiring layer is used to actuate
subarrays of up to 128x128 mirrors at the same time in
linear gratings, checkerboards and other patterns.

INTRODUCTION

One of the critical technical barriers in the area of
Optical Maskless Lithography (OML) for IC
fabrication[1,2] is development and implementation of
the appropriate beam modulation technology. A MEMS
Spatial Light Modulator (SLM) can provide a solution
for this challenge, and enable systems to achieve sub
50nm critical dimensions (CD) with throughput of at
least one 300mm wafer level per hour.

MEMS SLMs for OML with larger, tilt pixels

(16 m x 16 m) and up to 1M-pixel size have been
previously developed[2] and have found successful
commercial application in mask writing. Such devices
are built out of Aluminum on top of electronic circuitry
supplying ~25V drive signals. However, SLMs with

pixels smaller than 5 m are needed to build the next
generation maskless lithography tools capable of 50nm
CD[3]. High frame rates (10kHz) and pixel counts (10
Million pixels) are needed to achieve high throughput.
Compared to tilt micromirrors, piston micromirrors are
easier to reduce in size while maintaining low actuation
voltage, and piston-type SLM provides additional
capabilities for OML, such as strong phase shifting[4].
Pixels characteristics need to be stable over long times,
many cycles of operation and under exposure to UV
light. Polysilicon often provides better mechanical
performance and stability compared to Aluminum,
which may be subject to creep and fatigue. We have
built and tested a standalone polysilicon MEMS

technology building block, demonstrating performance
consistent with these application requirements and
scalable to very large pixel counts.

To achieve large pixel counts, electronic drive
circuits have to be provided for each mirror. Low
voltage operation is absolutely critical, since we have to
use high density, low voltage CMOS drivers to fit
within the extremely small footprint of our pixels.
While the ultimate goal is to hybridly integrate the
polysilicon MEMS with drive electronics to address
each mirror individually(to be reported elsewhere), to
test the MEMS technology we have incorporated a
wiring layer to deliver the electrical drive signal without
integrated drivers. We have pre-wired our micromirrors
and tested them in lines, gratings, checkerboards and
other patterns actuated by only a few distinct signals
with up to 8192 mirrors connected in parallel to a single
wire.

FIGURE 1. Conceptual drawing of the MEMS mirror

array and the single mirror. Yellow – reflector, gray

– spring, green – movable electrode, blue – fixed

electrode and ground.
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MICROMIRROR ARRAY DESIGN

Figure 1 shows a conceptual drawing of our
MEMS array. Each pixel is actuated electrostatically by
applying voltage to a lower fixed electrode, with ground
lines in between pixels. The mirror is supported at its
center by an elastic, doubly-clamped spring. This spring
provides the mechanical restoring force as well as the
electrical contact to the ground lines. Even for springs
as thin as 100nm, their length has to span over several
pixels to provide the required compliance for low
voltage operation. Each spring is electrically and
mechanically connected to an upper electrode
underneath it, which maximizes the force achieved by
the actuator by bringing the electrodes closer and
increasing the area. It also shields the spring from the
electric fields of neighboring electrodes by completely
surrounding them with structures at the ground
potential. Springs of neighboring pixels are
interdigitated in between the upper electrodes and the

mirrors; by design there is enough room for the required
vertical motion without any of the parts coming in
contact. With this approach we achieve the compliant
structure needed for very small mirrors without
resorting to extremely thin layers or very soft,
unconventional materials. Not shown, under the fixed
electrodes, a polysilicon wiring layer insulated by the
silicon nitride dielectric is used to bring the electrical
signals to the lower electrodes from the probe pads on
the periphery of the array.

To build the MEMS mirrors we use a fabrication
process with 3 moving and 2 fixed polysilicon structural
layers and 3 sacrificial Silicon dioxide layers. Layer
thicknesses are 100 to 500nm for structural layers, and
400 to 700nm for sacrificial layers. Each layer is
patterned using a 193nm scanner, achieving CDs of less
than 130nm and interlayer alignment better than 50nm.
The reflectors are planarized by chemical mechanical
polishing (CMP) to produce a smooth, flat top surface.
The structures are then freed by etching the sacrificial
material (wet etch in 49% HF), and dried using a
supercritical point CO2 dryer. Coating the top surface of
the mirrors with 300Å Aluminum reflective layer
completes the device (Figure 2).

(A)(A)

(B)(B)

FIGURE 2. Scanning electron micrograph of the (A)

3 m pitch and (B) 5 m pitch MEMS mirrors in

arrays. One mirror is snapped down for illustration.

The top surface is planarized by CMP and coated with

evaporated Al for high reflectivity.

FIGURE 3. Undulating springs (top) reduce

sensitivity to residual or induced stress, as illustrated

by the FEA analysis (bottom). The pixel size is 5 m

and “n” is the undulation frequency.
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The lateral undulations (“wiggle”) in the springs
are designed to provide effective strain relief. In a linear
elastic regime, the piston resonance frequency

Kf PISTON
, where is K is the linear stiffness of the

spring. Figure 3 shows finite element analysis of the

as a function of the compressive residual stress

for a case of a 5 m mirror with different spring
undulations. The springs, 300nm wide, 100nm thick,

20 m long, are clamped at both ends, with the mirror

attached in the middle. For straight beams ( = 0) the
frequency shows a strong stress dependence and the

buckling instability appears at = 23MPa as evident by

the frequency going to 0. As the in-plane undulation is
increased, the effect of the residual stress is reduced and
the buckling instability is pushed to larger stress values.

For > w the number of periods n of the undulation
within the spring length does not significantly affect the
stress dependence of the frequency.

PISTONf

Using the same mask set, three lots with different
layer thicknesses were fabricated – the spring thickness
t and the electrode gap g were (t, g): (100nm, 460nm),
(180nm, 690nm), and (110nm, 420nm). Each lot

contained 36 design variations, 18 each for 3 m and

5 m pitch. The spring length for 3 m mirrors varied

from 12 to 30 m, the spring length for 5 m mirrors

varied from 20 to 50 m. Nominal spring widths were
between 130nm and 460nm. Only small variations of
the spring width for each particular length were made,
since each spring footprint has to be equal to the mirror
area. The longest springs were the narrowest. Other
layout variables, such as spring undulation and mirror
fill factor, were generally found not to have any
significant effect.

All devices were successfully released and dried
with all mirrors intact. The deliberate almost 3-decade
variation of spring stiffness had a profound effect on
actuation voltage and initial mirror height variation, as
described below. In particular, the devices in the lowest
decade typically showed signs of lateral stiction or had
too much height variation after the release to be useful.
On the remaining devices we have observed high
moving mirror yields with few stuck mirrors, as verified
by actuating subarrays of up to 128x128 mirrors. For
the devices on the stiff end on the spring design, less
than 10 visibly bad mirrors out of 65,000 were typical.

MICROMIRROR ARRAY PERFORMANCE

The piston motion induced by applying a voltage
to the lower electrodes was measured by a Wyco
NT3300 optical profiler operating in phase shifting

interferometry mode, producing height profiles such as
shown in the inset in Figure 4. In this case, a device

designated A2 with 21 m long, 110nm thick and
150nm wide springs was activated at 3.9 V. The pre-
wired pattern was a group of 32 mirrors that form an 8
mirror by 8 mirror alternating line and space array.
After baseline removal, vertical position data is
extracted from the center of each mirror for a series of
voltages. The current at each applied voltage was much
less than 1 nA, indicating that essentially no voltage
drop should occur except at the electrodes themselves.

FIGURE 4. Piston motion as a function of applied

voltage. Lower inset shows an optical profile of a

pattern with 32 actuated mirrors. Top inset shows the

fitting residual errors.

To calibrate the mirrors, each position (z) versus
voltage (V) data set is fit by a non-linear least squares
method to the equation:

2

0 ))(( zgzzKV ,

where K is a constant that includes the spring
stiffness, g is the initial electrode-electrode gap, and z0

is the measured mirror piston position at 0 V. The
parameters K and g are allowed to vary for each mirror.
This equation is based on a simple 1-dimensional spring
and an idealized parallel plate capacitor models, yet it
fits the trends remarkably well; Figure 4 shows a plot of
the measured piston motion versus voltage for 10
mirrors from the device A2 and curves representing the
data fit. The second inset in Figure 4 is a plot of the
difference between the data and the fit position versus
piston position for over 300 points taken from device
A2. For the majority of data, the difference is less than
1 nm. We went up and down in voltage several times,
taking separate measurements, thus low residuals
demonstrate high accuracy and repeatability of the
mirror motion.
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As evident from the Figure 4, a significant
variation in mirror positions exists, affecting their
calibration curves and reducing the overall dynamic
range of the SLM. This 0V spread was found to have a
near-normal distribution for the majority of the devices,
except the ones with stuck mirrors. It can be
characterized by a single number, the RMS position
variation, and was found to vary systematically with the
nominal design spring stiffness, Figure 5. Further study
is under way to understand and reduce the variation.

Although no detailed quantitative analysis has yet
been performed, the piston range and actuation voltage
scaled qualitatively in an expected way across multiple
designs. The piston range was roughly proportional to
the electrode gap, and the voltage increased with both
the gap and the spring stiffness, resulting in a large
variation, from less than 1V to over 60V, as expected.

In order to study the dynamic response, 405nm
laser light was projected onto SLM devices that were
actuated with a square wave voltage source. These
devices were pre-wired so that 64 alternating rows, each
with 128 mirrors moved with the voltage source. The
resulting diffraction pattern consisted of a square array
of spots with additional spots that formed only when the
alternating mirror pattern was activated. A fast Si
photodetector was placed in the beam path of such a
modulated first diffraction order spot and the
photocurrent was recorded. Figure 6 shows the
dynamic response of the same A2 mirror devices. The
0-95% ON time, measured at the applied voltage step

up from 0 to 3.0 V is less than 10 s, and the 100-5%

OFF time, is even shorter at about 2 s. The experiment
was performed in air at atmospheric pressure and room
temperature. Small oscillations of the curve suggest the
piston mode resonance frequency around 300KHz.
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FIGURE 5. Initial mirror position variation as a

function of design spring stiffness. Results from 3 m

and 5 m mirror pitch designs from 78 die across

three lots shown. The line for visual reference shows

a square-root relationship. The inset shows an

example of optical profiler data.
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FIGURE 6. Dynamic response. “Off” time 2 s (upper

panel),”On” time 10 s (lower panel).

CONCLUSION

We have built and tested a standalone polysilicon
MEMS technology building block consistent with OML

requirements: arrays of 128x512 pixels with 3 and 5 m
pitch, 90% optical fill factor, Al coating for high
reflectivity, accurate and repeatable 80nm stroke at 4V
applied voltage, acceptable uniformity, response time of

10 s. Our fabrication process is based on optical
lithography and we can scale up to a 10M-pixel array
within the tool capability. Future work will focus on
improving uniformity and producing a device suitable
for hybrid integration with IC drivers. More broadly,
while smaller, individual MEMS devices have been
built using E-beam lithography, this work demonstrates
order-of-magnitude improvement in density for large
arrays of multi-layer devices enabled by high-resolution
optical lithography.
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ABSTRACT

This paper describes an optical microsystem for ultra-high

pixel count, very large area, laser-illuminated projection displays

that address a number of limitations with existing displays. The

microsystem consists of CMOS integrated circuits which are flip

chip mounted on a surface micromachined MEMS die. This

subassembly is mounted into a custom ceramic package and the

microstructures are then released using a dry process. Details of

the system application, device fabrication, packaging, testing and

reliability are presented.

INTRODUCTION

Visual electronic displays are one of the most powerful

methods of providing information and entertainment to humans.

While most computer displays, televisions and digital theater

projectors can create satisfactory images with approximately one

million pixels, displays used in applications such as aircraft flight

simulators and planetariums must be able to project very high

resolution images over very large areas. Some simulation systems

require eye-limited resolution. This requires systems that can

display 32 million or more, full-color, grey scale pixels at high

refresh rates.

Projection displays have been manufactured for a number of

years using conventional Cathode Ray Tube (CRT) technology

[1]. Up to eight of these CRT-based projectors must be located

around the periphery of the display screen to achieve high

resolution images over the very large area. These individual

projectors must then be spatially, temporally and chromatically

synchronized, creating significant image processing requirements

along with significant overhead to resynchronize the system on a

regular basis. These distributed display systems also create

challenges for installation and they are subject to limitations in

brightness, contrast ratio and chromatic intensity.

More recently, Liquid Crystal Display (LCD) and MEMS-

based projectors using Digital Mirror Device (DMD) technology

[2] have been introduced with subsequent improvement in optical

performance. High pixel count systems based on these

technologies still require several projectors to be placed around the

image screen however, and thus are subject to the same

synchronization and installation issues that CRT-based systems

have. Since CRT, LCD and DMD-based displays are two-

dimensional arrays, in order to increase the size of the display and

maintain spatial resolution, the number of pixels must increase by

a squared factor. Projectors that use these technologies thus have

practical limitation of a couple million pixels.

To address the limitations inherent in these two-dimensional

projectors, a system that uses a linear array of pixels combined

with a scanning mirror allows pixel counts to be scaled to much

higher levels. A MEMS-based scanning projection display system

using a reflective mirror array was proposed by Petersen [3] and

subsequently systems based on a linear array of diffractive optical

elements [4], [5] have been demonstrated. The Grating Light

Valve (GLV) is an example of a MEMS device that uses

diffraction to modulate the light intensity in display applications.

Figure 1. Projection display system based on a GLV modulator, a

laser and a scanning mirror. Actual displays combine signals

from a red, green and blue laser and three GLV modulators to

create the full color display.

To create ultra-high resolution, large area, scanned mirror

displays, not only does the number of pixels have to increase but

the switching speed of the pixels must be increased. The need for

high switching speed in these high resolution, scanned projector

systems precludes the use of mirror arrays such as the DMD which

are generally too slow.

SYSTEM AND DEVICE DESIGN

This paper presents a GLV-based optical microsystem that is

a key component in a scanned laser projection display that

addresses limitations of existing display technologies while

providing greater system flexibility and improved optical

performance with higher contrast ratio, brightness and finer

resolution. At the same time, the system consumes lower power

and offers lower system installation and maintenance costs. The

display is designed to project a full-color, 16-bit grey scale, 48 bits

per pixel, ~32 million pixel (4,096 rows x 8,192 columns) images

at a 60 Hz refresh rate over very large areas.

The system (Figure 1) employs a custom graphics processor

and optical projection system along with custom lasers at three

different wavelengths, red (448nm), green (532nm) and blue

(631nm). The custom lasers each project about 6 to 12 watts of

optical power through a lens system that fans the light into a line

and focuses it onto one of three GLV modulators at an angle of

about 10 degrees to the optical axis. The diffracted light is then

Scanning
mirror

GLV
Modulator

Fan lens

Projection
Lens

Projection
Screen

Laser
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selected and focused onto a scanning mirror and additional lens

systems project this light onto the display screen. Data is provided

to the GLV modulator synchronously with the scanning mirror to

sweep the image over the display screen.

The GLV modulator consists of a linear array of clamped-

clamped silicon nitride beams which are suspended over a

conductive surface. The beams have a top reflective surface of

aluminum and are 3.2 microns wide on a 3.7 micron pitch. The

beams are about 200 microns long between the anchors.

Alternate beams are connected to a common “bias” potential

while the other beams are individually connected to signal lines.

The active beams are deflected by the potential that is applied to

them relative to the conducting layer below the beams. When the

potential on the bias and active beams is the same, the pixel is in

the reflective state and no light is coupled into the projection

optics (Figure 2a). When the active beams are brought to ¼ of a

wavelength below the bias beams (Figure 2b), all of the light from

the both the +1 and -1 diffracted order is captured by the

projection optics. Light from the other diffracted orders is blocked

and not projected.

Figure 2. To project a dark pixel (a), the beams are in the

reflective state and the light does not couple into the projection

lens. To project a bright pixel (b) the active beams are lowered

relative to bias beams so the first order diffractive light couples

into the projection optics.

To achieve grey scale, the active beams are held at a position

less than ¼ of the wavelength of the incident light. This acts as a

valve that allows some of the light to reflect and some to go into

the +1 and -1 orders which means that only a portion of it is

coupled into the projection optics. Since 16 bits of grey scale are

desired, the active beams in each pixel must be positioned and held

with a resolution of 0.002 nm relative to the bias beams in that

pixel.

In order to project 8192 columns at a 60 Hz refresh rate, the

active beam position must be changed in less than 1 microsecond.

Since there are 4096 pixels in the device, the 16-bit analog data

must be provided to the microsystem at a rate of over 2 x 109

analog data samples (16-bit) per second per color. These

specifications were the primary factors in the design of the

electrical portion of the device.

Partitioning decisions are important in microsystem design.

Size and costs issues make it impractical to use a package that has

4096 input pins to connect to the 4096 pixels. The number of

package I/Os can be reduced with time division multiplexing but

this requires circuitry to demultiplex the high-speed data prior to

applying it to the active beams. A cost/yield analysis has lead to

the choice of multiplexing the analog data at a rate of 32:1 which

reduces the number of input lines to 128. The partitioning analysis

also lead to the decision to divide the multiplexing task over eight

separate pretested “driver” die that are flip chip bonded directly

onto the GLV modulator die with the beams. This means that each

“driver” die has 16 inputs to control 512 pixels.

Figure 3. Block diagram of the driver die circuit (a) and entire

GLV modulator assembly (b).

The 128 analog inputs that are multiplexed into the

microsystem are differential signals with a 1 volt swing. A

differential input signal path was chosen to help maintain the 16-

bit analog precision (~80 microvolts) that is needed to obtain the

desired optical grey scale. This analog data must arrive at a rate of

nearly 16 x 106 samples per second per pixel. Once the

differential analog signal is demultiplexed, it is level shifted to a 0

to 15 volt single ended line with 200 microvolt resolution. A

sample and hold circuit maintains the potential so that it can be

clocked onto the active beams with the proper timing. Given the

material properties and internal stress in the nitride beams and

their physical geometry, 15 volts is sufficient to pull the beams

down at least 210 nm below the bias beams. An analysis of beam

mechanics and optical performance is given in [6].

FABRICATION AND PACKAGING

The partitioning decisions require two different wafers to be

fabricated and assembled in a custom package with a complex

assembly process. The driver die wafers are fabricated in a

conventional 0.8 micron CMOS process with two metal layers on

6 inch wafers. After probe testing, they are prepared for solder

bumping with an electroless Ni-Au under bump metallization

(UBM) process. These pads are then bumped with eutectic Pb-Sn

solder to form flip chip interconnections about 80 microns in

diameter on a pitch of 200 microns. The bumped wafers are then

singulated into die that are 6.9 mm x 5.3 mm in size.

The GLV modulator die is fabricated on 6 inch wafers with a

surface micromachining process that uses a sacrificial layer of

polysilicon. The wafer fabrication begins by depositing a thin TiN

layer that is patterned to be just under the beam array. A

polysilicon sacrificial layer is then deposited over the TiN layer

and patterned. Subsequently a thin silicon nitride and a thin layer

(a) (b)

Figure 4. Photograph of the CMOS driver die (a) and a portion of

the beam array on the GLV modulator die (b).
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of aluminum is deposited and patterned to form the beams.

Another thicker layer of aluminum is used to connect the

aluminum on the beams to the pads that will accept the flipped

driver die. This thick aluminum also is used to form the wirebond

pads and the interconnection for the driver die inputs.

Figure 5. Fabrication and packaging for the optical microsystem.

(a) CMOS driver die fabricated and solder bumped and GLV

modulator die fabricated with nitride and aluminum beams over a

poly-Si sacrificial layer. (b) Driver die are flipped onto the GLV

modulator die. (c) The GLV die assembly is packaged (d) The

poly-Si sacrificial layer is etched and the windowed lid attached.

After wafer fab, a photoresist layer is patterned and hard

baked on the wafer to protect the unreleased beams. This final

resist layer serves two functions. Another electroless Ni-Au UBM

process is needed, this time on the GLV modulator die, to provide

a wettable surface for the driver die flip chip bumps. The final

resist layer keeps this metal from being plated on the beams and

the wirebond pads. This final resist layer also protects the very

thin aluminum on the unreleased beams from being damaged

during the saw and clean process. After dicing, this final resist

layer is stripped from the GLV die individually using a specially

formulated wet processing sequence that preserves the optical

properties of the aluminum. The final GLV modulator die size is

about 31.8mm x 19mm.

To assemble the GLV modulator, the solder bumps on the

driver die are coated with a very small amount of solder flux.

Eight of these die are aligned and placed on the GLV modulator

die. The assembly is then reflowed which allows the solder on the

driver die to wet to the adjacent pads on the GLV die forming the

desired electrical and mechanical connection. The GLV die

assembly is completed by cleaning the flux and underfilling the

flipped driver die.

This GLV die assembly is then attached into a custom

aluminum nitride (AlN), 470 pin grid array (PGA) package using a

“MEMS-grade” adhesive. AlN was chosen for the package

because it has much higher thermal conductivity (~200W/mK) and

a better CTE match (~4.6 ppm/oC) to silicon than conventional

alumina ceramic, despite its higher cost and more difficult

manufacturing process. The GLV modulator package (Figure 6)

has many internal routing layers to allow the input signals to

maintain their differential layout and to allow these signals to be

fully shielded by internal metal which is tied to ground potential.

This conservative design reduces the chance that noise could be

coupled onto the sensitive analog input lines. The package has a

recessed die cavity with four wirebond tiers. A Kovar seal ring is

brazed on the top of the ceramic for subsequent lid attach.

Figure 6. Photograph of the completed optical microsystem

without the seam sealed lid. The strip in the middle of the

assembly is the linear beam array.

After the GLV modulator assembly is die attached into the

AlN package, more than 500 wirebonds are placed on two sides of

the die to provide electrical interconnection between the package

and the pads on the GLV die assembly. The entire GLV assembly

is then placed in a xenon difluoride etch system that allows the

XeF2 gas to penetrate the slots between the beams on the GLV

modulator die. This releases the beams by selectively etching the

underlying polysilicon sacrificial layer (Figure 7). The xenon

difluoride does not appreciably attack the other materials used in

the assembly. One of the many benefits of this “post-assembly”

release process is that there is a reduced chance for microstructure

damage during manufacturing.

Figure 7. Photograph of the beam ends after etching the

sacrificial polysilicon layer in XeF2.

After the beams are released, a Kovar lid with a highly

polished glass window is seam sealed onto the seal ring of the

PGA package to form a hermetic seal. The glass window has

antireflective coatings on both sides. Meeting the detailed optical

requirements, including the design of the glass and its installation

in the Kovar lid, represented a significant engineering effort to

minimize optical distortion.
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TESTING

After GLV modulator package assembly, the device is

mounted to a heat sink which dissipates the power from the driver

die and the incident absorbed optical energy. An interface board

provides electrical connection and mechanical mounting so it can

be precisely aligned. A variety of different test setups is used to

evaluate various aspects of device operation. The most basic test

involves using a single color laser on an optical bench with the

appropriate lenses and optical filters along with a scanning mirror

(Figure 8). Full dynamic testing involves more sophisticated image

generators and optical setups.

Figure 8. Photograph of the optical microsystem on a test bench

being tested with a green laser.

With this simpler setup, the pixels can be cycled from an all

“on” to all “off” state by actuating all active beams

simultaneously. As shown in Figure 9, the amount of light

coupled into the first diffracted order increases as predicted with

voltage applied to the active beams. The light intensity peaks at

around 13 to 14 volts when the “bias” beams and conductive under

layer are held at ground potential. A contrast ratio of greater than

3000:1 is obtained which is a factor of 6 better than other

projection displays. The non-linear response is compensated for by

the image processing system as it applies the appropriate voltages

to achieve a linear grey scale. Since one device design is used in

all three color channels, each microsystem must be individually

aligned and calibrated in the system.

Figure 9. Measured light intensity diffracted into the first order

as a function of voltage applied to the active beams [6].

Another advantage of the GLV structure is the very fast pixel

response time. This speed is what allows a linear array of

elements to be used in conjunction with a scanning mirror.

Effectively, each GLV pixel is modulated at a speed that allows it

to project an entire row of the display during each refresh cycle.

The switching speed for a pixel in this device has been measured

to be about 150 nsec from the full on or “bright” state to the full

off or “dark” state, but similar devices have been made that switch

as fast as 20ns.

The reliability of displays for these high pixel count

applications is critical. While the operating environment is usually

confined to indoor conditions, thermal issues due to system-level

power dissipation must be considered. Measurement of the

resonant frequency of a microstructure is a good way to observe

changes in mechanical properties. Figure 10 shows the resonant

frequency of an array of beams before and after stress testing that

consists of 110 cycles from 30oC to 150oC and 200 billion

actuation cycles on each active beam. The ratio of pre- and post

stress resonant frequency is very close to unity suggesting little

change over the stress test conditions.

Figure 10. Reliability data on the linear array of beams as

measured by the change in resonant frequency after stress testing.

CONCLUSIONS

An optical microsystem consisting of a linear array of

diffractive pixels and analog signal processing circuitry in a

custom package has been designed, fabricated, assembled and

tested for ultra-high resolution displays. Partitioning analysis

including design and technology tradeoffs, yield and time to

market considerations has motivated a multiplexed data input

strategy along with a multi-die flip chip assembly process. The

design takes advantage of the highly selective nature of a dry XeF2

release process to allow the microstructures to be released as one

of the last steps in device assembly. The optical microsystem is

currently in production and is a key component in a full color,

scanning mirror, laser illuminated, 32 million pixel display, the

highest resolution MEMS-based display ever made.
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ABSTRACT

We report, for the first time, the dynamic characterization of
a 6-phase, bottom-drive, linear, variable-capacitance micromotor
(B-LVCM) supported on microball bearings. The motion of the
micromotor was captured using a high-speed video camera,
tracked using an image processing software, and analyzed to obtain
the instantaneous velocity (11 mm/s), acceleration (1.9 m/s2), and
net force (0.19 mN) (all in amplitude) from the position data. This
characterization provides an understanding of the dynamic
behavior of both the variable-capacitance micromachines and the
microball bearings on which they are supported.

INTRODUCTION

Microball bearing technology in silicon provides a reliable
and robust support mechanism for the rotor of micromotors and
microgenerators. Design and fabrication of the first-generation
device, a 3-phase B-LVCM supported on microball bearings, was
demonstrated in our previous work [1] . The primary application of
the B-LVCM (shown in Figure 1) is long-range, high-speed, linear
micropositioning. More important, this device provides a platform
to investigate the mechanical properties of roller bearings in
MEMS. The initial testing of the linear micromotor was reported in
[2]. The development of the linear micromotor is based on several
studies on the motor core components. An in situ non-contact
experimental system was developed to study the frictional behavior
of the microballs in the microscale regime. Static and dynamic
coefficient of friction of stainless steel microballs and the silicon
grooves, fabricated by anisotropic silicon etching using potassium
hydroxide (KOH), were measured to be 0.01 and 0.007,
respectively [3], compared to 0.01-0.08 reported for silicon-silicon
structures [4, 5]. The dielectric constant and breakdown voltage of
benzocyclobutene (BCB) low-k polymer, used as an electrical
insulator for reducing parasitic losses, were measured and the
effect of humidity on these properties was studied [6]. A
fabrication process for integration of BCB film with wet etching of
silicon using KOH was developed [7]. The electrical isolation of
the electrodes from the silicon substrate in the previously
fabricated device was achieved by a novel fabrication process
(Embedded BCB in Silicon, or EBiS) to planarize isolated islands
of low-k BCB polymer in silicon [8]. While a great deal of
research has been conducted on the design and fabrication of
micromachines, little work has been done on drive, control, test,
and characterization of these machines. The dynamic
characterization of the 6-phase micromotor including the
measurement results of position, instantaneous velocity,
acceleration, and the net force on the slider are presented in this
paper.

DESIGN

Figure 1 shows a 3D exploded view of the linear micromotor
supported on microball bearings. The micromotor comprises three
major components: stator, slider, and microballs. Unlike the
(successfully tested) conventional VCMs that were side-drive [9],
this micromotor has a bottom-drive design which increases the
active area and force of the motor. The microball bearing design
provides the mechanical support for maintaining a uniform air gap
that was not possible in conventional (side-drive or top-drive)
VCMs with center-pin or flange designs.

Two new technologies were implemented in the
development of the linear micromotor: (1) microball bearing
technology in silicon as a support mechanism and (2) BCB low-k
polymer as an insulating layer [1, 2]. The microball bearing
technology results in stable, robust, and reliable mechanical
support. The rolling microballs, sandwiched between the rotor and
stator, results in less friction and wear than center-pin design and
are more reliable and stable than gas-lubricated bearings. A
conventional dielectric film of silicon dioxide (SiO2) was replaced
by a low-k (k=2.65) BCB polymer. This results in a reduced
parasitic capacitance and an increased efficiency of the motor.
BCB also exhibits less residual stress than SiO2; therefore, the
device has less curvature and the air gap is more uniform. The
geometry specifications of the tested B-LVCM are shown in Table
1.

FABRICATION

The second-generation B-LVCM was fabricated with some
modifications to the process of first-generation device. The
fabrication process of the stator comprises the following steps: (1)
deposit 3- m-thick BCB island, (2) fabricate Cr/Au

Figure 1: Schematic 3D view of the bottom-drive, linear,
variable-capacitance micromotor [1].

Microballs

Electrodes

Motion

Stator

Slider

Microball
Housing Interconnect
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interconnections and pattern photo-BCB to open vias, (3) fabricate
Cr/Au electrodes and pattern photo-BCB passivation layer, and (4)
pattern and etch trenches with deep reactive ion etching (DRIE) for
housing the microballs. The slider fabrication process comprises a
lithography step and a DRIE step to etch both trenches and poles.
The yield of the Cr/Au metallization process was increased by
replacing the original lift-off process with an etch process. Figures
2 and 3 show the fabricated stator and slider of the 6-phase
micromotor, respectively.

TEST SETUP

A new test-bed for the characterization of the micromotor
was developed. Figure 4 shows the block diagram of the test

station compromised of six-channel high-voltage actuation system,
high-speed camera, and image processing division. Initially, the
motion of the motor was captured using a 30-frame-per-second
(fps) camera. The speed of a standard 30-fps camera was found to
be low for capturing the transient response of the micromotor.
Therefore, real-time measurement was performed using a low-
noise, monochromatic, high-speed (635-1000 fps) video camera
(MotionPro HS-3 from Redlake). This real-time measurement was
preferred over conventional stroboscopic dynamometry techniques
previously used for side-drive micromotors [10].

RESULTS

The micromotor is excited with six square-wave pulses. The
first three phases are 120 out of phase. The remaining three
phases have the inverse amplitude of the first three. This excitation
configuration prevents charge build-up on the slider. Figures 5 and
6 show the displacement of the slider measured for an excitation
frequency (fe) of 10 and 20 Hz, respectively, and acquisition rate of
30-fps. Since the range of motion in this design, is limited to 3.4
mm, the direction of motion is changed (forward and backward)
with a frequency of 1.5 Hz. This is done by switching the sequence
of the phases. The saw-tooth behavior, shown in figures 5 and 6, is
a result of the change in the direction of the motion.

The average velocity (Vavg) of the slider is given by
eavg WfV 2 (1)

where W is the width of an electrode or pole and fe is the frequency
of excitation voltage. The average velocity can be obtained from

Time (s)

0 1 2 3 4 5 6 7

D
is

pl
ac

em
en

t(
m

m
)

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

Figure 5: Displacement of the slider when excited with
120 V, 10 Hz, six-phase, square pulses and measured
using a 30-fps camera. The direction of the motion
alternates with fd=1.5 Hz.

Figure 4: Block diagram of the micromotor test station.

Figure 2: Optical micrograph (top-view) of the 6-phase
stator comprises three BCB layers, two metal layers, and
four trenches for housing microballs.

Table 1: Micromotor geometry specifications
(electrodes refer to the stator and poles refer to the
salient structures on the rotor).

Parameter Value
Electrode/pole width, m 90/90
Electrode/pole pitch, m 120/180
Electrode/pole number 84/36

Air gap, m 26-34
Microball diameter, m 284.5

Trench width, m 290
Microball material 440C stainless

steel

Figure 3: Optical micrograph (top-view) of the slider
showing poles and trenches etched into silicon substrate
using DRIE.
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the slopes of the two graphs (Figures 5 and 6). Similar
measurements were performed at 40 Hz and 80 Hz excitation. The
results, summarized in Table 2, show a good agreement between
predicted and measured values of Vavg for fe 60 Hz.

The transient response of the micromotor to 120-V square
pulses was measured at 1000 fps while the camera’s capture
sequence was synchronized to the excitation voltage. Figure 7
shows the acceleration of the slider from rest position to a quasi-
steady-state in about 20 ms (first region). After this period the
machine continues with Vavg (second region), however, the
instantaneous acceleration is not zero and the velocity changes in a
periodic fashion.

Figure 8 shows the oscillation of the rotor position, X(t), in a
130-ms window captured at 635 fps. In order to study the transient
response of the machine, the linear component of the displacement
signal, (Vavg×t), was filtered from Figure 8 and the remaining
component, (X(t) - Vavg×t)), was plotted in Figure 9. A damped
sinusoidal transient response of the rotor can be seen in this figure.
The instantaneous velocity and acceleration were computed from
the first and second derivatives of the fitted curve (Figure 9) and
are shown in figures 10 and 11, respectively. Figure 11 also
demonstrates the instantaneous net force on a 0.1-gram slider
(difference between lossless electromechanical and friction force)
that is comparable to our models.

The micromotor was modeled as a mass-dashpot-spring
system where m is the mass of the rotor, b is a dashpot coefficient
representing the friction of microballs and silicon housing, and k is
the spring constant of the electrode-pole variable capacitors.
Solving the 2nd order differential equation of the system yields an
oscillating function with decaying amplitude (underdamped
solution). Thus, the dashpot coefficient (b) was extracted from the
decay envelop of Figure 9 and found to be 6.25×10-4 Kg/s. This
value can be used to characterize the tribological behavior of
microball bearings in comparison to macroball bearings.
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Figure 6: Displacement of the slider when excited by
120V, 20 Hz, six-phase, square pulses and measured
using a 30-fps camera (fd=1.5 Hz).

Table 2: Comparison of predicted and measured average
velocity of the micromotor.

Excitation
frequency

(Hz)

Predicted
average
velocity
(mm/s)

Measured
average
velocity
(mm/s)

10 1.80 1.94 0.02
20 3.60 3.98 0.02
40 7.20 7.37 0.12
80 14.40 7.21-11.10
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Figure 7: Startup of the micromotor from rest position
captured with a 1000-fps camera showing two regions of
operation: (1) acceleration from rest position and (2) quasi-
steady-state operation with average velocity of Vavg and local
oscillations.
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Figure 8: Position of the slider, X(t), in 130-ms time
window captured at 635 fps shows an average speed of
1.8 mm/s at 10 Hz excitation, as well as a sinusoidal
oscillation.
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showing damped sinusoidal transient response. The
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DISCUSSION

The results from the position measurement using a 30-fps
camera, summarized in Table 2, show a good agreement between
predicted and measured values of the average velocity for the
excitation frequency of fe 60 Hz. The motor does not pull into
synchronization at 80 Hz or higher. This is due to a limited range
of the linear micromotor (3.4 mm) and the change in the direction
of motion. The micromotor does not have enough time to reach the
synchronous speed before it reaches the end of the trench.

The period of the oscillations in the transient response
measurements (Figures 7-11) was found to be independent of the
frequency of excitation voltage. It is believed that this period is the
result of the mechanical properties of the slider and the microball
bearings support mechanism e.g. mass and damping. The measured
net force, shown in Figure 11, is the result of the electromechanical
force, produced by the machine, and the frictional force between
microball bearings and the silicon housing.

CONCLUSION

The dynamic characterization of a bottom-drive, linear,
variable-capacitance micromotor supported on microball bearings
was presented. The slider position of the fabricated micromotor

was measured using low- and high-speed video cameras; the
instantaneous and average velocity, acceleration, net force, and the
dashpot coefficient were extracted from the position measurement
and are in good agreement with predicted values.

The characterization methodology presented in this paper is
applicable to a wide range of micromachines and provides useful
information for design, control, and understanding the dynamic
behavior of variable-capacitance micromachines.
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ABSTRACT

This paper describes a walking microrobot with 512 thermo-
bimorph polyimide actuator legs. Eight groups of unidirectional
legs can be separately controlled to produce planar motion with
three degrees of freedom. Wave-like gaits propel the robot at
speeds of up to 250 µm/sec while consuming approximately 1.6W
power. Finite element methods are employed to investigate the
force generation and the thermal characteristics of the robot.
Results from simulation and experiments lead to a compact model
for the relationship between temperature and velocity of the robot.

(a)

(b)

Figure 1. (a) Top and (b) bottom view of the microrobot. The two

cilia chips can be seen attached and wire bonded to a PCB

backbone. Each chip consists of an 8×8 array of “motion pixels”

(i.e., a group of 4 orthogonal cilia). The robot measures

approximately 3cm length, 1cm width and 0.5mm thickness.

INTRODUCTION

Microrobots offer novel solutions for inspection and
maintenance of equipment in otherwise inaccessible places, search-
and-rescue, reconnaissance, and possibly self-organizing structures.
Analogies to ants, grasshoppers, and waterbugs have been invoked
in prior work on walking microrobots, e.g. [1-4]. This paper
summarizes the experience gathered from an insect-like walking

microrobot, including modeling and simulation of its actuators,
control strategies for actuator gaits, and several years of
experiments under a variety of operating conditions.

SYSTEM ARCHITECTURE

Our system, previously introduced in a preliminary
conference abstract [5], consists of two arrays of thermo-bimorph
ciliary actuator arrays connected by a small PCB “backbone” (Fig.
1). Each actuator chip measures 1.1mm squared and supports an

8×8 array of “motion pixels” consisting of 4 cilia-like thermo-
bimorph actuators capable of generating force with in-plane
components in 4 orthogonal directions when activated by an
internal resistive heater (Fig. 2). Two layers of polyimide with
widely disparate coefficients of thermal expansion (CTE) are the
main structural components of the cilia. Since the CTE of the top
layer is larger than the CTE of the bottom layer, they curl out of
the substrate plane in their cool, inactive state due to internal

thermal stress induced by the initial curing at 350°C. As the

temperature is increased towards 350°C, the radius of curvature
increases and the cilia flatten out towards the substrate surface.
Fabrication of the cilia was discussed in detail in [6].

The motion pixels are addressed via 8 control wires and 1
ground wire connected to a PC with LabView interface. The robot
is capable of full 3-degree-of-freedom (DOF) motion (i.e.,

holonomic x-y-translation and θ-rotation) on a planar surface. It is
tracked with a long-working-distance video microscope connected
to an automated motion capture system.

Figure 2. Zoomed-in view of cilia chip fabricated by J. Suh [6] in

its unheated state. Resistive heating of a thermo-bimorph cilium

decreases its curvature. A “motion pixel” consisting of a group of

4 orthogonal cilia is in the center of the image; independent

control of the cilia can generate force or motion in 4 orthogonal

directions.

ACTUATOR GAITS

Unlike insect legs, each of the 512 actuators has only one
DOF (increase or decrease of curvature) and thus resembles cilia
rather than legs. As a consequence, a single cilium or an array of
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synchronously acting cilia are not useful for inducing motion.
However, several effective locomotion schemes using coordinated,
out-of-phase motion of the cilia exist and have been investigated.

We define gait in analogy to animal locomotion as a specific
sequence of phases, which cause controlled motion when executed
by the robot. Fig. 3 depicts the principle of 2-phase, 3-phase, and
4-phase gaits with a single motion pixel. Red (dark) triangles
symbolize heated actuators with lower cilium curvature.
Transitions from phase #2 to #3 and from phase #3 to #4 produce
steps towards the right, during which the robot body also moves
slightly down and up, respectively.

We define gait frequency as the reciprocal of the time to
complete one gait cycle. The gait frequency may be different from
the frequency at which the cilia activation is changed; this rate is
called the step frequency. For example, in a 4-phase gait as shown
in Fig. 3 the step frequency is 4 times the gait frequency.

A 3-phase gait leaves out one of the phases above; the better
choices for omitted phases are #1 or #3. A 2-phase gait uses, e.g.,
only phases #3 and #4. It has been shown to be a less effective gait.

These gaits can be further refined by varying the relative
lengths of each phase, with significant effects on power
consumption, operating temperature, and robot speed. For example,
the power consumption in phase #1 is 0, in phase #2 and #4 it is
75%, and in phase #3 it is 100%. If all phases have equal length,

then the average power consumption is ¼×0 + ½×75% + ¼×100%
= 61.5%. By increasing the length of phase #1 and reducing #3 by
10 percentage points, we can reduce the average power
consumption to 52.5% while maintaining the same gait frequency.

The gait in Fig. 3 does not effectively utilize the cilia N and
S, but they need to be activated during 3 phases so not to obstruct
the motion generated by E and W. Instead, if cilium N is operated
in sync with E, and S with W, then the robot moves in a diagonal
direction towards NE.

Both cilia chips in the robot can be controlled independently,
which is useful for rotation. For example, counterclockwise motion
is achieved by generating motion towards N in the right chip and
motion towards S in the left chip, if seen as depicted at the bottom
of Fig. 3.

Figure 3. Schematic of a motion pixel executing a 4-phase gait.

Red (dark) triangles symbolize heated actuators with lower cilium

curvature. Transitions #2 #3 and #3 #4 produce steps towards

the right. A 3-phase gait leaves out one of the phases above, e.g.,

phase #1 or #3. A 2-phase gait uses, e.g., only phases #3 and #4.

CHARACTERIZATION OF LOCOMOTION

Motion of the robot proceeds in discrete steps produced by
the actuation gaits (Fig. 3). Step size depends on control
parameters including heating power, frequency, duty cycle, but
also system parameters such as robot temperature and load. We
hypothesize that the robot velocity v follows a function

v(t) = a + be–t/τ (1)
where a+b is its initial velocity at room temperature, and a is its

steady state velocity when the robot has heated up. τ describes the
time constant of this transition, determined by the robot’s thermal
mass and heat dissipation. Integrating v(t) leads to an equation for
position

x(t) = at + τb(1 – e–t/τ) (2)
This function has been validated against thermal models

using FEM analysis and against large sets of experimental data, as
will be described in the following sections.

Figure 4. Robot speed at 50Hz step frequency (12.5Hz gait

frequency). Experimental data (>200 sample points) and curve

fitting coincide. v(0)=178.3µm/sec, v(∞)=86.6µm/sec.

Figure 5. Robot speed at 100Hz step frequency (25Hz gait

frequency). Experimental data (>200 sample points) and curve

fitting coincide. v(0)=224.4µm/s, v(∞)=124.5µm/s.

WALKING EXPERIMENTS

The robot is placed onto a flat, level surface with well-
known properties, such as a silicon or glass wafer. The control
wires are loosely supported by a stand above the robot such that
their weight and stiffness has minimal influence on the robot
motion. The control wires are connected to a 60V variable power
source and switched by a set of 8 power transistors on a custom-
made controller board linked to a personal computer via a NIDAQ



interface card. A custom LabView program allows the user to
choose parameters such as step and gait frequency, type and
direction of gait. An automated tracking system is used to collect
motion data from the experiments at the video frame rate.

Figs. 4 and 5 show velocity data for 4-phase gaits at 12.5Hz
and 25Hz gait frequency over a time span of 40sec. The initial and

steady state velocities are v(0) = 178.3µm/sec, v(∞) ≈ v(40sec) =

86.6µm/sec for 12.5Hz and v(0) = 224.4µm/sec, v(∞) ≈ v(40sec) =
124.5µm/sec for 25Hz, respectively. The distance traveled during a
single gait cycle can be calculated as dgait = v/fgait which is, e.g.,
approximately 4.5µm at the start of motion with fgait = 25Hz.

Fig. 6 summarizes a larger range of such experiments for
step frequencies from 50Hz to 200Hz. The slowest speed in steady
state is at 50Hz, and frequencies around 90 to 100Hz achieve the

highest speeds. Fig. 7 shows the corresponding time constant τ,
which was obtained from a least-squares fit between Eq. (2) and
the experimental data.

Figure 6. Robot for different step frequencies (experimental data).

The absolute values depend on the step frequency and reach a

maximum near 90 - 100Hz. The slow-down trend over time is

similar in all experiments and reflects the reduced step size as the

robot is heating up.

The Time Constants of Different Step Frequencies
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Figure 7. Time constant τ determined from curve fitting with the

experimental data. Similar values are observed for a wide range of

control frequencies.

Discussion: From Figs. 4 and 5 we observe that the speed of
the robot is higher for the gait frequency of 25Hz, but it is not

twice the speed compared to 12.5Hz. This implies that the distance
traveled during a single gait cycle dgait decreases with increasing
fgait. We believe this decrease is caused by the shorter cooling
interval at higher frequencies, which prevents the cilia from

reaching their uncooled shape and thus reducing their range of
motion. Note, however, that during all of the experiments in Fig. 6
the robot consumes the same amount of electrical power because
the duty cycles of the cilia remain unchanged.

MAXIMUM LOAD

To determine the maximal carrying capacity of the
microrobot, additional weight is added until it ceases to move. Fig.
8 shows such an experiment with a heavily loaded robot carrying 4
ICs (2.894gr) and 30 metal staples (0.630gr) in addition to its own
mass of 0.478gr for a total of 4.002gr. This was the largest load
observed that the robot was capable of carrying. During a 4-phase
gait, 128 cilia must lift this load during the transition from phase
#3 to #4, corresponding to averagely 306µN per cilium.

Fig. 9 shows an ANSYS FEM simulation of the deflection of
a heated cilium with two point loads of 153µN at each corner. The
simulation illustrates that the cilium is pressed nearly flat against
the substrate under this load.

Figure 8. Microrobot walking under maximal load, carrying

3.524g in addition to its own mass of 0.478g. 128 cilia lift this load

during a 4-phase gait, which implies an average of 31mg per

cilium (more than 1000 times the cilium mass). Note: the small

white strip extending over the right edge of the robot holds the

patterns that are recognized by the motion tracking system.

Figure 9. ANSYS FEM simulation of cilium (a) with curvature due

to thermal stress, (b) with mechanical load of 153.2µN applied to

each corner, corresponding to a mass load of approximately 4g

distributed over 128 cilia.

SURFACE ROUGHNESS

To investigate the influence of surface roughness on the
robot motion, two sets of experiments are performed: (1) Robot
motion on the polished and the unpolished side of a silicon wafer.
(2) Robot motion on a polished glass wafer and on a glass wafer
roughened by a brief dip in hydrofluoric acid, which produces
random features with up to 6µm variation (measured by

100Hz

50Hz

25



profilometer). In both cases, the step frequency is varied from
100Hz to 1000Hz. We observe that for lower frequencies, the robot
speeds are nearly identical for all surfaces. However, for high
frequencies, the robot moves slower and with unsteady velocity on
the rough surfaces.

Discussion: As stated earlier, the cilia’s range of motion
decreases at higher frequencies. If the surface roughness becomes
significant compared to the cilia range, then the cilia exhibit a
tendency to trip or to get trapped.

THERMAL MODELING

The temperature of the robot body and the walking surface is
measured with a small thermocouple (OMEGA HH501BK, 1
sample/sec) by attaching it to the backside of the cilia chip and the
backside of the support wafer. Three ANSYS FEM models have
been set up to study the thermal characteristics of this system: (1)
Macroscopic model of the entire system (consisting of cilia chip,
cilia immersed in a boundary layer of air, and support substrate)
which describes the overall heat dissipation of the robot. (2)
Microscopic model of an individual cilium, which captures thermal
stress and strain due to heating and cooling as well as deformations
due to applied loads. (3) Fluid solid interaction (FSI) model, which
combines structural simulations with computational fluid dynamics
to describe the heat transfer between cilia and surrounding air.

Fig. 9 was generated with the “microscopic” model, which
recreates a FEM model of the physical cilium shape and materials
in great detail. Fig. 10 shows measurements and simulations of the
robot temperature in the macroscopic model, which describes cilia
chips, support substrate, and air gap as three homogeneous layers.

Discussion: Both the macroscopic and the microscopic
model of the robot show excellent agreement with the
experimental data. FSI simulation is less successful; so far, no
convergence has been achieved between the ANSYS fluid and
solid solvers. Likely reasons are the difficulty to accurately model
heat conduction and convection in the narrow air gap between cilia
chip and support substrate, and the high sensitivity of the cilia to
this air flow. A much more detailed discussion of the simulation
results can be found in [7].

Figure 10. Simulated and measured robot temperatures during

operation at 100Hz and 200Hz step frequency. A “macroscopic”

ANSYS FEM model was used to simulate robot body, cilia, walking

surface, and air layer in between.

CONCLUSIONS

A 512-legged walking microrobot capable of full 3-DOF
motion across a planar surface has been built and characterized in
simulation and experiments. The robot can move at up to

250µm/sec and carry 3.5g load (>7 times its own mass). The robot

speed is dependent on its temperature; during operation the robot
heats up and slows down accordingly. Its motion can be described

by x(t) = v∞t + (v0 – v∞)e–t/τ with v0 and v∞ being the robot’s initial
and steady state velocity (dependent on gait frequency and power

supply), respectively, and a thermal time constant τ ≈ 6.5sec; this
model has been validated by FEM analysis and experiments. The
robot has proven extremely reliable during operation in non-
cleanroom environments over many years. A more detailed
discussion of the robot is provided in [7].

The robot is strong enough to carry additional components
such as small sensors, RF elements, or integrated circuits. For a
practical autonomous microrobot, the two most significant
challenges are power consumption and coping with rough terrain.
More efficient thermo-bimorph cilia [8], piezo actuators [4], or
electrostatic actuators powered by solar cells [3] are examples to
address the first challenge. The small range of cilia motion and the
rigid robot body limit the current robot’s operation to flat surfaces
that are rarely found in uncontrolled environments. Larger range of
actuator motion and body compliance would make the robot more
widely applicable to rough terrain.
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SiSonicTM – THE FIRST COMMERCIALIZED MEMS MICROPHONE
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ABSTRACT
The Knowles SiSonicTM MEMS microphone has been

successfully commercialized for use in cell phones, cameras,
PDA’s, and other high volume consumer electronics. One
advantage that MEMS microphones have over traditional Electret
Condenser Microphones (ECMs) is the ability to be reflow
soldered. Cost is a significant driver in the design of a MEMS
microphone. SiSonicTM uses a non-integrated approach to MEMS
and CMOS while minimizing both die sizes. Key to the small
MEMS die size is the use of a simply supported freeplate
diaphragm. The CMOS die has been optimized to work with very
low input capacitance. A low cost package has been developed
utilizing laminated FR4 PCB material. The microphones are 100%
tested on a high speed automated acoustic test station.

INTRODUCTION
The Knowles SiSonicTM MEMS microphone is targeted

towards high volume consumer electronic products where price is
a key factor. In 2005, about 2 billion microphones of all types were
produced including about 1 billion for cell phones, cameras,
computers, etc. These later products use Electret Condenser
Microphones (ECM’s) produced by a number of low cost Asian
suppliers. For a MEMS microphone to compete effectively in this
market, it must at a minimum, meet the performance, reliability,
and price expectations set by the ECM suppliers. However MEMS
microphones have one distinct advantage over current ECM’s; that
is the ability to withstand lead-free solder reflow cycles. This
ability permits the MEMS microphone to be pick and placed like
any other component and thus leads to significantly lower
manufacturing costs for the integrator. SiSonicTM is the first
MEMS microphone to meet all of these requirements and gain
significant market share.

MICROPHONE OVERVIEW
SiSonicTM is a condenser microphone comprising a MEMS

die and a CMOS die combined in an acoustic housing. The
condenser or variable capacitor consists of a highly compliant
diaphragm in close proximity to a perforated, rigid backplate. The
perforations permit the air between the diaphragm and backplate to
escape. Together, the diaphragm and backplate pair is referred to
as the motor. As shown in Figure 1, the motor capacitance couples
a voltage source to a high impedance amplifier.

Figure 1. Condenser microphone schematic diagram.

The capacitance of the motor in conjunction with the
amplifier input resistance forms a high pass filter with a -3dB point
well below the audio band. Thus within the audio band the motor
is operating in constant charge mode and the sensitivity of the
microphone can be represented as follows:

Vout Vbias Cmotor
P Cmotor P

where P is sound pressure

S ∆ ∆
∆ ∆

∆

= = ⋅
(1)

If the distance (gap) between the diaphragm and the backplate is
d and the sound pressure causes a change in the gap, d∆ , the
sensitivity can be approximated as:

Vbias d
d PS ∆

∆= ⋅ (2)

The first term is the electric field in the gap while the second term
is the mechanical compliance of the diaphragm. In an ECM, the
bias voltage is typically several hundred volts and comes from a
permanently charged electret layer. The gap is usually tens of
microns so the resulting electric field is on the order of 10-15
V/µm. The bias voltage in a MEMS microphone is typically
derived from the power supply and the gap is much smaller so the
resulting electric field is on the order of 2-4V/µm. This means that
to achieve a similar sensitivity the diaphragm compliance of the
MEMS microphone must be several times larger than that of the
ECM diaphragm.

MEMS DESIGN
Since cost is the key factor for SiSonicTM, the MEMS die size

and hence the diaphragm area must be minimized. At the same
time the motor capacitance must be adequate to drive a CMOS
amplifier. Achieving consistently high diaphragm compliance has
been the major roadblock to developing a successful MEMS
microphone. Sessler [1] reviewed a number of important
development programs throughout the 1980’s and early ‘90s. All
used diaphragms with fully clamped edges and most were
tensioned by the intrinsic stress in the film from which the
diaphragm was formed. It was recognized during this period that
controlling the tension was a critical factor and is all the more
critical for very small diaphragms [2].

To achieve a consistently high compliance with a small
diameter, a diaphragm with a simply supported boundary condition
was chosen for SiSonicTM. This diaphragm depends on plate
bending forces [3] rather than tension as the restoring force and is
referred to as a free plate diaphragm. Thickness control is essential
in this type of diaphragm and fortunately this is routine in thin film
deposition. The SiSonicTM freeplate diaphragm has a half
millimeter effective diameter and is made of 1 micron thick poly
silicon. It is suspended above a through hole in the wafer and
separated from the backplate, which is 4 microns above it, by a
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series of support posts. Figure 2 shows this schematically. The
freeplate design releases all intrinsic stress in the poly silicon. For
this diameter a tension as small as 1MPa would reduce the
diaphragm compliance by 3dB.

Figure 2. MEMS microphone cross section.

Equation 2 indicates a tradeoff between electric field and
compliance for a given sensitivity. The limiting factors are
dynamic range and electrostatic stability. SiSonicTM operates with
an 11V bias across the 4 micron gap. There is no limit to the
transient pressure to which a microphone can be exposed. In light
of this, the small gap, and the limited non-linear stiffening of a
freeplate with deflection, there is a real possibility of electrostatic
collapse. SiSonicTM has over pressure stops built into the 1.5
micron thick silicon nitride backplate. These stops make the motor
unconditionally stable at the operating bias by limiting the
diaphragm travel towards the backplate. Poly silicon on the
underside of the backplate serves as the stationary electrode of the
capacitor. The perforations in the backplate serve to damp the
diaphragm motion. The SiSonicTM MEMS process is a custom 10
mask, dual poly process produced for Knowles primarily by Sony
Semiconductor in Japan. Figure 3 shows a plan view of the MEMS
die while Figure 4 shows details of the various features. Table 1
summarizes the MEMS design parameters.

MEMS die size 1.651 x 1.651 mm
Diaphragm thickness 1 µm
Effective diaphragm diameter 560 µm
Gap 4 µm
Backplate thickness 1.5 µm
Over pressure stop height 1 µm
Damping hole size 4 µm
Damping hole fraction 22.8 %

Table 1. MEMS design parameters

Figure 3. MEMS motor

Figure 4. MEMS motor details

CMOS DESIGN
The SiSonicTM motor capacitance is only 0.5pF. The CMOS

amplifier must be able to accept the millivolt level signal from the
MEMS die with minimal loading and buffer the signal to drive the
next chip in the audio path. As shown in Figure 5, the SiSonicTM

CMOS chip does this in two stages. The first stage is a unity gain
buffer with an input capacitance of 0.25pF and an output
impedance of several thousand ohms. The second stage is a typical
opamp connected in a non-inverting configuration. This stage can
be externally configured for 0-20dB of gain. The output of the first
stage is fed back to the MEMS die to guard out the approximately
0.2pF of parasitic capacitance associated with the bond pad.
Without the guarding, sensitivity drops by 2-3dB.

The CMOS die also must supply the 11V bias supply. Since
the microphone presents a purely capacitive load, the charge pump
used to generate the bias voltage is quite small. However this does
mean that the CMOS process must contain a high voltage option.
The SiSonicTM CMOS die is currently being made in both a 0.8
micron and a 0.35 micron process at Austria Micro Systems.

Integration vs. non-integration of MEMS and CMOS is a
constant theme in the community. If the cost of a silicon chip in
general is related to the product of its complexity, in number of
masks, times the chip area, the decision will almost always be not
to integrate. This is the case for SiSonicTM. The performance
improvement attainable through integration is negligible since the
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parasitic capacitance is guarded out. The cost of bonding two die
instead of one is also small compared to the higher yield achieved
individually and the much shorter design cycles possible as
separate die.

Figure 5. CMOS block diagram

PACKAGING
The SiSonicTM package must be extremely low cost, provide

open access for the MEMS die to the environment, yet protect the
MEMS and CMOS die both physically and from electromagnetic
radiation. This has been accomplished, as illustrated in Figure 6.
The package consists of a base, a wall, and a lid all made from FR4
PCB material and laminated together. The inside surfaces are
plated to provide a Faraday shield again EMI interference.

The two die are adhesively bonded to the base. Gold wire is
thermo-sonically bonded between the two die and between the
CMOS die and the base. The MEMS die has gold pads so
corrosion is no issue however the CMOS die has standard
aluminum pads. An opaque silicone encapsulant is used to cover
the CMOS die to prevent moisture from entering and causing
corrosion on the CMOS pads. The encapsulant also blocks light
from reaching certain sensitive nodes in the CMOS circuit. Figure
7 shows a photo of the package with the lid removed.

Figure 6. Microphone package cross section

The MEMS die is actually a differential pressure sensor and
needs a reference pressure against which the tiny acoustic signal
can be measured. The back volume under the MEMS die serves
this purpose. Pressure equalization is accomplished at sub-audio
frequencies by the flow of air around the diaphragm and into the
back volume.

The acoustic port is offset from the MEMS die to prevent dirt
accumulation or physical damage to the die. The acoustic port in
conjunction with the front volume around the two die form an
acoustic resonator with a peak frequency around 14KHz. With the
lid removed, the frequency response is virtually flat throughout the

audio band. Figure 8 shows the frequency response of a
microphone with and without its lid.

Figure 7. Photo of microphone package with lid removed

Figure 8. Frequency response effect of front cavity

Packaging is performed on 4” by 4” panels containing
hundreds of microphones. The panel size is limited by the stage
travel limits of typical wire bonders. Only standard semiconductor
packaging equipment is used in the assembly of the microphones.
When a panel is complete, it is mounted on a dicing frame and the
microphones are singulated with a diamond dicing saw. Figure 9
shows a completed panel ready for testing.

Figure 9. Panel of microphones ready for testing

29



TESTING
The SiSonicTM microphones are 100% tested using a custom

test system to determine sensitivity as a function of frequency and
self noise level. The system, shown in Figures 10 & 11, tests 12
parts at a time.

Figure 10. Test system

Figure 11. Close-up of test head with microphones in place

Each microphone to be tested is placed within a pressure cavity
containing a microspeaker and a ¼” B&K reference microphone.
The first step of the test is the application of a pseudo random
noise signal to the microspeaker and the calculation of an FFT to
determine the response of each microphone’s output relative to the
reference microphone. The second step of the test requires muting
the microspeaker and the measurement of the self noise of each
microphone. The 12 parts are then removed from the test head and
sorted into 3 grades plus a reject bin based on the measured
sensitivity and noise. Rejects are categorized to provide feedback
to the assembly line. For instance, a high, low frequency roll-off
point indicates an acoustic leak at the MEMS die bond site. This is
most likely caused by inadequate die bond adhesive. The tester
averages one part per second for a capacity of nearly 2.5 million
parts per month.

CONCLUSIONS
A MEMS microphone has been successfully developed for

high volume consumer applications. Cost has been optimized at
every step including minimizing die sizes, making maximum use
of automated, batch assembly of the microphone packages, and

utilizing standard equipment wherever possible. With careful
attention to detail, MEMS technology is once again displacing
older, entrenched technology.

REFERENCES
[1] G. M. Sessler, “Silicon Microphones”, J. Audio Eng. Soc., Vol.
44, No. 1/2 (1996).

[2] P. R. Scheeper, “A Silicon Condenser Microphone: Materials
and Technology”, Ph.D. Thesis, University of Twente (1993)

[3] M. Pedersen, “A polymer condenser microphone realized on
silicon containing preprocessed integrated circuits”, Ph.D. Thesis,
University of Twente (1997)

30



Stephen Horowitz, Toshikazu Nishida, Louis Cattafesta, and Mark Sheplak†

Interdisciplinary Microsystems Group, PO Box 116250, University of Florida, Gainesville, Florida 32611-6250
† (352) 392-3983, FAX: (352) 392-7303, sheplak@ufl.edu

ABSTRACT

This paper describes the design, fabrication, and
characterization of a bulk-micromachined piezoelectric
microphone for aeroacoustic applications. The microphone was
fabricated by combining a sol-gel lead zirconate-titanate (PZT)
deposition process on a silicon-on-insulator (SOI) wafer with deep-
reactive ion-etching (DRIE) for the diaphragm release.
Experimental characterization indicates a sensitivity of
0.75 V Paµ , a dynamic range greater than six orders of

magnitude ( )47.8 169 , . 20dB ref Paµ− , a capacitance of

13.9 nF and a resonant frequency of 50.8 kHz .

INTRODUCTION

The goal of this research is to develop a microphone for
aeroacoustic wind-tunnel testing [1]. Microelectromechanical
systems (MEMS)-based microphones have been developed
utilizing piezoresistive, optical, capacitive, and piezoelectric
transduction techniques [2-8]. Most of these designs focused on
audio applications that typically require a maximum sound
pressure level (SPL) of ~ 120 dB , integrated noise floors of

35 dBA≤ and bandwidths of 20 kHz≤ . Conversely,
aeroacoustics applications may require maximum sound pressure
levels in excess of 160 dB , bandwidths of 50 kHz≥ , but the noise

floor requirements are generally less stringent ( )50 dB Hz<

than audio applications. Each transduction technique has unique
advantages and disadvantages for aeroacoustic applications.
Piezoelectric transduction offers the potential for a durable, high
sensitivity, low noise device that requires no external power to
operate. The main drawback is material integration and
compatibility with standard micromachining.

A number of authors have developed piezoelectric
microphones and have fabricated them using a wide array of
piezoelectric materials [2-6,8,9]. Thin film, piezoelectric materials
include zinc oxide (ZnO), aluminum nitride (AlN), aromatic
polyurea, polyvinylidene fluoride (PVDF), and PZT. They each
offer different mechanical and electrical properties, as well as
transduction capabilities. In addition, some of the materials are
CMOS compatible while others are not, which has led to many
differing approaches to the implementation of piezoelectric
microphones. The ease of integrating the piezoelectric material
into a fabrication sequence is an important consideration in the
development of a microphone. PZT, for instance, contains lead,
barring it from all CMOS facilities, whereas AlN is fully CMOS
compatible. ZnO and PVDF, while not fully CMOS compatible,
can be integrated more easily with conventional processing.
Despite the various microphones that utilize piezoelectric
transduction, to date, no piezoelectric microphones have been
developed specifically for aeroacoustic applications.

SENSOR DESIGN

This microphone was designed by combining a fundamental
piezoelectric composite plate model with a lumped-element,
electroacoustic model [10-11]. Lumped-element modeling (LEM)
was used to estimate the theoretical sensitivity and bandwidth of
the device. Finite element modeling was then used to verify the
LEM predictions prior to fabrication.

In micromachined piezoelectric devices, thin ferroelectric
films are deposited on substrates comprised of a composite of
silicon, metals and oxides. Large in-plane residual stresses often
result because of the fabrication-induced stresses, different thermal
expansion coefficients between the films, and packaging effects.
These in-plane stresses can dominate the mechanics of these
devices and must be accounted for during design. For this
microphone, the electromechanical design employed small-
deflection plate theory for the multi-layer piezoelectric diaphragm
subjected to in-plane stresses, transverse pressure, and transverse
electric field [11].

Figure 1: An optical photograph of the piezoelectric microphone.

The microphone structure consists of a 1.80 mm diameter,
3 mµ thick, silicon diaphragm with a thin ring of PZT placed near
the boundary of the diaphragm (Figure 1 and Figure 2). The
1.85 mm diameter, 95 mµ wide, piezoelectric annular ring was
placed near the diaphragm edge to maximize sensitivity due to
higher stress concentrations in this region. The placement of the
ring near the boundary also eliminates the need to run electrodes
across the diaphragm. The 270 nm thick PZT was sandwiched
between a 200 nm Ti/Pt layer and a 180 nm Pt layer that serve as
bottom and top electrodes, respectively. The entire ring structure
is separated from the silicon diaphragm by a 100 nm thick TiO2
layer that serves as a diffusion barrier for the PZT during
processing. Inclusion of this diffusion barrier prevents cracking of
the PZT that would otherwise arise from loss of lead via diffusion
into the silicon during later processing steps.

FOR AEROACOUSTICS APPLICATIONS
A MICROMACHINED PIEZOELECTRIC MICROPHONE
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Figure 2: Cross sectional schematic showing silicon diaphragm
with circular piezoelectric composite ring. (Not to scale.)

The transversely-isotropic composite plate model accounts
for material properties of each of the thin-film layers, as shown in
Figure 3. These include the mechanical properties of the layers
such as Young’s Modulus, E , density, ρ , and Poisson’s ratio, ν ,
and electrical properties including the relative permittivity
constant, rε , and piezoelectric coefficient, 31d , of the PZT. The
model also accounts for the in-plane compressive stress, 0σ , of
each layer. Furthermore, the geometry of the structure is
accounted for via the inner PZT radius, 1R , outer PZT radius, 2R ,
and the various film thicknesses. The material properties used for
the electromechanical model are given in Table 1.

Figure 3: Cross-sectional schematic of the piezoelectric composite
circular plate model.

Table 1: Material properties used for design.

31d ν rε E ρ 0σ

[ ]pC N [ ]GPa 3kg m [ ]MPa

silicon - 0.3 - 169 2.5 0
Pt/Ti - 0.38 - 170 21.44 -
TiO2 - 0.28 - 283 2.15 1809

PZT[12] -50 0.3 500 30 7.5 176.0

A lumped element model was then developed to facilitate
design of the complete microphone system which involves
electrical, mechanical, and acoustical energy domains. In LEM,
the coupling between the various energy domains is realized via
equivalent two-port models of the physical system [10]. An
equivalent circuit model is constructed by lumping the distributed
energy storage and dissipation into ideal, generalized one-port
circuit elements. In an electroacoustic system, differential pressure
and voltage are effort variables, while volumetric flow rate and
current are flow variables. The lumped elements can then be
represented in an equivalent electrical circuit by equating acoustic
and mechanical elements to their electrical equivalents. In the
electrical domain, a resistor represents dissipation of energy, while
inductors and capacitors represent storage of kinetic and potential
energy, respectively. Similarly, in the mechanical domain, kinetic
and potential energy are stored in mass and compliance (inverse of
stiffness), respectively. The same technique of lumping elements
and equating them to their electrical equivalent can also be
extended to the acoustical energy domain, thereby permitting a

single equivalent circuit that represents the dynamics of the entire
system. In this paper, an impedance analogy is employed, in
which elements that share a common effort are connected in
parallel, while those sharing a common flow are connected in
series [10].

Figure 4: Equivalent circuit representation of a lumped-element
model of a piezoelectric microphone.

Figure 4 shows a schematic of an equivalent circuit
representation of the lumped element model where aDRadR , aDRadM ,

aDC and aDM are the radiation resistance and mass, and
diaphragm compliance and mass, respectively. Also, φ , ebC and

eR are the electroacoustic transduction coefficient, blocked
electrical capacitance and dielectric loss resistance, respectively.
Finally, aCC is the cavity compliance and vR is the vent
resistance. The structure of the equivalent circuit is explained as
follows. An acoustic pressure, P , drives the motion of the
diaphragm, which in turn generates a voltage, V , across the
piezoelectric thin film represented by ebC . This represents a
conversion from the acoustical to the electrical domain and is
accounted for via a transformer possessing a turns ratio

;A

as

d Pa
C V

φ −= , (1)

where Ad is the piezoelectric coefficient and aDC is the
diaphragm acoustic compliance when an electrical short circuit is
imposed across the electrodes. The time-harmonic, two-port
network equations describing the behavior of the piezoelectric
transducer are written in the acoustic domain as

ef A

A aD

j C j dI V
j d j CQ P
ω ω
ω ω

= , (2)

where, ( )Q V r dS= ⋅ is the volume velocity of the plate,

( ) ( , )dw r tV r
dt

= is the distributed velocity over the surface, dS is

normal projection of an infinitesimal element of area, ( ),w r t is
the transverse deflection, and I is the electrical current [11]. The
effective acoustic piezoelectric coefficient that relates the
volumetric displacement, ∆∀ , to the applied voltage for zero
pressure loading is
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where ( )
2

3

0

2 ;
R

rw r dr Qdt mπ∆∀ = = . Similiarly, aDC is

defined by the volume displaced by the diaphragm for an
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applied pressure under zero voltage loading,
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On the electrical side of the transformer, ebC is the blocked
electrical capacitance and eR is the resistance of the piezoelectric
ring. The term ‘blocked’ is used since it is the impedance seen by
the source when the diaphragm motion is prevented. At
frequencies greater than zero, an equivalent acoustic mass must
also be included in the model as

( )2

2

0
40

0

2 ;
R inc V

aD A
V

w r kgM rdr
V m

π ρ =

=

=
∆

, (5)

where Aρ is the areal density of the piezoelectric composite plate
given by

2

1
2;

z

A lz

kgdz
m

ρ ρ= , (6)

and lρ is the density of the corresponding layer. Furthermore, this
mass must be in series with the compliance as both possess the
same motion (i.e., displacement or velocity)

Since the clamped circular plate is vibrating in a medium, the
radiation impedance of the plate is also taken into account and
consists of a radiation mass, aDradM , and a radiation resistance,

aDradR , as seen in the circuit of Figure 4. The radiation mass
accounts for the inertial mass of the fluid that is vibrating in unison
with the plate, while the radiation resistance accounts for the
acoustic radiation of energy away from the plate. The radiation
impedance can be found by modeling the structure as a piston in an
infinite baffle. For 2 1kR << , the radiation resistance and mass can
be approximated as [13]

( )2
2

4;
2aDrad
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kR c kgR
A m s

ρ
≈ (7)

and

2
4

8 ;
3aDrad

eff

kR c kgM
A m
ρ

πω
≈ , (8)

respectively, where k cω= is the wavenumber, ω is the angular
frequency, c is the isentropic speed of sound, and effA is an
effective diaphragm area to maintain continuity of volume
velocity. Note the effects of structural damping terms could be
added by putting a resistor in series with aDradR . Additionally, the
compliance of the cavity, aCC , formed between the back of the
diaphragm and the microphone package will affect the dynamic
response and is therefore included in the equivalent circuit. The
cavity compliance is defined as

3

2 ;c
aC

mC
c Paρ

∀
= , (9)

where c∀ is the volume of the cavity. Finally, the resistance, vR ,
represents viscous losses incurred in a vent channel that typically
connects a microphone cavity to ambient pressure. In the actual
device described in this paper, a vent channel was not specifically

designed into the structure; however packaging-induced leakage
between the cavity and atmospheric pressure provides the same
effect.

An important point to note from the equivalent circuit is the
effect that the cavity compliance, aCC , can have on the overall
sensitivity. If aCC is much larger than the diaphragm compliance,

aDC , then the sensitivity will not be noticeably affected. However,
if the cavity compliance is the same order of magnitude or smaller
than aDC , then it will have a noticeable stiffening effect because

aCC and aDC are in series. In order to avoid this generally
undesirable effect, the cavity must be made large enough to have a
much greater compliance than the diaphragm.

In order to determine most of the lumped element
parameters, the distributed deflection, ( )w r must be determined.

To obtain ( )w r , an analytical model was developed for the
piezoelectric composite circular plate by Wang et al. [11].
Analytical modeling was accomplished by dividing the problem of
Figure 3 into two portions, an inner circular plate surrounded by an
annular composite ring with matching boundary conditions at the
interface. The boundary conditions consist of equal moments and
forces at the interface as well as equal slope and radial
displacement. After solving for the deflection in each region, the
deflection equation for each region was then combined into a
single equation [11].

FABRICATION

The device fabrication is illustrated in Figures 5-8,
highlighting the major steps in the process flow. The devices were
fabricated using a sol-gel PZT deposition process on a 4-inch SOI
wafer combined with DRIE for the release of the silicon
diaphragm. The first step was to deposit a 100 nm thick layer of Ti
which is then oxidized in a tube furnace to create a TiO2 layer that
serves as a diffusion barrier [14] as shown in Figure 5a. A liftoff
process was then used to pattern the bottom electrodes with 40 nm
of evaporated Ti followed by 180 nm of evaporated Pt as shown in
Figure 5b. The Ti layer served as an adhesion layer in this step.

Figure 5: Initial process steps. a) Deposit 100 nm of Ti and
oxidize to form TiO2. b) Deposit and liftoff Ti/Pt {40/180 nm} to
form bottom electrode.

The next step was the deposition of a previously mixed
52/48 sol-gel solution of PZT as shown in Figure 6a. The solution
was spin-cast at 2500 RPM for 30 sec, then pyrolized at 350°C in
air for 2 min on a hot plate. Repeating the spin and pyrolize step 6
times yielded a total PZT thickness of approximately 400 nm. The
wafers were then furnace annealed at 650°C for 30 min to achieve
a perovskite phase of PZT for the piezoelectric properties.

Following the PZT deposition, the top electrodes were
deposited and patterned in a liftoff process similar to the bottom
electrodes as shown in Figure 6b. The top electrodes also served
as a hard etch mask for the PZT etch. The PZT was etched using a
3:1:1 solution of ammonium biflouride ((NH4)HF2), hydrochloric
acid (HCl), and deionized water as shown in Figure 7a. The
etchant leaves a residue that then must be removed with a dilute
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The maximum testable level is limited by the output capacity of
the compression driver. The measured sensitivity is 0.75 µV Pa .
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Figure 12: Measured sensor frequency response.
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Figure 13: Measured sensor linearity at 1 kHz.

To obtain noise floor measurements, the sensor was mounted
in a triple Faraday cage along with an SRS 560 low-noise
preamplifier, through which the sensor output was routed, to triple-
shield the sensor from potential electromagnetic interference. For
the measurement, the preamplifier was set to a gain setting of
1000, with a high pass filter cutoff of 0.03 Hz and a low pass filter
cutoff of 1 MHz . The output of the preamplifier was then routed,
via feed-through adapters, out of the Faraday cage to an SRS 785
dynamic signal analyzer.

The noise floor spectrum of the sensor is shown in Figure 14
to 12.8 kHz , along with the noise spectrum due to the
experimental setup alone. The noise spectrum of the experimental
setup alone was obtained by shorting the inputs to the preamplifier
and recording the resulting output voltage signal, using the same
conditions and setup as the sensor noise floor measurement. This
noise power spectral density is characteristic of a resistance
shunted by a capacitance. The resistance in this case is the sensor
dielectric resistance, eR , and the capacitance is the blocked
electrical capacitance, ebC . The resistance and capacitance form a
low-pass transfer function that spectrally shapes the thermal noise.
When integrated over an infinite bandwidth, the resulting mean

square noise voltage is given by ebkT C , where k is Boltzmann’s
constant and T is the ambient temperature. For this device, the
low pass filter has a cutoff frequency of 6.7 Hz , determined by
1 2 e ebR Cπ .

There are three characteristic regions in this spectrum.
Below 6.7 Hz , there exists a relatively flat region where the noise
is dominated by the resistance of the sensor. Then, from 6.7 Hz
up to approximately 2 kHz a 1 f rolloff in the noise is observed
that is consistent with a capacitive dominated noise source. Above
2 kHz , the noise spectrum flattens out again as the sensor noise
approaches the setup noise. For a 1 Hz bin width centered at
1 kHz , the output voltage with no acoustic signal applied is
3.69 nV , which corresponds to an equivalent acoustic pressure of
4.93 mPa or 47.8 dB .
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Figure 14: Measured sensor noise floor spectrum.

Because the device is a reciprocal transducer, the actuator
frequency response can be used to gain additional information
about the sensor response, such as the bandwidth [10]. In
particular, the acoustically actuated frequency response could only
be measured up to 6.7 kHz due to testing limitations of the
impedance tube. Using reciprocity, the bandwidth can be
estimated via use of the electrically actuated frequency response as
the piezoelectric microphone.

In order to determine the actuator frequency response,
scanning laser vibrometry was performed. The packaged device
was mounted under an Olympus BX60 microscope, with a 5x
objective lens. The device was excited using white noise from an
HP 33120A arbitrary waveform generator. Velocity data were
obtained over the surface of the composite diaphragm using a
Polytec OFV 3001S laser scanning vibrometer, with a Polytec
OFV-074 microscope adapter. Diaphragm displacement was
obtained via integration of the measured velocity frequency
response. The actuator frequency response is shown in Figure 15
in terms of magnitude and phase. The resonance frequency is
50.8 kHz . This resonance provides an estimate of the usable
bandwidth as a microphone.

The device characteristics are summarized in Table 3,
demonstrating that this microphone has a larger bandwidth and
dynamic range than existing piezoelectric microphones.

CONCLUSIONS

A MEMS-based piezoelectric microphone was developed
for aeroacoustic measurements and consists of a circular composite
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annular ring of PZT for electromechanical transduction. An
electroacoustic equivalent circuit model was used to design the
device. Experimental characterization yielded a sensitivity of
0.75 V Paµ , with a linear dynamic range from 47.8 dB to at
least 169 dB . The resonant frequency was estimated to be
50.8 kHz by measuring the actuator frequency response. The
device characteristics are summarized in Table 3.
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Figure 15: Measured actuator frequency response.

Table 3: Summary of experimental results and comparison to
previous work.
Researcher Material Sensitivity

[ ]mV Pa
resf

[ ]kHz

Noise Floor
[ ]dB

Present Work PZT 0.75 V Paµ 50.8 47.8

Kim et al. [4] ZnO 1 16 501

Ried et al. [5] ZnO 0.92 18 571

Lee et al. [2] ZnO 30 0.89 N/R
Royer et al. [3] ZnO 0.25 10 66.022

Schellin et al. [6] polyurea 0.004−0.030 N/R N/R
Ko et al. [8] ZnO 0.513 7.3 N/R
1 A-weighted,2 Method not reported,3 At resonance

The theoretical predictions do not match the experimental
results. Specifically, the predicted sensitivity was roughly a factor
of three larger than that measured. This discrepancy is due to a
combination of factors. First, there tends to be large uncertainties
in the thin-film material properties. More importantly, the devices
were statically deflected on the order of the diaphragm thickness
due to large in-plane compressive stresses from the TiO2. These
large static deflections render the small-deflection assumption in
the composite plate theory invalid.

Future work includes the extension of the composite plate
model to large deflections. These models will then be validated
against the current design and then subsequently used to synthesize
an optimal design A new package design is necessary to provide a
vent channel to the microphone for a controlled low frequency roll-
off. Further characterization of the microphone is needed in order
to determine variability from device to device, and to investigate
reliability issues such as fatigue and stability of the piezoelectric
modulus.
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ABSTRACT
Passive resonant sensors have been studied by many groups

as an approach to sensing of physical properties in inaccessible
locations without the need for incorporating any on-board power
sources. In this work, we report two types of wireless flexible
micromachined passive pressure sensors. Since the devices are
flexible, they can be rolled or folded into compact shapes suitable
for catheter-based delivery into the body. One design is semi-
hermetic, intended for acute use. A second design is hermetic,
intended for chronic use. Standard flexible and ceramic electronics
packaging techniques are used to fabricate the devices. Devices
were tested acutely in vivo for > 30 days in canine models
simulating abdominal aortic aneurysms (AAA) which incorporated
a wired reference pressure transducer. The sensor real-time
dynamic pressure waveforms were measured and compared to
acute devices, with indications for potential extensions to chronic
use.

INTRODUCTION
In the measurement of physical parameters within living

organisms, passive resonant circuit techniques have been used to
create sensors that are wireless, do not require power supplies and
can be implanted, both acutely and chronically. Passive resonant
circuits used to measure physiological parameters date back to
1957 reported by Mackay [1]. In 1967 Collins reported a
miniature “Transensor” ranging in size from 2-6 mm in diameter
designed to be implanted in the eye [2]. These devices used two
oppositely-wound planar spirals, connected at the periphery, to
form an LC circuit with distributed inductance and capacitance.
More recently, passive sensors have been developed for continuous
measurement of intraocular pressure to monitor glaucoma using
two types of sensors: a magnetic sensor and a resonant sensor,
reported by [3]. A review of some passive wireless sensing efforts
for measurement of physiological parameters was presented in [4].
That work also discussed the development and clinical
demonstration in humans of non-flexible passive sensors for
monitoring the pressure of abdominal aortic aneurysms (AAA).

Previous work demonstrated a passive wireless scheme used
for pressure sensors in high temperature applications [5] and [6].
The concept presented a passive wireless scheme, fabricated from
sintered laminated layers of ceramic sheets, indicating use up to
600 ºC. This was achieved through the use of passive resonant
circuit structures that were self-packaged and did not incorporate
active circuitry or an internal power supply. The fabrication and
development began with processing techniques and components
from the standard ceramic electronics packaging industry. In a
similar lamination-based approach, the work presented in this
paper uses standard flex-circuit fabrication techniques to form self-
packaged flexible wireless passive resonant circuits to measure
pressure. Such flexible structures would have the advantage over
their non-flexible counterparts that they could be folded into
compact shapes during delivery into the body. The devices
implement planar spiral inductor coils on flexible polymer film
substrates. Similar printed spiral coil structures were developed for

transcranial telemetry reported in [7]. Two designs have been
studied: a semi-hermetic design using liquid crystal polymers
which has high ease of fabrication and is suitable for acute use; and
a hermetic design using ceramic-encapsulated pressure references
intended for chronic use.

DESIGN AND FABRICATION
The sensors in this work consist of a cavity, bounded on two

sides by capacitor plates or distributed capacitive structures,
resonantly interconnected with an inductance. If either the top or
bottom (or both) sides of the cavity are made of a deflectable
diaphragm, the value of this capacitor will change with pressure.
The resultant pressure-induced change in the resonant frequency of
the distributed passive LC circuit can be measured wirelessly using
an external magnetic loop.

Standard flexible electronic packaging techniques are used to
fabricate the sensors. Sensors designed for acute use are fabricated
from laminated sheets of copper-clad Liquid Crystal Polymer
(LCP) and expanded polytetrafluoroethylene (PTFE)-based inner
bonding layers. The copper cladding is patterned into the desired
inductor structures prior to lamination through standard
lithography and wet-chemical etching. This approach results in a
self-packaged structure in which only a polymer outer surface is
exposed to the environment. The inductor coil layout uses a planar
spiral inductor with 12 turns, line width of 60 micron, line spacing
of 80 micron, and line thickness of 18 micron; the starting radius
for the spiral inductor is 3.8mm. The capacitor plate area for the
LCP sensor design is 13.1mm2. Figure 1 (a) illustrates the planar
coil design for the LCP design.

Figure 1 Planar spiral inductor layout for (a) LCP sensor design

and (b) PTFE/ceramic chamber design.

The inner layer of the LCP sensor, illustrated in Figure 2 (a), is
laser-cut using an excimer laser (248 nm wavelength) to achieve
accurate dimensions. The span was designed to be 2mm at the
ends and 1.4mm at the center with a length of 6.68mm. The cavity
was tapered in the center to reduce the deflection and avoid
shorting out the capacitor over pressure excursions of interest.
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Figure 2 Inner layer designs for (a) the LCP sensor, (b) ceramic

chamber and (c) electrode on the ceramic chamber.

The layers are aligned via registration pins on platens, assembled
and laminated at 180 ºC for 80 minutes with 431 kPa of pressure,
illustrated in Figure 3. The batch process uses 4 inch sheets with 4
rows and 4 columns, yielding 16 devices per fabrication run. The
sensors are individualized using the same excimer laser to achieve
various shapes for minimally-invasive delivery. A fabricated
sensor is illustrated in Figure 5 (a).

Figure 3 Sensor lay up for acute use. (a) Cross-sectional view and

(b) perspective view of the LCP sensor design.

Sensors designed for chronic use are fabricated from both
copper-clad and non-clad PTFE layers, Fluorinated Ethylene
Propylene copolymer (FEP) inner layers, and an encapsulated
ceramic chamber (housing the hermetic pressure reference), again
resulting in self-packaged structures. Only a PTFE outer surface is
exposed to the environment.

The planar inductor coil layout for the PTFE sensor design,
illustrated in Figure 1 (b), has the same physical dimensions as the
LCP design described above. The chambers are fabricated through
the used of sintered layers of zirconia ceramic powders using a
standard green-tape approach [6]. The layout design has spans
ranging from 1.7- 2.5mm and gaps from 25-50 microns, illustrated
in Figure 2 (b) and Figure 4. The inner layer of the chamber is
laser-cut in a green state using a Nd:YLF infrared laser (1 micron
wavelength). The sheets are aligned and assembled, three sheets
per stack, with thicknesses between 25-35 microns, laminated in a
press, and sintered in a box furnace at temperatures between 1300-

1500 °C. The ceramic chambers are batch-fabricated with 54
chambers per sheet on a 4 inch sheet. After the ceramic chambers
are sintered, they are individualized for assembly into each
polymer sensor.

The PTFE and FEP inner layers are laser cut using a CO2
(10.6 micron wavelength) laser for the solder connection,
illustrated in Figure 4 (a), and chamber assembly. The copper
clad, inner PTFE and FEP layers, ceramic chambers and solder
pellets are aligned and assembled (16 devices per run on 4 inch
sheets). The sheets are vacuum laminated in a hot press at 300 °C,
for 60 minutes with 431 kPa of pressure. The vacuum eliminates
trapped gas between the FEP and ceramic chamber. The sensors
are individualized using a CO2 laser to achieve various shapes for
minimally-invasive delivery. A fabricated sensor is illustrated in
Figure 5 (b).

Figure 4 Sensor lay up for chronic use. (a) Cross-sectional view

and (b) perspective view for the PTFE/Ceramic chamber sensor

design.
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Figure 5 Fabricated for (a) acute use using LCP polymer and (b)

chronic use using PTFE with ceramic pressure sensitive chamber.

THEORY AND DEVICE CHARACTERIZATOIN
The development of a circuit model was reported in previous

work for passive LC resonant circuits [5] and [6]. The sensors
described above can be modeled by a lumped LCR circuit,
illustrated in Figure 6. Analysis of the circuit results in the input
impedance referenced to the terminals of the coupling coil.
Substituting into the input impedance fo=[2 (LC)½]-1, k=Lm(LaLs)-½

and Q= LsRs
-1 results in Eq. 1 below.
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Eq. (1) can be used to fit impedance measurements from a network
analyzer and pickup-coil in order to extract the resonance
frequency and quality factor, illustrated in Figure 7.

Figure 6 Equivalent circuit of electrical model for a sensor

coupled with an antenna.

Figure 7 Impedance Phase data (dots) and model curve fit (line)

vs. normalized frequency for three different substrates

Throughout the development of the two sensors described
above, various flexible substrates were tested and characterized.
These include polyimide-acrylic, LCP/expanded PTFE, PTFE,
PTFE/FEP, and PTFE/FEP/Ceramic. For each progression of
substrate material, increasing values of quality factor were
achieved; similarly different values of hermeticity were achieved.
In order to compare substrates, the layout for the planar spiral
inductors were limited to those in Figure 1, resulting in resonant
frequencies ranging from 30-50 MHz. Table 1 below lists quality
factors achieved vs. substrate materials and electrical
characteristics.

Table 1 Quality factors achieved vs. substrate material and

electrical characteristics

Substrate/Bonding
Film

Quality
Factors

Dielectric
Constant
@ 1 MHz

Dielectric Loss
@ 1 MHz

Polyimide-Acrylic 25-35 (3.7)/(3.6) (0.0014)/(0.035)
LCP/expanded PTFE 45-55 (2.9)/(2.6) (0.0025)/(0.004)
PTFE 55-65 2.2 0.0008
PTFE/FEP 65-77 (2.2)/(2.05) (0.0008)/(0.0006)
PTFE/FEP/Zirconia 60-65 (2.2)/(2.05)/(29) (0.0008)/(0.0006)/(0.001)

The linear pressure sensitivity of several devices was
characterized between -1 to -20 kHz/mmHg for LCP/expanded
PTFE devices and -0.5 to -1.5 kHz/mmHg for PTFE/FEP/Ceramic
devices. The difference in sensitivities is attributed in part to the
increased modulus of the ceramic layer of the pressure sensitive
membrane.

The electrical properties were characterized in both deionized
(DI) water and saline solution in order to simulate in vivo

conditions. In both designs, the DI water environment resulted in
frequencies lower than those measured in air. In the saline
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environment, the measurements resulted in a lowering of quality
factor as well as frequency compared to measurements in air.
When submerged in saline, both device designs dropped in
frequency by 3 MHz and dropped in quality factor to 40.
These initial changes were followed on the LCP/expanded PTFE
design by a gradual decrease in frequency over a timeframe of
several days. The PTFE with ceramic pressure sensitive chamber
devices showed only the immediate changes, with no significant
gradual change.

The initial frequency upon immersion in saline or DI water was
attributed to the change in dielectric constant of the surrounding
environment (shift from air r ~1 to saline r ~80). The increase in
dielectric constant increased parallel paths of electric field through
the surrounding media, increasing the total capacitance of the
system, leading to a decrease in resonant frequency.

The decrease in quality factor in saline was attributed to the
change in loss tangent between air or DI water to saline (from
approximately 0 to 0.2); penetration of electromagnetic field lines
into this high loss tangent environment increases total losses and
reduces the quality factor.

In order to reduce the offsets, losses, and potential drift due to
changes in the dielectric environment in which the sensors are
embedded, the devices were coated with approximately 0.3 mm
thick outer layer of silicone. The addition of this low dielectric
constant and low-loss insulating material reduced the fringe
electric fields exiting into the surrounding media and reduced this
effect. Typical shifts in frequency after silicone coating were < 0.7
MHz, with quality factors dropping between 3-5 points. These
offsets could be reduced further for these designs by coating to a
greater thickness. Catheter based delivery of the devices limited
the total thickness of the sensors.

For LCP based devices, the average normalized frequency drift
in saline (under zero applied pressure) was measured to be -1.75
±0.32 %, reaching stability after 250 hrs. This is equivalent to -
0.612 MHz for a 35 MHz device, and equates to a pressure-
equivalent baseline drift of 61.2 mmHg for devices with nominal
pressure sensitivities of -10 kHz/mmHg. This baseline drift could
be attributed to many factors including moisture absorption into the
polymer and/or into the reference pressure chamber of the sensor.
For PTFE-ceramic based devices the average normalized
frequency drift in saline (under zero applied pressure) was
measured < ±0.002% for over 20 hours. This is equivalent to
±0.7 kHz for a 35 MHz device, and equates to a pressure-
equivalent baseline drift of less than 1 mmHg at a nominal
pressure sensitivity of 1 kHz/mmHg.

IN VIVO EXPERIMENTAL RESULTS
The devices were tested in vivo in canine models simulating

abdominal aortic aneurysms, illustrated in Figure 8, with LCP
based acute devices that were implanted and measured. The
aneurysms were created by surgically implanting a graft and wired
reference pressure transducer into the aorta. The canine model is
described in greater detail in [8]-[10]. After the animal was
allowed to heal, the sensors were implanted through catheter
delivery, following which a stent graft was used to perform
endovascular repair. The following section will describe the
catheter and electronics used throughout the test along with
measured results.

CATHETER DELIVERABILITY
For minimally invasive implantable devices, catheter based

delivery systems are preferable. The flexible sensors could be
rolled or folded into catheters that have internal diameters of 4
mm. The delivery system used for this study consisted of a
delivery catheter, sheath, deployment-clip and sensor-tether,

illustrated in Figure 9 (a). The sensor is attached to a small
diameter (0.020” OD) ‘tether tube’, Figure 9 (b), by threading a
small diameter (0.008”) nitinol wire through the length of the tube,
and through holes on the top and bottom portion of the sensor,
which are shown in Figure 5 (a). The tether tube maintains control
over device position in the aneurysm sac by the user, until
completion of the endovascular repair with the stent graft. At the
time of release, the thin wire is pulled by the user to release the
sensor in the desired location within the aneurysm.

Figure 8 Creation of mock aneurysm and position of wired and

wireless sensor

Figure 9 Sensor delivery system. (a) Schematic of delivery system;

(b) sensor on tether; (c) sensor rolled up into sheath prior to

implantation

In order to facilitate folding, additional cut-out features were added
to the sensor design in between the planar spiral coils and center
pressure-variable capacitor; these are observed in Figure 5 (a).
The cut-outs allow for the sensor to be rolled up inside the
catheter, illustrated in Figure 9 (c). The delivery procedure
introduces the catheter though a cut-down in the femoral artery.
The system is advanced into position within the mock aneurysm.
The catheter is retracted, exposing the sensor on the tether tube

40



Figure 10 Readout telemetry system; (a) system during a

measurement while the animal was sedated; (b) antenna on canine

during un-sedated measurement; (c) LabVIEW screen-shoot of

measurement with the reference signal on the top and wireless

pressure sensor on the bottom.

The sensor is retained on the tether tube until endovascular repair
of the aneurysm is completed with a stent graft. Once the sensor is
trapped in the space created between the outer surface of the stent
graft and the inner surface of the mock aneurysm, the tether wire is
pulled, releasing the sensor. The tether tube and delivery catheter
are removed, leaving the sensor in the “excluded” portion of the
aneurysm sac.

READOUT TELEMETRY
The readout telemetry system consists of switched transmit

and receive magnetic loops, a switched RF amplifier and high-
sensitivity RF receiver. The system is driven by a microprocessor
and phase synchronous oscillator. The system sends a burst of RF
energy at the resonant frequency of the devices lasting several
microseconds, which is optimized to be long enough to energize
the sensor. Soon afterward, the transmit signal is turned off and the
receive channel is opened. For a short period of time, based on the
sensor quality factor, the sensor will continue to oscillate at the
resonant frequency and exponentially decay to zero; this is
repeated at the sampling rate of the system. In order to track the
sensor real-time frequency response, a phase-locked-loop was
implemented. Since the sensors are absolute pressure sensors, a
barometric pressure sensor is incorporated into the system to adjust
for atmospheric pressure changes in order to report pressure in the
aneurysm sac relative to atmospheric pressure. Additional inputs
were added to system to be able to readout various catheter based
transducers in order to compare to wireless pressure readings. The
system is controlled through a LabVIEW software interface,
shown in Figure 10 (c). Using this method, devices could be read-
out to distances of 20cm, which was sufficient to achieve
measurements in canine models.

ANIMAL STUDY RESULTS
A total of four devices were implanted into four different

animals for a period ranging between 30-60 days. Throughout the
study some of the wired reference pressure transducers failed. No
failure of the wireless sensors during the study was observed.
Also, throughout the study, the telemetry system was improved,
which increased the fidelity of the data. The data reported below
represents typical results from the four devices. Data was recorded
in 60 to 120 second intervals at sampling rates of > 120 Hz, which
was sufficient to capture the highest frequency content of interest
in the pulse train, illustrated in Figure 11. The sensor frequency
response to pressure change was determined by pre-implant testing
of Fo vs. pressure change in lab testing. At the time of implant, a
fluid filled catheter was placed in the aneurysm. The mean
(baseline) pressure of this catheter was used as a reference to
determine the initial (baseline) mean pressure for the wireless
sensor and the wired pressure transducer.

Data was collected beyond 30 days for most of the devices,
with pulse pressures ranging between 12 – 37 mmHg and mean
pressures ranging from 70 – 120 mmHg. Figure 12 illustrates the
pulse pressure readings over 41 days for both wired and wireless
devices. The wireless sensor readings were within the error bars of
the reference sensor, indicating low to zero change in response to
dynamic pressure changes (pulse pressure). The mean (baseline)
frequency drift over the same time is plotted on the secondary axis
of Figure 12. Over the first six days, the mean frequency drifted
by -154 kHz, which is equivalent to an increase in pressure of
28.52 mmHg. Beyond six days the mean frequency continued to
drift downward. From the data colleted it is clear that the LCP
based sensors are not suitable for applications where an accurate
mean pressure reading over time is important. However, this
sensor design could be used for long periods of time measuring
pulse pressure changes. Improved in vivo results are expected
from PTFE/ceramic sensors based on results from lab testing.
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Figure 11 Continuous pressure waveform of wired and wireless

pressure sensor for implanted acute device. Wireless sensor linear

sensitivity is -5.76 kHz/mmHg; resonant frequency is 35.675 MHz.

Figure 12 Pulse pressure vs. time for wired and wireless pressure

sensor for acute device (primary axis) and mean resonant

frequency vs. time for wireless sensor. Wireless sensor linear

sensitivity is -5.4 kHz/mmHg; resonant frequency is 38.293 MHz.

CONCLUSIONS
The design, modeling, fabrication and characterization for

flexible wireless pressure sensors intended for biomedical
applications are presented. The devices were fabricated from
flexible polymer substrates and optionally-incorporated ceramics,
through lamination techniques, in order to implement a passive
resonant circuit capable of wireless interrogation. Two sensor
designs were presented, one of which is intended for acute use and
a second one intended for chronic use. The acute sensor design
was implanted, through catheter delivery, into a mock aneurysm in
a canine model. Endovascular repair was performed after
implantation to exclude the sensor within the aneurysm. Using a
telemetry system, measurements of real-time dynamic pressure
waveforms were acquired and compared to wired pressure
reference transducers. The in vivo pulse pressure readings for the
wireless acute device showed good correlation to the reference
pressure transducer. The acute device drifted in mean (baseline)
pressure compared to the reference during the test period. Animal
studies on the chronic sensor design have not yet been initiated, but

improved baseline drift results are expected based on bench
simulated testing. Although neither flexible sensor has yet
demonstrated in-vivo baseline drift performance of the human-use-
approved sensors of [4], both show promise in applications where
sensor flexibility is an important factor.
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Abstract

The gecko, as well as other insects and lizards, have a very
clever mechanism for reversibly adhering to just about any
surface. An integrated multi-scale system enables geckos to run
up, down and across vertical or inverted surfaces. Here we
report the fabrication of a switchable on/off adhesive. Inspired
by the gecko, a hierarchical system composed of aligned vertical
polymeric nanorods coating ferromagnetic nickel platforms was
fabricated. When subjected to a magnetic field, the nickel
platforms undergo a reversible conformational change, reducing
the available contact area, and reducing adhesion by 40 fold.
Development of such adhesives will lead to a new paradigm in
latching systems, and will enable microrobots to climb just
about anything, allowing them to enter environments
inhospitable to man.

Introduction

The mechanism of adhesion in the gecko dry adhesive has been
of scientific interest since Aristotle observed a gecko running up
and down a tree (1). Recently there has been an intensifying
scientific investigation into the fundamental physics of the
adhesive isolating van der Waals as the primary interaction (2,

3), with some contention that capillarity contributes to the
adhesion (4, 5). Regardless of the fundamental interactions at
the atomic scale, there is clearly a great deal of function
contained in the hierarchical structure of the gecko’s tarsus (6-

9). The structure consists of 200 nm spatular termini at the ends
of ~100 m long, ~5 m diameter setae, which extend from a
compliant tarsal pad cushioned by blood sinuses(10-13). With
each added level of surface compliance there is an increase in
the contact area of system, correspondingly increasing
adhesion(6). Even the toe of the gecko, which can wrap around
surface features, serves to increase surface contact area. To
better understand this concept, compare the comfort of sitting on
a hard wooden bench to that of a cushioned recliner. The
recliner is much more comfortable, because the weight of your
body is displaced over a larger area. Now imagine they are both
coated with an adhesive. Which will be more difficult to get out
of? Thus a critical factor in the functionality of an adhesive is
the ability of the surface to deform, to evenly displace load, and
increase contact area.

There is, however, evidence that the hierarchical structure
may serve another purpose – to reduce adhesion (2, 14, 15). Just
as interesting as the gecko adhesion mechanism is the
mechanism by which the gecko is able to release a surface. The
specific geometries of the gecko’s setae and spatulae allow the

gecko to control adhesion through macroscopic movements of
its toes. By flexing muscles the toe of gecko peels away from
the surface in an inward fashion. This in itself aids in the
detachment of the foot, just as peeling a piece of tape off of a
surface is easier than trying to pull it off all at once. But there is
more to the story. It has been shown theoretically (16) and
experimentally (3) that the magnitude of adhesion of the setae is
greatly dependent on the angle of applied pull-off force. Thus
when the gecko goes from a squeezing mechanism to a peeling
mechanism, the adhesive force goes from a maximum to a
minimum (16). This can also be seen at the nanoscale as the
resolved force on the spatulae changes the interactions from a
frictional regime to a peeling regime, greatly reducing the
adhesion (6). So through clever geometrical design of a
hierarchical structure the gecko is able to control the adhesion
mechanics from the macro-scale to nano-scale through a
macroscopic muscle movement.

Previously, a synthetic system enhancing adhesion
through a hierarchical structure was fabricated and tested(17).
Just as the gecko uses this system to both increase and decrease
adhesion, here a hierarchical structure has been fabricated to
turn on and off adhesion. However, where the gecko uses

muscle to actuate a -keratin structure, the synthetic system uses
a magnetic field to actuate nickel cantilevers. The nickel beams,
when placed in a magnetic field, reorient themselves so that the
terminal pad of the structure, responsible for adhesion, rotates
orthogonally to an adhering surface. This conformational
change effectively turns off the adhesion of the structure.

Fabrication

Released 150-500 nm thick and 100 m long nickel structures,
coated with aligned vertical arrays of stiff polymeric nanorods
~200 nm in diameter and ~3 m tall, were fabricated using a
combination of compatible massively parallel fabrication
techniques. The fabrication process began by coating blank 4
inch (100) silicon wafers with a 1.4 m thick layer of image
reversal photoresist, AZ 5214. The negative image of the
desired platforms was then transferred into the resist across the
entire wafer using a Karl Suss MA6 contact aligner. After
developing, a 150 nm thick nickel layer was electron beam
evaporated onto the entire wafer. The photoresist was then
removed, via an ultrasonic acetone bath, lifting off the excess
nickel. The wafer was then cleaned and dried and a 7 m layer
of photoresist was spun onto the wafer surface, Shipley SPR
220-7. The positive pattern of the platforms was then
transferred into the resist, aligned with the nickel platforms
below. The resist and nickel pattern was then transferred into
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the exposed silicon alternating between a highly reactive mostly
isotropic SF6 etch and a C4F8 passivation deposition, the Bosch
process, effectively etching vertically into the silicon. After
etching approximately 30 m into the silicon, a sustained SF6

etch was performed to undercut the nickel/photoresist platforms.
The released platforms were then placed in oxygen plasma with
an applied bias between wafer and plasma, creating ~200 nm
diameter nanorods, orthogonally on the surface, with an aspect
ratio of ~15, Fig. 1.

Fig. 1 – Electron micrographs of released structures. (A)

Paddle surface coated with evenly spaced uncondensed

aligned vertical polymer nanorods, scale bar 10 m. (B)

Freestanding nickel cantilevers and paddles coated with

nanorods, scale bar 50 m. (C) Lower magnification view

of a portion of the array, scale bar 500 m.

Adhesion Testing

The structures were characterized using a home built adhesion
test apparatus, Fig. 2. The basic operating principle of the
system is very similar to an atomic force microscope, except on
a larger scale, where the deflection of a cantilever is monitored,
using laser interferometry, to determine the forces applied to a
probe tip. In this work, a custom 5 mm flat punch glass probe
was manufactured. Proper registration of tip and stage was
accomplished by the marriage of probe and cantilever (using
high strength glue), with the cantilever secured in the apparatus,
and the probe resting flush on the sample stage. Test samples
were placed on the micropositioning stage and moved to near
contact with the test probe. The probe was then lowered using a
piezo electric actuator, and proper probe/sample alignment was
observed through a horizontally oriented stereomicroscope.
Actuation of the probe and data collection was performed using
an automated National Instruments Lab View program. The
program simultaneously moved the probe towards the surface
and monitored the deflection of the cantilever. Through
calibration of the cantilever, spring constant equal to 137.1 N/m,
it was possible to determine the interaction forces between the
flat punch probe and the test surface. Upon withdrawal from the
surface, adhesion would produce a characteristic pull-off event,
evident in the negative dip of the force curve, Fig. 4. The
reversible adhesive was tested with and without a Neodymium
Iron Boron rare earth metal magnet below the silicon chip.

Test surface

Glass flat punch, D = 5 mm

Spring

Laser interferometer

PiezoMicro positioning stage

Fig. 2 – Schematic of the adhesion test apparatus. A laser

interferometer monitors the deflection of a glass cantilever

spring as a piezo actuator moves a 5 mm glass flat punch

into and away from the test surface. The interaction forces

are calculated by relating the stiffness and deflection of the

cantilever upon contact with the surface.

A

C

B
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Results and Discussion

Fabrication of the multi-scale structures required the integration
of two different processing modalities. The nickel platform
microstructures were photolithographically defined and etched
using standard microfabrication reactive ion etching. The
vertically aligned polymeric nanostructures were created
through a stochastic growth method. Both methods employ
batch fabrication techniques and scalable for production
quantities. So in addition to being the first actuated hierarchical
biomimetic adhesive, this system does not present a
technological dead end.

The bilayer of the photoresist coating the nickel beams
induces a stress mismatch which causes the beams to bend up
and out of the device plane, Fig. 1. The upwards bent
cantilevers aid in adhesion through enhanced structural
compliance, and move the active portion of the adhesive away
from the surface. With the active portion of the adhesive
isolated the properties of the adhesive could then be controlled
by actuating the platforms. High-aspect-ratio ferromagnetic
structures have been shown to rotate within a magnetic field to
align their long axis with a magnetic field (18). When the
structures were placed on top of a permanent magnet the
platforms were observed to rotate about their long axis, Fig. 3.
This rotation is attributed to the preferential alignment of the
long axis of the width of the pad in the magnetic field. This
rotation reduces the orthogonal contact area, as evident in the
stereo-micrograph in figure 3.

Fig. 3 - Stereomicrographs of the adhesive: (A) in the ‘ON’

state, no applied magnetic field, with the adhesive paddles

facing vertically; and (B) in the ‘OFF’ state, with an applied

magnetic field rotating the paddles sideways, concealing the

adhesive faces. Scale bars, 100 m.

Adhesion testing of the structures, without an applied
magnetic field, produced loading and unloading curves with a
characteristic pull-off event, Fig. 4. The magnitude of the pull-
off force was taken to be the adhesion, and was observed to vary
with the maximum applied normal load (due to slight
misalignments between the flat punch and the test surface) until
a saturation adhesion strength of ~17 Pa was observed (obtained
by dividing the adhesion force by the projected area of the pad
surfaces), Fig. 4.
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Alignment issues, surface inconsistencies and unknown
probe geometries have presented difficulties in quantification of
non-pressure-sensitive-adhesives. One suggested metric is to
simply divide the adhesion force by the maximum preload force,

’= Fadhesion/Fnormal, thus distinguishing these systems from
pressure sensitive adhesives (19). In the system described here
the maximum ’ value was found to be ~1.5, occurring at the
minimum detectable level of adhesion (limited by the noise level
of the instrumentation). This value offers a substantial increase
from previous synthetic work; where Northen and Turner
reported a ’ = 0.125 (17), and Geim et al. a ’ = 0.06 (20), but
still falls short of the gecko with ’ = 8 to 16 (19).

In contrast to the adhesion seen in a rest state, the
application of magnetic field to the structures produced a
catastrophic loss of adhesion, Fig. 4. For no tests performed was
any adhesive event observed. This complete reduction in
adhesion is attributed to the concealing of the nanorod coated
platforms from the test probe. Under an applied magnetic field
the platforms tend to rotate about the long axis of the cantilever.
This rotation leaves the edge of the platforms facing in the
normal direction and the sticky face to the side – turning a cheek
to adhesion, if you will.

Additionally, an increase in surface stiffness was seen
with an applied magnetic field. The twisting of the cantilevers
increases the second moment of area of the structures, relative to
the indenting tip, increasing the stiffness and consequently
reducing the compliance of the system. Although not a primary
factor in the reduction of adhesion, reduction of the compliance
of the system serves to lock out one of the hierarchies of this
multi-scale adhesive. Ultimately the sideways rotated paddles
will contact the underlying substrate and statically inhibit
contact between the adhesive and the test substrate, completely
turning off the adhesive.

Conclusion

In this paper a novel approach has been presented for micro- and
nano-fabricating a synthetic analogue to the gecko adhesive
system. The hierarchical system is composed of aligned vertical
nanorods coating flexible micron scale cantilever paddles. The
paddles, composed of nickel, rotate when subjected to a
magnetic field. This rotation conceals the nanostructures on the
paddle surface and greatly reduces the available surface area for
adhesion. Testing of the system showed reversible adhesion
behavior switching from a ’ value (Fadhesion/Fpreload) of ~1.5
(largest reported value for a biomimetic system to date (19)) to a
value less than the noise level in the instrumentation. Thus an
active hierarchical structure, inspired by the gecko, has been
fabricated and demonstrated to display controlled and reversible
adhesion.
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ABSTRACT

A major challenge of SOI based MEMS transducer design

and fabrication has been to provide reliable substrate anchors

insensitive to timed sacrificial oxide etch induced perimeter

variation. Typically, SOI substrate anchors are designed quite

large to account for anchor perimeter variation due to the lack of

an etch stop mechanism. This paper describes the use of silicon

nitride, as a sacrificial oxide etch stop film, patterned and

deposited via a novel trench refill process. Additionally, this

trench refill process can be further improved using polysilicon to

provide a low electrical resistance substrate contact between the

SOI and silicon handle wafer. A process combining both the

silicon nitride substrate anchor perimeter etch stop and polysilicon

substrate electrical contact is provided with device characterization

results.

INTRODUCTION

SOI mechanical substrate anchors are typically fabricated by

utilizing the buried oxide layer as a readily available electrical

insulator and easily etched sacrificial material via hydrofluoric

(HF) acid. A process cross section of a typical SOI timed HF etch

defined oxide substrate anchor is shown in Figure 1 where x

represents the desired lateral undercut dimension.
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Wire Bonds

Bond

Pad
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Anchor
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x
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SOI (~10-25 m)

Suspended

Proof Mass

Wire Bonds

Bond

Pad

SiO2 (Oxide)

Substrate

Anchor

Isotropic

SiO2 Etch

Undercut

x

Figure 1. Cross section of typical SOI timed HF etch lateral

undercut defined oxide substrate anchors.

This lateral undercut dimension (x) is a strong function of

time and initial-final HF concentration. A non-exhaustive list of

variables contributing to lateral undercut etch variation include

trench width, trench depth, buried oxide thickness, and HF

concentration as a function of time, temperature, etc. Several of

these variables are difficult to control when batch processing high

volumes of silicon wafers in a manufacturing environment.

MEMS SOI sensor designers typically make the anchors much

larger than desirable in order to guarantee device reliability as a

function of lateral etch undercut variability as observed across the

device, wafer, and lot over time. This increases the design’s

required area consequently resulting in higher production cost per

die. Therefore, an etch-stop based mechanical substrate anchor

which allows the designer to use a smaller anchor area insensitive

to timed HF lateral undercut variability based on trench refill

processing [1] is highly desirable.

SOI DEVICE FABRICATION

A process cross section of silicon nitride trench refill

encapsulated oxide substrate anchors insensitive to HF timed etch

variation [2, 3] is shown in Figure 2.
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Exposed Oxide

Substrate

Contact Option

SiO2

Figure 2. Cross section of silicon nitride encapsulated buried

oxide substrate anchors insensitive to HF timed etch variation.

The low pressure vapor phase deposition (LPCVD) silicon

nitride film serves as an electrical insulator, HF etch stop, and

diffusion barrier. An LPCVD polysilcon flim is used to back fill

the trench due to its high degree of as deposited conformality. The

nitride film serves as a diffusion barrier between the degenerately

doped adjacent SOI and intrinsic LPCVD polysilicon film. A

capacitive angular acceleration sensor [4] fabricated in SOI using

this process flow [5] is shown in Figure 3.

Sub1
Sub2CCCW

CCWCMID

ContactContact

Bond

Pads
Sub1

Sub2CCCW
CCWCMID

ContactContact

Bond

Pads

Figure 3. Angular accelerometer fabricated w/substrate contacts.

The silicon nitride film functions as an electrical insulator

and HF etch stop surrounding the encapsulated buried oxide

anchor perimeter as shown in Figure 4. This silicon nitride

encapsulated buried oxide anchor represents a substrate anchor
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with the bond strength between the SOI and silicon handle wafer

approaching the fracture strength of single crystal silicon [6].
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Polysilicon
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Si Substrate

Figure 4. SOI trench refill silicon nitride encapsulated buried

oxide anchor perimeter.

Low electrical resistance silicon handle wafer substrate

contacts were formed using LPCVD polysilicon refilled trenches

without silicon nitride sidewall passivation present. The intrinsic

trench refilled polysilicon contacts were autodoped using adjacent

degenerately doped SOI as a dopant source via a thermal anneal

maintained at 950 C for 30 minutes. The test structure used to

characterize the substrate contact resistance is shown in Figure 5.
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Figure 5. Polysilicon trench refill electrical substrate contact

bond pad test structure schematic for angular accelerometer.

A cleaved cross section of a typical polysilicon substrate

contact fabricated in 20 m thick SOI is shown in Figure 6.

Electrical resistance was measured between the Sub1 and Sub2

bond pads via micro-manipulator probes. The pre-anneal

concentration of phosphorous dopant atoms in the 20 m thick SOI

film sample was 6*1018cm-3. The post-anneal concentration of

phosphorous dopant atoms in the polysilicon substrate contact was

calculated as 1.2*1016cm-3 based on electrical resistance

measurements of 528 per contact [2]. This represents a

polysilicon contact resistivity of 0.42 -cm. The SOI and silicon

handle wafer bulk film resistivity was 0.008 -cm and 0.01 -cm

respectively. As a result of the large difference between pre-

anneal SOI and post-anneal polysilicon contact dopant

(phosphorous) concentrations, increasing anneal temperatures

and/or time can be used to provide further reduction of polysilicon

contact resistance values if desired. The post thermal anneal auto-

doped polysilicon film can exhibit a significant stress gradient [7].

This undesirable stress gradient was minimized by removing the

polysilicon film from the SOI top-side as shown in Figure 7.
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Polysilicon
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Interface

Figure 6. Cleaved cross section of autodoped polysilicon

substrate contact with detail shown at single crystal silicon

substrate interface (using the exposed oxide substrate contact

option as described in Figure 2).
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Removing polysilicon from top surface significantly reduced

gross vertical sidewall etch roughness as observed in Figure 4.
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Top Side Contacts
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Removing polysilicon from top surface significantly reduced

gross vertical sidewall etch roughness as observed in Figure 4.

Figure 7. Second generation SOI process flow with polysilicon

removed from top-side via etch-back process steps.

While the highly doped polysilicon exhibits a non-zero film

stress due to thermal anneal and auto-doping effects, doped
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polysilicon is localized to small substrate contact areas isolated

relatively far from the suspended sensor proof mass. Additionally,

a folded beam electrical interconnect was used to reduce stress

transmitted from the substrate contact towards the adjacent bond

pad structure (Sub1) shown in Figure 8. Removing the polysilicon

from the SOI top-side also eliminated the vertical sidewall etch

roughness observed previously in Figure 4. Sidewall roughness

was attributed to laterally etched columnar polysilicon grains

shadowing the underlying SOI material.
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Figure 8. Angular accelerometer fabricated with the second

generation SOI process flow.

CHARACTERIZATION RESULTS

Capacitive angular acceleration sensors, fabricated using the

second generation SOI process, were mounted in a 16 pin ceramic

dual-in-line (DIP) packages. The sensors were wire-bonded to an

adjacent sensor interface application specific integrated circuit [2]

(ASIC) with 2mil diameter gold wire as shown in Figure 9.

SOI
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CMOS Sensor Interface

ASIC

Ceramic

DIP

(16 pin ct.)

2mil Bond Wire

SOI

Sensor

CMOS Sensor Interface

ASIC

Ceramic

DIP

(16 pin ct.)

2mil Bond Wire

Figure 9. SOI sensor integrated with CMOS interface ASIC.

The ASIC was wire bonded to the ceramic DIP leads using

1mil diameter gold wire. Characterization results for a sinusoidal

(2Hz) input angular acceleration of 40r/s2 is shown in Figure 10.

The CMOS ASIC output angular acceleration sensitivity was

measured as 1.9mV/r/s2. Full scale span was calculated as (+/-)

1260r/s2 using output amplifier high and low rails conservatively

estimated at 4.9V and 0.1V respectively. Angular acceleration

resolution was calculated as 2.3r/s2 using the measured noise and

sensitivity values [2] for a typical device a shown in Figure 10.

Zero Input Angular Acceleration;

Steady State ASIC Output Voltage Reference Signal

Sinusoidal (2Hz) 40 r/s2 (peak) Input Acceleration

Sensor ASIC

Output Voltage

Zero Input Angular Acceleration;

Steady State ASIC Output Voltage Reference Signal

Sinusoidal (2Hz) 40 r/s2 (peak) Input Acceleration

Sensor ASIC

Output Voltage

Figure 10. Capacitive angular accelerometer characterization

measurements.

SUBSTRATE ANCHOR SIZING

The Si3N4 passivated SiO2 substrate anchor was designed as

a direct replacement of a typical timed etch SiO2 substrate anchor.

As a result, minimum anchor dimensions were preserved at 20 m

for both anchor schemes as shown in Figure 11.
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Figure 11. Comparison cross section of SOI timed etch SiO2, Si3N4

passivated, and Si3N4 substrate anchors.

The SiO2 sacrificial etch time was characterized using 6:1

aqueous HF solution (Motorola and Freescale Semiconductor

proprietary buffered HF recipe) to fully release SOI beams up to

10 m in width (5 m lateral SiO2 undercut per side) on wafers with

a 2 m thick buried oxide layer. In order to account for SiO2 etch

rate variability across the device (and wafer) a target of 6 m SiO2

undercut was defined by etch time per previous buried oxide etch

rate characterization experiments. A replicated angular

acceleration sensor design with both Clear and Dark-Field device

perimeters are shown side-by-side in Figure 12. Note that the

Dark-Field device can be hermetically sealed using previously

described wafer encapsulation techniques [8,9].
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See Figure 13

for detail

Clear-Field Perimeter (SOI removed)

Dark-Field Perimeter (SOI intact)

See Figure 13

for detail

Clear-Field Perimeter (SOI removed)

Dark-Field Perimeter (SOI intact)

Figure 12. Clear and Dark-Field angular accelerometer designs

fabricated on 20 m thick SOI wafers.

Figure 13. Clear-Field capacitive self-test array detail.

The angular accelerometer device (internal perimeter) is

identical for both the Clear and Dark-Field designs. The inertial

proof mass is suspended at a central hub using six folded beam

springs attached to the silicon handle wafer via substrate anchors

as shown in Figure 14.

20 m

Substrate

Anchors

20 m

Substrate

Anchors

Figure 14. Capacitive angular accelerometer central hub folded

beam springs with interleaved 20 m wide substrate anchors.

The 6 m lateral SiO2 etch exposes the LPCVD Si3N4

passivated substrate anchors to 6:1 BHF for approximately 1/3rd of

the total etch time. Approximately 19% of the original 1.5kA

LPCVD Si3N4 film is removed during the 6:1 BHF sacrificial

oxide etch step. The encapsulated SiO2 substrate anchors are

protected from etchant exposure using the Si3N4 film as an etch

stop. Selectivity of buried oxide etch rate to silicon nitride etch

rate was measured on blanket wafer tested films in excess of 100:1

using 6:1 BHF as an etchant.

Substrate anchors using only Si3N4 have been previously

fabricated on SOI based linear accelerometer devices [10] with

minimum top and bottom anchor dimensions of 10 m and 2 m

respectively as shown in Figure 11. Multiple Si3N4 posts can also

be applied as single trench anchors [3] limited only by the

fabrication facility minimum photolithography dimension, DRIE

trench width, and mask-mask maximum misalignment dimensions.

CONCLUSIONS

We have demonstrated SOI substrate anchors defined by a

novel trench refill process utilizing LPCVD Si3N4 as an etch stop

film using standard semiconductor fabrication tools. This process

was further modified with a polysilicon trench refill to provide low

electrical resistance substrate contact. Characterization results of

an angular acceleration sensor fabricated using this novel SOI

process was also reported. Smaller lateral dimension anchors can

be realized by using smaller minimum trench and buried SiO2

anchor widths. Using 1.5 m as the minimum trench width, dual

trench separation, and mask-to-mask maximum misalignment

error, the smallest realizable anchor is 7.5 m wide for dual trench

Si3N4 anchors and 4.5 m wide for single trench Si3N4 anchors.
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ABSTRACT

This paper reports a lithography-based microfabrication
process and the preliminary experiments for a recuperative heat
exchanger intended for use in a Joule-Thomson (J-T) cryosurgical
probe. The heat exchanger must maintain high stream-to-stream
thermal conductance while restricting parasitic stream-wise (axial)
conduction losses. Rows of fins composed of high conductivity
silicon are bonded onto a 100 µm thick base plate composed of
low conductivity Pyrex glass. The heat exchanger has a footprint
of 6 1.5 cm2 and 2.5 mm thickness, and is fabricated using a 5-
mask process. The fabrication process involves anodic bonding,
deep reactive ion dry etching, glass frit bonding, electrochemical
discharge drilling and several other steps, along with special
features that compensate for manufacturing tolerances. Preliminary
experiments include measurement of the thermal effectiveness in
an ice-water bath, as well as evaluation of self-cooling with butane.
The data suggest an optimal area of 0.2 mm2 for the expansion
orifice. The primary performance constraint is imposed by the
compromise between mechanical robustness and transverse
conductance of the thin glass plate that separate the high pressure
and low pressure sides.

I. INTRODUCTION

Cryosurgery has been used to treat several types of cancers
including prostate cancer and liver cancer in the past three decades.
In this medical procedure, cancerous tumors are locally destroyed
by exposing pathological tissues to repeated freeze/thaw cycles [1].
The ablated tissue is subsequently absorbed or sloughed by the
body. By avoiding excision, operative blood loss and discomfort
are minimized. Even in the cases where excision is required, the
growth of tumor cells that might escape during resection can be
prevented by a pre-treatment on the tumors with the cryotherapy.

Cryosurgery, which is competitive with other therapies, has
been a standard treatment for cancerous tumors located in easily
accessible areas of the body. Recent development of miniature
cryoprobes with large refrigeration capacity [2-4] and techniques
for real-time monitoring using ultrasound or magnetic resonant
imaging [5-7] is allowing cryosurgical techniques to be extended
to the treatment of cancers in areas that are not readily accessible
[8]. In fact, this effort, which examines the possibility of
fabricating cryoprobes with micromachining technologies, is
motivated in part by the need of miniaturizing cryoprobes to a size
that permits them to be inserted through a small incision. However,
the performance of the cyroprobe must not be compromised in this
scaling effort because the freeze region that surrounds the cold end
of the probe is controlled by the refrigeration power and surface
temperature attainable by the tip of the probe. It is known, for
example, that temperatures below -50°C are always necrotic for
pathological tissue [9-11]. In addition, a rapid cool-down rate [1,
12] between 25-50 °C/min. and multiple freeze-thaw cycles [13]
are preferred to decrease the likelihood of cell survival.

The ultimate goal of this research effort is to develop a fully
integrated micromachined cryosurgical probe that has significant

advantages over the conventional cryosurgical probe in terms of
thermal performance, size, flexibility and cost. The Joule-
Thomson cooling cycle (Fig. 1) can meet these requirements [14].
In this cycle, cold, high-pressure fluid leaving a recuperative heat
exchanger expands through a valve, resulting in a temperature drop
through the valve if the state of the fluid lies below the inversion
curve before expansion. This paper describes the fabrication and
preliminary experiments of one possible approach to the
micromachined recuperative heat exchanger which utilizes a planar
design and 5 wafers in a 5-mask process (Fig. 2).
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Fig. 1: Joule-Thomson refrigeration cycle. High pressure fluid at state
(1) passes through a counter flow recuperative heat exchanger, where it
is pre-cooled by the low-pressure fluid returning from the refrigeration
load. The cold high-pressure fluid leaving the heat exchanger at state
(2) expands through a valve to state (3). The cold, low-pressure fluid is
directed through the load heat exchanger where it is warmed by the
refrigeration load to state (4) and then is fed back into the heat
exchanger.

&���"
���� �����

��
� ��������
�� 	�� ��'�

!�%��
��
� ��������

����� 	����

��' ��������
�"����� 	������' ��������

�� 	�� ��'�

�"������� %��%�

�����
��� ����
�"!���
��

!��!����� �����

	���(� (���

Fig. 2: Schematic diagram of micromachined Joule-Thomson
cryosurgical probe. High pressure inlet fluid is obtained from external
compressor.

II. DESIGN AND FABRICATION

One of the critical challenges in developing a micromachined
J-T cooler is that the recuperative heat exchanger must maintain
good stream-to-stream heat conductance while restricting parasitic
stream-wise conduction losses. This requirement is necessary in
order to have a large enthalpy difference between the two streams
and thus achieve high cooling performance for the probe. The
planar, micromachined recuperative heat exchanger uses rows of
fins that are composed of high conductivity silicon that is
anodically bonded onto a very thin base plate composed of low

Solid-State Sensors, Actuators, and Microsystems Workshop
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conductivity Pyrex (Fig. 3). This design is in contrast to
conventional cryogenic heat exchangers that use either perforated
plate designs with oxygen-free high conductivity (OFHC) copper
plates interleaved with stainless steel spacers or finned tube
designs that use one or more finned tubes wound on a mandrel.
Silicon has thermal conductivity that is similar to OFHC copper,
and Pyrex has thermal conductivity that is an order of magnitude
less than stainless steel; this combination of very high and low
thermal conductivity suggests that a silicon and Pyrex composite
heat exchanger will be attractive. In order to allow adequate
thermal communication between the streams, preliminary
modeling [15] and simulation of an optimized design [16] suggest
that for a working pressure of 20 bar, the Pyrex base plate between
the high pressure channel and low pressure channel can be no
thicker than about 100 µm in order to provide adequate
refrigeration power.
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Fig. 3: Fin rows structure of the micro heat exchanger.

There are five masks required for this process (Fig. 4):
1) Two Si wafers of 200 µm thickness are bonded to a glass

wafer of 100 µm thickness. The entire stack is loaded
simultaneously into the bonding apparatus and heated to 400°C,
before a 500 V bonding voltage is applied. By sequentially
reversing the polarity of the voltage source, both Si-Pyrex
interfaces are bonded one-by-one.

2) A 2 µm-thick layer of silicon dioxide is deposited on both
sides of the Si surface using plasma enhanced chemical vapor
deposition (PECVD). This layer and a subsequent layer of
photoresist will serve as masks in a two-step DRIE process.

3, 4) The oxide layers on both sides are then patterned by
reactive ion etching (RIE).

5) A 10 µm thick layer of photoresist is then coated and
patterned on the top side. A conformal thick resist layer is used to
protect the oxide pattern in the next DRIE step. On the top side of
the wafer, Si channels between each fin row are etched down 20
µm by DRIE before the photoresist is stripped. This etch will
ultimately lead to the creation of the basal strip along each row that
is illustrated in the magnified part of Fig. 3. It is needed in part to
compensate for a DRIE artifact that is explained below, but also
has the added benefit of strengthening the attachment of the fins to
the glass base plate.

6) A 10 µm photoresist layer is coated and patterned on the
bottom side. On the bottom side of the wafer, Si channels between
each fin row are etched down 20 µm by DRIE. The photoresist is
then stripped.
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Fig. 4: Fabrication process flow of micro heat exchanger.

7) Fin rows on the top side are etched and defined by DRIE
with an oxide mask. This is a high aspect ratio etch of 180 µm
depth. The etch must clear the narrow regions between rows, etch
between the tightly packed fins, and also clear the perimeter of the
device, which has no masked features, and etches faster.

Optimizing the DRIE chemistry is one of the significant
challenges of the process for three reasons: (a) the relatively large
size of the device and the narrow widths of the fins demands high
uniformity over a large area; (b) the DRIE step must clear the
narrow openings between rows and the wide spaces of the
perimeter simultaneously; and (c) the termination of the etch on the
glass layer sandwiched between the two Si layers causes a problem
known as “footing,” which is the lateral spread of the etch profile
once the insulating glass is exposed at the bottom of the trench [17].
The two-step DRIE (in steps 5 and 7) is necessary to fabricate
separated grooves on the high-pressure side, shown in Fig. 3, and
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compensate for the non-uniform etch rate due to the varying
density of the features. Due to micro loading [18, 19], the areas
between fins and fin rows with small openings are usually etched
more slowly than the area around the device with large openings.
Since each fin row must be thermally isolated along the flow
direction, the Si in the gap between fin rows must be completely
etched away while the over-etch in the area around the device must
be minimized to prevent the footing effect from damaging nearby
fins. In step 5, the area between each fin row is etched down 20
µm, allowing this densely packed region to be etched through fully
during the DRIE in step 7.

8) A glass cap (the fabrication of which is described
separately, below) is bonded to the base plate with commercial
glass frit tape (G1017, from Vitta Corp.) at 500°C so as to
construct a sealed chamber on the high pressure side. A significant
challenge in this step is patterning of the tape, which cannot be
done lithographically. In this effort, because of the large bonding
area, the tape was cut and placed on the die manually.

9) A similar DRIE process is completed on the low-pressure
side afterward.

10) Another glass cap is bonded onto the bottom side of the
base plate using glass frit.

The glass caps are fabricated from 1.1 mm thick Pyrex wafers.
The Pyrex wafer is coated with 500 Å/5000 Å Cr/Au layer and
then patterned with photoresist. Using the metal layer as a mask,
the wafer is immersed in the HF:HNO3 solution to create a recess
that is 100 µm deep. The photoresist and Cr/Au layer are removed
after the wet etching. Inlet and outlet holes are drilled with an
electrochemical discharge drilling method [20]. This method
provides a smooth and debris-free surface, but is a serial method,
and is not performed lithographically. An electrode needle is
positioned in the proximity of the glass wafer while both are
immersed in NaOH 30% wt. solution at room temperature. A bias
of 33 V permits a 1100 µm thick glass plate to the perforated in
about 10 s. Figure 5 shows a fabricated micro recuperative heat
exchanger. The size of this device is 6 1.5 cm2 with 2.5 mm total
thickness.

a)

b) c)

Fig. 5: a) The size of micro recuperator is 6 1.5 cm2 with total 2.5 mm
thickness. Gap between each fin row is 51 µm. b) High pressure fin
rows with 50 µm gap, fin size is 50 782 µm2, 200 µm high. c) Low
pressure fin rows with 345 µm gap. Fin size is the same as high
pressure fins.

III. MEASURED RESULTS

Two types of preliminary tests were performed. The micro
heat exchanger was first tested in an ice bath (Fig. 6), with helium
gas flowing through one side of the micro heat exchanger and ice
water flowing through the other side. At the beginning of the test,
the ice water inlet pressure was increased in order to match the
helium inlet pressure, so that the pressures on either side of the
heat exchanger were approximately balanced. This configuration
provided essentially a constant, 0°C heat sink on one side so that
the thermal effectiveness could be evaluated in this simple limit
and compared with the numerical model of the device.
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Fig. 6: Ice bath test setup of the micro heat exchanger. The temperature
measurements use Type E thermocouples.
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Fig. 7: Helium flow rate measured by the inlet and exit flow meters as
a function of the helium inlet pressure for the high and low pressure
sides.
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Fig. 8: Helium exit temperature, relative to measured ice water
temperature, as a function of flow rate (average measured by the inlet
and exit flow meters) for the high and low pressure sides.
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Fig. 9: Self-cooling setup. Butane gas with regulated pressure is
introduced from the inlet. The micro recuperative heat exchanger is
mounted inside the header. The type E thermocouples are inserted into
the high and low pressure taps to measure the gas temperature inside
the tube.

�� .&� ����� ��������

7��	�!� ���� �����

)�#5

) #�

) #5

)�#�

)�#5

)�#�

)�#5

)5#�

5#5� 5#� 5#�� 5#� 5#�� 5# 5# �

��1.&� ����� ��������

�15.&� ����� ��������

�
�
�
�
�
��
��
��

�
�	
	�
��
�
!
�
�
�
�'
�
�
�

!
�
��
�
�
�
�
�
�
��
��
��
�
 
)�
�
�
,
�

Fig. 10: Temperature difference between cold end and inlet as a
function of orifice area for three different inlet pressures.
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Fig. 11: Temperature difference between cold end and inlet as a
function of the inlet pressure for 0.2mm2 orifice area.

Figure 7 illustrates the inlet and outlet flow rate measured for
the high and low pressure sides of the device. Note that the low
pressure side of the micro heat exchanger allows much more flow
for a given pressure difference due to the larger channels on the
low pressure side. The inlet and exit flow rates should be the same
as there was no leakage observed during the testing; however, the
difference is nominally within the uncertainty of the rotameters
that were used.

Figure 8 illustrates the helium exit temperature (relative to the
ice water temperature) as a function of the helium flow rate (the
average measured by the inlet and exit rotameters) for the two
sides. The helium inlet temperature was between 17-19°C for all
tests and therefore the helium exit temperature is an indicator of

the thermal performance of the heat exchanger: a lower helium exit
represents better performance. As expected, the high pressure side
showed better performance than the low pressure side because the
fin structure is more dense (Fig. 5). However, this difference is
relatively slight because the dominant thermal resistance in the
heat exchanger is the Pyrex plate.

For the second test, the device was installed into a macro-
scale self-cooling system (Fig. 9). In this experiment, the heat
exchanger is placed in a cavity within a piece of Styrofoam
insulation and surrounded by fiberglass insulation. The hot inlet is
provided with a flow of butane from a high pressure bottle at room
temperature. The pressure, flow rate, and temperature (T1) of this
flow are measured. The high pressure butane passes through the
heat exchanger where it is pre-cooled by the low pressure butane
returning from the cold end. The butane is expanded through an
orifice (a precision jewel installed in a blank gasket) located at the
cold end of the system; by varying the size of the orifice it is
possible to control the flow rate through the heat exchanger. The
temperatures on either side of the orifice (T2 and T3) are measured
using thermocouples that penetrate the butane stream. Figure 10
illustrates the temperature difference between the cold end and the
inlet as a function of orifice area for three different inlet pressures.
The optimal orifice size is 0.2 mm2. The temperature difference as
a function of inlet pressure for this optimal orifice is shown in Fig.
11; the measured temperature difference matches the theoretical
model assuming a parasitic heat loss of 40 mW.

IV. DISCUSSION

In addition to the challenges in the various steps identified in
the design and fabrication section, the development of the
fabrication process has yielded a number of important lessons. At a
very basic level, the fragility of the 100 µm thick glass plate
requires it to be bonded to at least one Si wafer as early as possible
in the process. Another general challenge is the footprint of the
device, which is so large that the possibility of a defect or non-
uniformity is high. In the processing steps, as already discussed,
the primary challenges include the double-sided bonding of the
glass wafer; the DRIE sequence and its limitations related to
overall uniformity, micro loading, and footing; the frit glass
bonding; and the electrochemical etching. However, reasonable
solutions exist for each of these challenges, and a feasible process
for manufacturing heat exchangers in this manner has been
developed.

The self-cooling data is limited to very small temperature
differences relative to a practical device that is useful for
cryosurgery. This is due to the following reasons:

1) The difference between the high and low pressures in the
heat exchanger is limited by the structural integrity of the base
plate. The pressure difference anticipated for a cryosurgical probe
may be as high as 1400 kPa (200 psi) whereas the testing was
limited to 70 kPa (10 psi) in order to avoid fracturing the base plate.
Theoretically, this thickness of the base plate should be able to
sustain larger pressure differences, but in practice this is not true.
A thicker base plate would provide greater structural integrity, but
the increased transverse thermal resistance would further reduce
cooling power. This design concept is not ideal if the base plate is
made of Pyrex and an alternative material with a higher
conductivity (optimal value is about 30 W/m-K) must be found to
make this concept practical.

2) The fin height of 200 µm is much smaller than the initial
target of 500 µm. This modification was required by

manufacturing constraints, but results in both a 2.5 reduction in
heat transfer area as well as a 5 increase in the pressure drop.
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3) The structural integrity and hermeticity restrictions prevent
installation in a thermal vacuum facility. Therefore, there is a
substantial parasitic heat load on the device that prevents it from
achieving very low temperature.

The predicted and measured effectiveness as a function of
mass flow rate (based on the hot side energy balance) is illustrated
in Fig. 12. The effectiveness of the heat exchanger ( ) is defined as
the ratio of the heat transferred within the heat exchanger to the
maximum possible amount of heat that could have been transferred
had the heat exchanger been perfect (i.e., the heat transferred if T4

was equal to T1). The effectiveness can be computed based on
either the hot- or cold-side balance ( h or c, respectively):

,
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HX h
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q

q
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&

&
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&
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,

where
HXq& is the actual heat transfer and

,HX maxq& is the ideal heat

transfer in perfect conditions. The error bars are theoretical errors
based on the uncertainty in the thermocouple temperature
measurements. Note that the error increases as the mass flow rate
drops due to the smaller temperature differences that are required
to compute the effectiveness. This measured result properly
matches the theoretical model.
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Fig. 12: Measured effectiveness based on hot side energy balance and
the predicted effectiveness using the micro heat exchanger model as a
function of the mass flow rate.

V. SUMMARY

A planar micro heat exchanger with a footprint of 6 1.5 cm2

and 2.5 mm thickness was fabricated in a 5-mask process using 3
glass wafers and 2 Si wafers. In our tests, the self-cooling
performance of the micro heat exchanger was mainly limited by (i)
mechanical robustness of the glass base plate and (ii) Si fin height
that was constrained by the uniformity of DRIE. However, the
effectiveness of the heat exchanger varied from 0.8 at a mass flow
rate of about 0.01 g/s to 0.6 at 0.075 g/s, which matched the
developed theoretical model. We are presently developing a new
structure to avoid fracturing the base plate. If successful, the
robustness, flexibility and performance associated with the
micromachined device may result in the application of cryosurgery
to new biomedical areas.
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ABSTRACT

We report on a novel light actuated ac electroosmosis (LACE)

mechanism enabling optical manipulation of nanoscale particles on

a featureless photoconductive surface using direct optical images.

This mechanism applied optically patterned microfluidic vortices

to circulate the nanoscopic particles onto the surface of light

patterned virtual electrodes and trap them via the strong

electrokinetic forces near the surface. For particles larger than 1

µm, we are able to achieve 31,000 individually addressable

particle traps across a 1.3×1 mm2 area. Each trap is created by one

micromirror pixel of the digital-micromirror-devices (DMD)

spatial light modulator used for patterning the optical images. For

nanoscale particles, we have demonstrated optically guided

concentration and transportation of 200 nm fluorescent

nanoparticles.

INTRODUCTION

Tools for manipulating cells and particles in micro- and nano-

scale play important roles in the biological and colloid fields.

Manipulation functions such as trapping, concentrating, sorting,

and transporting are highly sought after. Several mechanisms have

been employed. For example, optical tweezers can precisely trap

and transport a cell or a particle in a three-dimensional space[1].

Multiple traps can be generated using holography optical tweezers

[2]. However, the optical power requirement and the small field of

view of the high-N.A. objective lens limit its capability for parallel

manipulation. Another commonly used mechanism is

dielectrophoresis (DEP), which is produced by a non-uniform

electric field[3]. Using microfabrication techniques, a large

number of electrodes can be integrated for parallel manipulation.

However, the size of the trap is limited by the electrodes, and its

resolution is lower than that of optical tweezers. Parallel

manipulation of a large number of single cells is even more

challenging. It requires integrated “active matrix” circuits to

individually address the electrodes, which increases the fabrication

complexity and cost[4]. Magnetic tweezers and acoustic traps have

also been reported[5, 6], however, it is difficult to trap and

independently manipulate a large number of single cells.

To overcome this limitation, Chiou et al. have proposed a

new mechanism called “optoelectronic tweezers (OET),” which

allows optically patterned virtual electrodes on a photoconductive

surface to address dielectrophoretic forces for massively parallel

single cell manipulation using direct optical images[7]. By

integrating a digital-micromirror-device (DMD) spatial light

modulator, this technology allows a million light patterned virtual

electrodes to be individually addressed on a low cost, disposable,

plain amorphous silicon-coated glass for parallel control of a large

number of single cells.

The DEP force is proportional to the volume and dielectric

constant of the manipulated particles. Thus, a mixture of different

particles can be sorted by DEP according to the characteristics of

each particle because each particle may respond differently to the

same electric field. However, manipulating nanoscale particles

would require a very strong electric field gradient to overcome the

thermal force. Alternatively, one can use fluidic flow to trap

nanoparticles since the viscous force is only proportional to the

linear dimension of the particles. As a result, manipulating

particles using fluidic flow is much less dependent on the

characteristics of the individual particles. Such a technique may be

useful when it is desirable to manipulate each member of a mixture

of particles in a substantially similar way.

In this paper, we present a novel mechanism called light-

actuated ac electroosmosis (LACE) for manipulating micro- and

nanoscale particles using light patterned microfluidic vortices.

Unlike DEP, LACE uses fluidic flow to manipulate particles.

Individually addressable traps for 2- m particles and concentration

of 200-nm particles have been demonstrated.

THEORY

Electroosmosis has been widely employed in the microfluidic

systems for pumping liquids. The tangential electric field in the

fluidic channel interacts with the charged ions in the double layer

and generates a body force to drive the boundary fluidic layer. The

velocity of the fluids at the edge of the double layer, called slip

velocity, can be calculated by Helmholtz-Smoluchowski

equation[8]

t
slip

E
v (1)

where vslip is the slip velocity, is the dielectric constant of the

liquid, is the zeta potential at the interface between the liquid and

the channel, Et is the tangential component of the electric field,

and is the fluidic viscosity. Electroosmosis has generally been

shown in the dc electric field. Recently, the ac electroosmosis has

also been demonstrated as an effective mechanism in pumping

fluidic flow by coupling the tangential electric field component

with the field induced double layer charges on the electrode[9].

Fig.1 (a) Schematic illustrating the operating principle of LACE..

(b) The equivalent circuit model along one of the electric field

lines.

Figure 1(a) illustrates the device structure and the working

principle of LACE. The liquid solution containing nanoparticles

are sandwiched between an indium tin oxide (ITO) glass and a

photoconductive surface consisting of multiple featureless layers
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including an ITO glass, a 50-nm n+ a-Si:H layer, and an 1-µm-

thick undoped a-Si:H layer. An ac bias is applied between the top

and the bottom ITO glass. In the dark area, the electric impedance

of the amorphous silicon layer is high, and only a small portion of

the total voltage drops across the liquid layer. In the illuminated

area, the increased photoconductivity creates a virtual electrode on

amorphous silicon and causes the applied bias to drop across the

interface double layer capacitor C and the liquid resistor, as shown

in Fig. 1(b). By using light patterning to create virtual electrodes,

electrode patterns can be changed quickly and efficiently,

rendering fixed physical or chemical pattering of the electrodes

unnecessary.

Since creating the boundary slip velocity requires both the

tangential electric field and the charged ions at the interface, there

exists an optimal ac frequency fopt=1/2 RC at which the product of

the electric field and the interface zeta potential in Eq. (1) reaches

maximum. For frequency much high than fopt, the capacitor has

low electrical impedance and the bulk liquid resistor dominates.

This results in a small zeta potential and a small slip velocity. For

frequency much lower than fopt, the impedance of the capacitor is

much larger than the bulk liquid layer. The electric field that can

penetrate through the double layer is small, resulting in a small

tangential electric field. This also yields a small slip velocity. It

can be shown that the optimal frequency of the device structure

shown in Fig.1 (a) is

L
f d
opt

2

1
(2)

where is the conductivity of the liquid medium, is the dielectric

constant of the liquid, d is the double layer thickness, and L is the

gap spacing of the liquid layer. For a LACE device with a 100 µm

gap spacing, a KCL electrolyte with a liquid conductivity of 10

mS/m and a double layer thickness around 10 nm, the estimated

fopt is equal to 229 Hz. The actually fopt is slightly higher when

considering geometry factor due to the diverging electric field

pattern in the liquid layer. In current LACE device, the ac

frequencies are usually between 1 kHz ~ 10 kHz, while DEP

operates at much higher frequencies, above 20 kHz to 10 MHz, to

decouple the ac electroosmosis effect. The liquid conductivity is

between 3 mS/m ~ 10 mS/m.

The microfluidic vortex created by the light induced ac

electroosmosis near the virtual electrode is illustrated in Fig.1 (a).

The charged ions accumulated at the interface are attracted

towards the center by the tangential field, carrying the surrounding

fluids with them. This results in a slip velocity pointing towards

the center of the virtual electrode. By projecting a symmetrical

optical pattern, a balanced microfluidic vortex is generated at the

virtual electrode.

Trapping of nanoscopic particles using LACE involves two

processes. First, the circulating fluid brings the nanoscopic

particles via viscous forces to the center of the virtual electrode,

where a minimum speed of the flow pattern exists since there is no

tangential electric field due to symmetry. Second, although there

is no tangential electric field in the center of the virtual electrode,

the normal component of the electric field is strong. This results in

the trapping of nanoparticles on the surface by the strong

electrokinetic forces in the vertical direction, either through

particle induced electrohydrodynamic flow or DEP forces.

SIMULATION

The LACE mechanism is simulated by combining the

electrostatic model with the incompressible Navior Stoke’s fluidic

model. A dc electrostatic model in FEMLAB 3.0 is used to

calculate the zeta potential, the tangential component of the

electric field, and the slip velocity at the surface of the

photoconductive layer. To facilitate computation, the double layer

capacitor is replaced by a conductive layer with the same

magnitude of frequency dependent resistance. Fig. 2 shows the

vertical and the tangential components of the electric field

distribution in the liquid layer using the following parameters,

double layer thickness: 10 nm, liquid conductivity: 10 mS/m,

applied bias: 2 V. The equivalent resistance of the capacitor is

calculated at 8 kHz. The photoconductivity in the a-Si:H layer is a

gaussian distribution with a full-width-at-half-maximum (FWHW)

size of 30 µm and a peak conductivity 0.2 mS/m. Fig. 2(a) shows

the vertical electric field is symmetric with respect to the center of

the illumination spot and has a strong gradient near the surface.

This provides the strong electrokinetic forces to trap nanoparticles

at the surface. The tangential electric field on the surface is anti-

symmetric, as shown in Fig. 2(b). The zeta potential can be

extracted out from the voltage across the capacitor layer and the

slip velocity at the interface is calculated using Eq. (1) along the

radial direction. This slip velocity is used as the boundary

condition to solve the incompressible Navior Stoke’s equations for

the flow pattern shown in Fig. 3.
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the liquid layer.

2V
25µm

0

300

400

450
µm/sec

200

100

Fig.3 Light induced fluidic flow near the virtual electrode. The

inset shows the enlarged flow pattern in the center. There exists a

dead zone in the middle where nanoparticles are trapped.

In Fig. 3, this light induced flow circulates around the

illumination spot with the highest speed at the edge of the virtual

electrode. In the center surface of the virtual electrode, there exists

a dead zone where the flow speed reaches minimum, as shown in
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the inset in Fig. 3. The nanoparticles are circulated and swept into

the dead zone where the electrokinetic forces dominate over the

fluidic viscous forces and trap the nanoparticles at the center

surface of the virtual electrode.

DEVICE FABRICATION AND EXPERIMENTAL

SETUP

Figure 4 shows the pictures of the fabricated device. Fig.

4(a) is the photoconductive glass with multiple featureless layers

as described in Fig. 1(a). The a-Si:H near one edge is removed by

reactive ion etching (RIE) (CF4 + O2) to expose the bottom ITO

layer for electrical contact. Fig. 4(b) is the commercial available

transparent ITO glass.

(a) (b)

Silver
Epoxy

a-Si:H ITO
Silver
Epoxy

Fig.4 Pictures of the LACE device. (a) The a-Si:H-coated ITO

glass. The a-Si:H layers at the edge is removed for electrical

contact. (b) The commercial available ITO glass.

Figure 5 shows the experimental setup constructed on a

Nikon TE-2000E inverted microscope. The LACE device is placed

on the observation stage. We can operate the LACE device with

the photoconductive side either up or down. For fluorescent

observation, the photoconductive surface is placed on top of the

ITO glass to prevent absorption of the excitation and the emission

signals by amorphous silicon. This configuration is used for

nanoparticle experiments since a fluorescent signal is used to

observe particles smaller than the optical diffraction limit.

Fig.5 The experimental setup for nanoparticle manipulation using

LACE.

The optical patterns are projected from the top side to

minimize the interference with observation microscope. In this

paper, we used two kinds of optical sources. The first is a single

light-emitting diode (LED) with a wavelength of 625 nm

(Lumileds, Luxeon Star/O). The light is expanded and spatially

modulated by a DMD with 769×1024 mirror pixels. Each pixel has

a size of 13.68 × 13.68 µm2. The optical image is projected onto

the LACE device using a 10× objective lens, generating a 1.5 × 1.5

µm2 optical pixel on the imaging plane and an optical power of 25

nW/pixel. In some experiments, the background fluorescent

excitation intensity is too strong, the LED does not provide

sufficient contrast. In that case, a 5-mW, 632-nm laser beam is

directly focused on the LACE surface by the 10× objective lens.

EXPERIMENTAL RESULTS

We have created 31,000 optical traps across a 1.3 × 1 mm2

area for trapping and transporting 2-µm beads in parallel. Fig. 6

shows a small part of the trap array. Each optical trap is produced

by a single DMD pixel. In Fig. 6(a), the particles are randomly

distributed and not trapped by LACE yet. Within a second, these

particles are swept into the bright spots by the microfluid vortices

induced around the virtual electrodes. The spot size of the virtual

electrode is small enough that each trap can only accommodate

one particle. The un-trapped particles keep moving in the dark area

until they are captured by an empty trap, as shown in Fig. 6(b).

The applied ac frequency is 1 kHz and the bias is 4 Vpp. The

process from Fig. 6(a) to (c) takes less than 10 seconds. The same

optical patterns can also be used to trap 1 µm beads individually.

For particles with size smaller than 1 µm, multiple particles will be

trapped in one optical spot.

(b)

(c)

10 µm

Beads

(a)

Fig.6 Parallel trapping and transport of single 2 µm polystyrene

beads. Each trap is produced a single DMD mirror pixel and the

pitch is 5 pixels.
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15 µm

Fig.7 The snapshots of the captured video showing the

concentration and release of 200-nm fluorescent particles using

LACE activated by a 5-mW, 632 nm laser beam focused by a 10×

objective lens.

Fig.8 The fluorescent intensity at the center of the illumination

spot. The concentration and releasing process of nanoscopic

particles is repeatable.

Figure 7 shows the trapping and releasing of a group of 200

nm green fluorescent particles using a 5 mW, 632 nm laser beam

and a 8.3 Vpp, 1.6 kHz ac bias. In Fig. 7(a), the particles are

dispersed in the solution and the fluorescent signals are very weak.

In Fig. 7(b), we turn on the focused laser beam near the lower right

corner. The particles are concentrated to the center of the

illuminated spot and produce a strong fluorescent signal. The

fluorescent intensity saturated after few seconds, indicating the

number of trapped particles has reached the maximum. The laser

beam is turned off after the intensity saturated. These concentrated

particles start to diffuse away due to the Brownian motion and the

intensity of the fluorescent signal goes back to the background

intensity after a few seconds, as shown in Fig. 7(c) and (d). This

concentration and releasing process is repeatable. Fig. 8 shows the

temporal response of the fluorescent signal at the center of the

illumination spot.

CONCLUSIONS

This paper presents a novel light-induced ac electroosmosis

(LACE) mechanism that enables optically patterned microfluidic

flow to manipulate particles ranging from 2 µm to 200 nm on a

featureless photoconductive glass. In contrast to DEP, which uses

electric field to exert forces directly on particles according to their

dielectric constant, LACE uses electric field to cause fluidic flow,

which can then be used to trap particles, essentially independent of

their dielectric constants. Using a DMD spatial light modulator,

the high-resolution virtual electrodes generated 31,000

individually addressable microfluidic vortices to trap and transport

2 µm and 1 µm particles. For particles smaller than 1 µm, we have

achieved light activated nanoparticle concentration using the

LACE mechanism. This light-activated concentration and

releasing process is controllable and repeatable. These

experimental results show that LACE is potentially a powerful

technique to manipulate nanoscale particles optically in real time.
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Philip J. Stephanou and Albert P. Pisano
Berkeley Sensor & Actuator Center (BSAC)

The University of California at Berkeley, Berkeley, CA 94720

ABSTRACT

This work introduces novel contour-extensional mode

piezoelectric Aluminum Nitride micro-mechanical resonators that

enable breakthrough increases in operating frequency and

reductions in motional resistance. By selectively patterning the

transduction electrodes and routing the excitation waveform, the

resonant frequency of the device is effectively uncoupled from the

overall dimensions of the AlN plate. Consequently, the motional

resistance of a resonator with a given frequency can be

significantly reduced by scaling up the lateral dimensions of the

structural layer. The design has been validated by demonstrating an

803 MHz resonator with 24 Ω motional resistance and a Q factor

over 1,000 when tested in air.

INTRODUCTION

The demand for highly-integrated analog filtering and

frequency reference elements has spurred rapid innovation in the

area of vibrating RF MEMS [1]. To date however, no single

technology has emerged that can simultaneously deliver

monolithic, post-CMOS integration of IF and RF components that

can readily interface with 50 Ω RF systems. Thickness-extensional

FBAR resonators have proven the technical feasibility and

commercial viability of thin film piezoelectric Aluminum Nitride

(AlN) based processing technology for RF applications, but the

designs are practically limited to a single frequency per AlN

deposition and not scaleable to IF [2]. Air and solid dielectric gap

electrostatic contour mode resonators inherently do not suffer

either of the aforementioned limitations, but despite monumental

improvements have yet to demonstrate low motional resistance,

fundamental mode resonators suitable for RF filter synthesis [3,4].

AlN contour mode MEMS resonators have emerged as the premier

technology for realizing multi-frequency per chip, CMOS-

compatible, low-loss filters, but heretofore have been limited to

operating frequencies between 10 and 500 MHz [5,6].

The present work introduces a novel design for piezoelectric

contour mode MEMS plate resonators that effectively uncouples

the resonant frequency of the devices from their overall

dimensions by selectively patterning the transduction electrodes

and routing the excitation waveform as seen in Figure 1. The

ability to scale the lateral dimensions of the structural material

enables more mechanically robust devices that are capable of

attaining higher frequencies (803 MHz demonstrated) with reduced

motional resistances (24 Ω) and relaxed fabrication tolerances

(structural plate measures 51x100 µm). The electrode

configuration also suppresses the appearance of any lower or sub-

harmonic modes in the frequency response of the device.

THEORY

Piezoelectric and electrostatic contour mode MEMS

resonators based on rectangular or annular plates offer the ability

to prescribe frequency and motional resistance independently

within a limited design space, but are ultimately precluded from

reaching GHz fundamental modes by the need to define half-

wavelength features (on the order of several microns) in whatever

structural material is being used [3,7]. Theoretical designs for low

motional resistance, GHz rectangular or annular plate resonators

are marked by extreme length to width or average radius to annular

width, respectively, which in practice result in unacceptable

mechanical compliance, inefficient use of layout area, and the need

for exacting fabrication tolerances.

100 µµµµm

+

-
+
-
+
-
+
-
+
-

Polarity

of top
electrode

Release pit

-

3+3 µµµµm

Figure 1: Optical micrograph of micromechanical resonator with

selectively patterned half-wavelength period electrodes. The

polarity of the electric excitation signal alternates between

adjacent top and bottom electrode pairs. The effective

characteristic lengths for determining frequency and motional

resistance are 6 and 900 µm, respectively.

In the present design, the frequency determining dimension is

effectively uncoupled from the overall dimensions of the AlN plate

by patterning the transduction electrodes such that the polarity of

the excitation electric field alternates at half-wavelength intervals

in the direction of wave propagation as seen in Figure 2. The

polarity of the electrodes uniquely matches that of the strain field

for a specific bulk mode of vibration of the plate. Moreover, the

number of half-wavelength electrodes can be scaled to engineer a

proportional decrease in motional resistance (the motional

resistance also depends on the length of the plate).

+

-

Figure 2: Schematic of resonator cross-section showing selective

electrode patterning and signal routing. The polarity of each top

and bottom electrode pair alternates at half-wavelength intervals.

The period of the electrode pairs determines the operating

frequency of the resonator while the number of periods affects its

motional resistance.
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The practical implication of the design is that half-wavelength

features need only be defined in the thin metal electrodes, and the

feasibility of fabricating such features in a production environment

has essentially been proven by SAW device manufacturers (in fact

SAW devices have more demanding fabrication requirements due

to their lower acoustic wavespeed). As with SAW devices, the

nominal frequency of the resonator depends not only on the

absolute dimensions but also the periodicity of the electrodes.

FABRICATION PROCESS

The resonators under investigation are fabricated using a

variation of a previously published four-mask, low-temperature

process [7]. The device consists of a thin film piezoelectric AlN

structural layer sandwiched between Pt bottom and top electrodes.

The approximate thicknesses of the AlN and Pt layers are 1.5 µm

and 200 nm, respectively. A 300 nm low-stress silicon nitride layer

is deposited between the silicon substrate and bottom electrode for

electrical isolation. The AlN films are deposited using a single-

module AMS Inc. sputtering tool.

EXPERIMENTAL DETAILS

The fabricated MEMS filters are tested in a Janis RF probe

station with micro-manipulated ground-signal-ground (GSG)

probes. All testing is performed in air at atmospheric pressure and

ambient temperature. The S11 parameter of the devices is extracted

by an Agilent E5071B vector network analyzer with 0 dBm of

signal power following a short-open-load calibration on a ceramic

reference substrate. The admittance transformation is calculated by

the network analyzer.

Figure 3 shows a plot of the admittance response of a

piezoelectric contour mode MEMS resonator over a 200 to

1,000 MHz frequency range. The AlN plate in this instance

measures 51x100 µm and has 9 pairs of Pt top and bottom

electrodes with 3 µm line width and spacing. Notice the effective

suppression of spurious modes achieved by the electrode

configuration.

Figure 3: Admittance response of a micromechanical resonator

with 9 half-wavelength top and bottom electrode pairs showing

effective suppression of spurious modes from 200 MHz to 1 GHz.

Figure 4 shows the admittance response of the same resonator

in the vicinity of its 803 MHz series resonance exhibiting 24 Ω

motional resistance and a Q factor of 1,300 when tested in air. A

similar resonator with 7 pairs of 3 µm line and space electrodes

displayed an 828 MHz resonant frequency with 58 Ω motional

resistance and a Q of 1,000 when tested in air.

fc = 803 MHz

Rm = 24 ΩΩΩΩ

Q = 1300

(in air)

Figure 4: Admittance response of same resonator as Figure 3

showing resonant behavior. Testing is done in air with 0 dBm

signal power. Data are measured directly on network analyzer.

CONCLUSIONS

Novel piezoelectric contour mode MEMS resonators have

been demonstrated that enable breakthrough increases in frequency

and reductions in motional resistance. The performance gains stem

from a technique for selectively patterning the transduction

electrodes and routing the excitation waveform. An AlN resonator

measuring 51x100 µm overall with 9 pairs of 3 µm line and space

Pt electrodes has been tested at 803 MHz with 24 Ω motional

resistance and a Q of 1,300 in air. This technology promises to for

the first time permit monolithic integration of post-CMOS

compatible, low-loss filters spanning IF to RF that can readily be

interfaced with existing 50 Ω RF systems.
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ABSTRACT

This paper reports a method to passively reduce the
native temperature coefficient of frequency (TCF) by creating a
Silicon - Silicon Dioxide (Si-SiO2) composite resonator whose
bending stiffness has reduced sensitivity to temperature. Silicon
exhibits softening with increasing temperature. Amorphous silicon
dioxide exhibits an anomalous hardening with increasing
temperature. An optimal combination of Si-SiO2 in flexural mode
resonators is determined that would yield zero TCF. Composite
single anchor, double ended tuning forks (DETF) where fabricated
and show a greater than 10x reduction in TCF in the 15°C to 70°C
temperature range. The composite beam resonators were fabricated
in our wafer-scale encapsulation process, which is described by [1]
and is being commercialized.

INTRODUCTION

To become a viable replacement for the ubiquitous
quartz crystal technology, silicon resonators must have a frequency
stability of under 100 ppm in the 0°C to 70°C temperature range.
Silicon resonators exhibit a native temperature coefficient of
frequency (TCF) of –30 ppm/°C that is dominated by the decrease
of the resonator stiffness due to the material softening of Silicon.

Current compensation methods can be classified as either
active or passive. Active compensation techniques such as
ovenization [2] and electrostatic tuning [3] require power in order
to reduce the TCF into the desirable range. Passive compensation
methods attempt to reduce the native TCF without application of
power. Previous passive compensation techniques [4,5] have used
axial stress induction in flexural mode resonators to shift the
natural frequency. This was accomplished by using materials with
different coefficients of thermal expansion (CTE) that would
induce thermal stresses with changes in temperature. Although
these methods demonstrated the ability to reduce TCF, introducing
materials with mismatched CTE’s can cause stress induced
hysteresis, processing difficulties due to large thermal stresses,
restrictions on material selection for clean processes, and
undesirable sensitivity to package stress.

This paper reports a method to passively reduce the
native TCF by creating a Silicon - Silicon Dioxide composite
resonator whose bending stiffness can be insensitive to temperature
variation. Silicon dioxide exhibits an anomalous temperature
coefficient of Young’s Modulus (TCE) that is positive [6]. By
combining it with Silicon, which has a negative TCE, it is possible
to reduce the temperature dependence of the stiffness of the
resonator. Furthermore, this method does not use stress induction
as the means to compensate frequency.

THEORY

Flexural mode beam-type resonators, such as the double
end tuning forks used in this paper (Fig. 1), that are fabricated from
a single material and are single anchored have a frequency and

Figure 1. Single anchor, DETF with outer excitation electrodes

and an inner sense electrode.

TCF described in Equation 1. Equation 1.b ignores the smaller
effect of dimensional changes with temperature and assumes linear
material properties.
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In the above equations, is the mode constant, E is the Young’s
Modulus, is the density of the material, I is the flexural rigidity,
L is the length of the beam, A is the cross sectional area of the
beam, B = EI is defined as the bending stiffness of the beam, fo is a
reference frequency, and TCE is the temperature coefficient of
Young’s modulus of the beam’s material. The TCE of Silicon is
approximately -60 ppm/°C which results in a TCF of -30 ppm/°C
for Silicon resonators.

For a composite beam of N materials, the above
equations are modified such that the bending stiffness takes into
account the geometric composition of the beam (Eq. 2a).
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The resulting modified TCF is a function of the TCE of each of the
materials in the composite. By using amorphous SiO2, which has a
positive temperature coefficient of Young’s Modulus (TCE) of
+195 ppm/°C, in combination with Silicon, it is possible to design
an ideal composite beam whose bending stiffness does not change
with temperature yielding a zero TCF resonator.

From the above equation, the only design parameter that
can be controlled is the flexural rigidity of each material. For a Si-
SiO2 composite, the optimal configuration requires the minimal
amount of SiO2 growth in order to achieve zero TCF. Several
configurations have been considered (Fig 2). A laminate type
structure (Fig 2.a) has a flexural rigidity that is linearly related to
the thickness of the SiO2. However, an encapsulated structure (Fig
2.b) has a quartic dependence on thickness of the SiO2. The latter
configuration was chosen since it is most sensitive to SiO2

thickness and can be easily achieved by oxidizing all exposed
Silicon surfaces. Figure 3 shows the result of evaluating the
composite beam TCF equation (Eq. 2.b) for the optimal

Resonator signal

VAC

VDC ±
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configuration (Fig 2.b). The target thickness necessary to achieve
zero TCF depends on the width of the beam. The model also took
into account the orientation dependent oxidation of the beam
surfaces as well as the consumption of Silicon during oxidation
(0.46 m of Si for 1 m of SiO2) [7].

Figure 2. Cross-section of the DETF through the beams of the

resonator. The TCF of the composites will depend on the thickness

of the SiO2 layers. (a) Laminate construction with SiO2 sandwiched

between Si layers. (b) SiO2 coated Si by oxidation of all Si

surfaces. The oxidized configuration is optimal since the flexural

rigidity, I, of the SiO2 is most sensitive to the thickness of SiO2

Figure 3. SiO2 thickness on sidewall of beam versus TCF for

oxidized silicon resonator configuration (Fig 2.b). This model

takes into account orientation dependent oxidation rates and

consumption of silicon during oxidation. The target oxidation

depends on the initial width of the Si beam. The constants used in

this model are: TCESi=-60 ppm/°C, TCESiO2=+195 ppm/°C,

ESi=168 GPa, ESiO2=70G Pa, h=20 m.

FABRICATION AND EXPERIMENTS

Si-SiO2 composite resonators were fabricated using a
wafer scale polysilicon encapsulation with oxide seal processes
described in [1]. The only modification was a 30 minute wet
oxidation at 1100°C to oxidize the surfaces of the resonator beams.
The oxidation occurred after the resonator was released by HF
vapor etching of the sacrificial oxide. The thickness of the
oxidation was approximated by measuring the SiO2 thickness (0.44

m) on the surface of the encapsulation. The oxidized resonators,
with 7.5 m beam widths, were measured at 40°C and over a 15°C
to 70°C temperature range using a temperature controlled oven.

The oxide seal process used for these preliminary
experiments in not as clean as our high temperature epi-polysilicon
seal. Devices sealed in this process were operated at a fixed 40°C
temperature for 3 hours and showed a positive frequency drift of

~11 ppm / hr. This drift is attributed to migration of absorbents off
of the resonators. The drift is slow enough to allow our first
experiments on the temperature dependence of frequency for
oxide/silicon composite beams.

Frequency versus temperature data was taken for five
cycles over a temperature variation from 15°C to 70°C. The
experiment took place over a continuous 15 hr time span and a
+9.9 ppm/hr drift was observed. The total frequency excursion
during this time span was 260 ppm. However, approximately 150
ppm is attributed to a linear frequency drift over time. Figure 4
shows the frequency versus temperature data for the five cycles as
well as a comparison to the native TCF of a silicon DETF.

Figure 4. Frequency vs. temperature variation of an oxidized

DETF over five cycles from 15°C to 70°C. The total frequency

excursion, over a 15 hr span, was 260 ppm. However,

approximately 150 ppm could be attributed to a ~10ppm/hr drift.

CONCLUSION

Preliminary results show that it is possible to passively
reduce the TCF of silicon resonators by incorporating Silicon
Dioxide into the structure of the resonator. A relation for the TCF
of a composite beam is developed and it is shown that the optimal
composite configuration is achieved by oxidation of the surfaces of
the silicon resonator. Devices were fabricated in a wafer-scale
oxide seal processes and show a 10x reduction in the native TCF
compared to single material Silicon resonators. In future work, a
combination of passive and active compensation will be used to
achieve a TCF less than 1 ppm over this same range.
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Introduction
Secondary actuation to improve tracking capability in
disc drives has been proposed for many generations
and in multiple forms. Disc drives have increased in
areal density by more than 50% per year over the past
15 years. This density has been accompanied by an
increase in track density (defined as the inverse of
track pitch) of nearly 100 times over that same time
period, as shown in Figure 1 (the other primary
contributor to the areal density increase is increasing
bit density). In fact, track density has been increasing
at a disproportional rate with respect to areal density,
stressing the tracking system even further. Until
recently, successive increases in tracking density
have been accomplished with continued technology
scaling, i.e., shrinking tolerances and improving
capability of the main actuator in the disc drive (main
actuator is defined as the “first stage” or coarse
control actuator in this paper).

The rationale for continued scaling of the technology
is primarily cost. As an illustrative point related to
cost, consider the trends of drive unit storage. The
cost per unit of storage has declined by more than
2000 times in a 15-year period (>$1 per MB in 1991
vs. $0.50 per GB in 2006)! Additional componentry
for dual stage tracking has been considered an
unacceptable cost detractor and therefore has been
avoided. Rather, the intellectual and development
focus with the storage industry has been towards
techniques allowing for the avoidance of secondary
actuation. Many other very creative solutions with
lower cost have been developed and deployed in disc

drives, in the form of improved mechanical structures
(stiffness, damping, etc.), airflow management
features (reduced excitation during tracking), and
drive level acceleration sensors for measuring and
actively compensating for external disturbances.
Figure 2 shows an example of plates used to decrease
the level of turbulent flow in the drive. Many of
these improvements are now reaching their scaling
limits, and are forcing the industry to move into the
age of secondary micro-actuation, as much as fifteen
years after the first proclamations were made about
the need! This paper will discuss additional details
on the deployment of a dual stage actuator, now used
by Seagate in enterprise drive- level applications.

Figure 1. Track density trend over time

One critical factor to consider with any tracking
scheme is the reliability of the disc drive under
multiple environmental extremes. During this time of
tremendous cost reduction, the reliability of the disc
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drive has improved more than 10 times, with current
disc drives supporting a mean time between failures
of 1.4 million hours. Much of this improvement has
been in the areas of head and media tracking, and
redundancy checks. As an example, consider an
event where a drive was bumped when writing. If
you were listening to music from an MP3 player, you
potentially will hear a skip in the music, depending
on the depth of buffering. However, consider this
same scenario when your bank account information is
being recorded in a data center - a potentially life-
impacting event! Without sufficient tracking stiffness
to respond with sufficient bandwidth, the information
during this critical write could be placed “off-track,”
creating an error. Obviously, the drive and system
must possess sufficient intelligence and redundancy
(data integrity checks) to monitor and correct for such
events. However, the example helps to illustrate
drive requirements in today’s demanding
applications, and why the reliability focus is so
critical for deployment of any technology into the
disc drive unit.

Figure 2. A disc drive using air diverter plates,
reducing the level of air turbulence and allowing
improved tracking

A closely associated requirement to reliability is that
of drive performance. Unlike with many other high
speed communication technologies, an advantage for
storage is that the information requested will be
“available” again as the disc completes a rotation,
therefore retries are often used to improve the overall
error rate capability of the drive. Unfortunately, these
retries degrade system performance, especially in
RAID configured systems (redundant arrays of
inexpensive discs). Figure 3 illustrates an example

comparing desktop to enterprise drives showing the
influence of external system performance
(normalized to the quiescence state) vs. disturbance
(rotational acceleration). For systems with poor
tracking capability or overlapping resonance peaks,
system performance will be quickly degraded as
multiple drives are put into operation in adjacent
storage cabinets (in systems, most of the external
excitation is generated from adjacent drive actuators).

Figure 3. Performance as a function of external
rotational vibration, enterprise (upper grouping) vs.
desktop (lower)

Methods
Secondary actuation (putting a secondary active
control unit between the coarse position and the
recording head) can be accomplished using several
different technologies, and can be incorporated at
several levels within the system. Figure 4 illustrates a
device where the second stage actuator is inserted at
the base of the suspension, just beyond the actuator.
The device uses two bulk piezoelectric elements
spaced across a deformable metal hinge, allowing the
suspension to undergo an in-plane rotation with
applied voltage. This rotation allows the recording
head to move to an adjacent track without moving the
primary actuator. Because this device is built into the
suspension, it has been termed a milli-actuator
(however given the positioning and stroke
requirements – this reference to “milli” is not an
accurate depiction of the device). Other options, such
as shown in Figure 5, are to build multi-layer
piezoelectric elements around the recording head
slider allowing the system to actuate at the slider
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level (multi-layer elements are required for sufficient
stroke). Because this is housed at the recording head,
slider level, it has previously been referred to as a
micro-actuator.
Still other configurations have been developed, using
other principles for generating forces. Electrostatic
and electromechanical devices have been proposed,
but not yet deployed in commercial storage devices.
A quick review of the patent literature illustrates
multiple concepts. Piezoelectric driven concepts
appear to be the continuing preferred choice for drive
deployment.

As noted previously, piezoelectric secondary
actuators have been in volume production in Seagate
10 krpm enterprise disc drives since July 2004, and
will be discussed in more detail in later sections of
this paper. This design, shown in Figure 4, has
enabled non-repeatable run out reduction and
improved drive performance under rotational
vibration. The suspension actuator design was
engineered to meet a challenging set of requirements
for stroke, tracking, reliability and low-cost assembly.

Integration
A key aspect to any actuation structure is the tracking
frequencies. The second stage actuator of Figure 4
has the advantage of a large multiplier of length
based on small hinge movements, and can therefore
be made very stiff. The downside is that disturbances
generated in the suspension cannot be compensated
with the actuator, given the suspension is after the
first and second stages of actuation.

Figure 4. A commercially deployed microactuated
suspension

The placement of the microactuator of Figure 5 has
the advantage of being beyond the main suspension,
and can therefore compensate for motions generated
in the suspension. The deficiency of this location is
the complexity of the integration. The air-bearing
surface, as shown in Figure 5 as part of the actuator,
is a photolithographically defined pattern on the
slider surface, and is designed to “fly” over the
surface at a spacing of 20-30 angstroms. These “fly”
characteristics are developed numerically and
validated empirically using modified forms of the
Reynolds equation. Due to the small spacings
involved, and the limited length and width of the
slider, the part is extremely sensitive to perturbations
in both the gimbal biasing (torque variances arising
from static angular variations of the suspension
holding the slider), and the overall flatness of the
bearing surface. As an example, the surface of the
slider must be maintained to less than 10A of flatness
difference, over temperature extremes of zero to
nearly 100oC. The incorporation of these elements
directly onto the slider body, and the required
interconnect, make this an extremely challenging
manufacturing process.

A further observation to note in any disc drive,
including those with secondary actuation is that the
transducer, which is what is actually reading and
writing information from the disc surface, is very
localized to the trailing edge of the slider (a
characteristic length of 10-20 microns). The
remainder of the slider (characteristic lengths of
hundreds of microns) provides a mechanically
stabilized platform for holding the transducer. To
achieve very high actuation bandwidths in future
systems, one should not consider the slider body mass
as a fixed requirement for actuation. Actuation of the
isolated transducer unit satisfies the requirements for
track-to-track actuation. Given the reduced masses
and sizes involved, techniques using lower forces can
be employed. Multiple concepts have been disclosed
in the patent literature, however no commercial
device has been deployed.

The integration complexities are very severe at the
transducer level. For a device where the transducer is
now presented with a degree of freedom separate
from the slider body, the spacing control from the
media dictates that the actuator translate track-to-
track with virtually no head-to-disc spacing change
(less than a few Angstroms). Another option
proposed is a bi-directional actuator, where the
spacing in both track-to-track and head-media are
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actively controlled, thereby compensating for
unwanted head-media spacing changes during track-
to-track actuation. Actively controlling head-media
spacing is also very advantageous for improving
overall drive reliability and recording performance.
The challenge is to actively control spacing in one
direction to an Angstrom level, while ensuring
sufficient track-to-track stroke exceeding a 1000
Angstroms.

Figure 5. A commercially deployed slider level
microactuator

Concepts for transducer level actuation, including bi-
directional, are detailed in several patents by various
authors, and differ substantially in prime mover
technology and construction.

Suspension Based Design
We now discuss in detail the suspension-based
actuator of Figure 4. The device utilizes PZT (lead
zirconate titanate) for the motor, and has been
documented in (head gimbal assembly) several key
patents [1]. A suspension actuated HGA design
introduces several important trade-offs. The most
important are the stroke of the micro motor, the
primary resonance mode of the micro motor, and the
degree to which the PZT motors act as structural
members to carry the pre-load of the HGA. The
HGA design productized for this drive successfully
managed these trade-offs to arrive at an optimal
design point. Performance is summarized in Table I
with a typical frequency response function shown in
Figure 6. A key enabler was the use of a laminated
steel/polyimide/steel material to fabricate the load

beam of the HGA. The laminated material allowed
more flexibility in the construction of the load beam
to incorporate the PZT elements and to tune the
stiffness to optimize the resonance performance. The
design introduced has a very high primary resonance
mode of 18 kHz while still achieving 20 nm/V of
micro motor stroke. By limiting the structural load
carrying function of the PZT motors, this design is
very robust to damage against shock and handling
concerns. A planar assembly process using solder
reflow for the PZT interconnect resulted in a design
that is simpler and lower in cost to produce than
many other micro actuator HGA designs proposed
previously.

1st Bending (Hz) 4500
1st Torsion (Hz) 9000
Sway/Microactuator Mode (Hz) 17500
Motor Stroke (Nm/V) 20
Mass (mgr) 76

HGA PERFORMANCE CHART

Table I. HGA Performance

Figure 6. Frequency Response Function

PZT Motor
Selection of PZT Navy type VI was made to provide
a balance between thermal and voltage stability and
high piezoelectric coefficient. PZT types with higher
piezoelectric coefficients are available, however,
lower Curie temperatures result in greater depoling
from assembly thermal exposure (epoxy cure cycles,
solder electrical interconnect, etc.). Electrode
heterostructure provides adequate adhesion to the
PZT and provide a surface suitable for a solder
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electrical interconnect. Solder reflow process
experiments were conducted to develop a process that
minimized thermal depoling of the PZT while
providing adequate adhesion.

PZT particle counts on the suspension assembly were
kept within specification of a single stage suspension
assembly by optimization of PZT dicing and cleaning
processes. Several experiments were run that looked
at key input variables such as wheel type, cutting
speed, and cleaning surfactant. Edge condition is
shown in Figure 7. Wheel type decreased edge
roughness, which correlated to lower liquid particle
counts on PZT. This enabled suspension counts to go
from >30,000 particles/cm2 to <13,000 particles/cm2.

The optimized PZTs were used to investigate the
generation of PZT particles in the HDA and whether
those particles posed any substantial risk to the HDI
with longitudinal media. Suspensions actuated at
extreme drive operating conditions showed a
maximum of eight particles generated over three days
(Figure 8). PZT particle generation was shown to
stabilize after four hours of actuation. PZT particles
were found to be a relatively soft ceramic (~5.5
MOHS hardness) that did not impart significant high
DPPM of scratches in component and drive level
particle testing. Drive level injections of very large
numbers of PZT particles showed recoverable errors
with no defects detected upon teardown as compared
to alumina injections, which exhibited severe HDI
occurrences (Table II). Other particle reduction
techniques such as encapsulant coatings were also
investigated but are not discussed here.

Diced EdgeDiced EdgeDiced Edge

Figure 7. Scanning electron micrograph of diced PZT
edge

Figure 8. Component particle generation test results

Carbon
Thickness Particle Point

Defects
Scratches >

1.2 mm
Scratches,
0.1-1.2 mm

Total Defects/
Opportunity

Total
scratches /
Opportunity

30 Å PZT 0.28% 0.00% 0.00% 0.28% 0.00%
30 Å PZT 0.36% 0.00% 0.00% 0.36% 0.00%
65 Å PZT 0.41% 0.00% 0.00% 0.41% 0.00%
80 Å PZT 0.25% 0.00% 0.00% 0.25% 0.00%
80 Å PZT 0.32% 0.00% 0.00% 0.32% 0.00%
30 Å Alumina 0.22% 0.89% 0.30% 1.41% 1.19%
30 Å Alumina 0.21% 0.17% 0.08% 0.46% 0.25%
65 Å Alumina 0.71% 0.11% 0.23% 1.05% 0.34%
80 Å Alumina 0.40% 0.12% 0.15% 0.68% 0.28%
80 Å Alumina 0.27% 0.00% 0.15% 0.42% 0.15%

Carbon
Thickness
Low
Low
Medium
High
High
Low
Low
Medium
High
High

Carbon
Thickness Particle Point

Defects
Scratches >

1.2 mm
Scratches,
0.1-1.2 mm

Total Defects/
Opportunity

Total
scratches /
Opportunity

30 Å PZT 0.28% 0.00% 0.00% 0.28% 0.00%
30 Å PZT 0.36% 0.00% 0.00% 0.36% 0.00%
65 Å PZT 0.41% 0.00% 0.00% 0.41% 0.00%
80 Å PZT 0.25% 0.00% 0.00% 0.25% 0.00%
80 Å PZT 0.32% 0.00% 0.00% 0.32% 0.00%
30 Å Alumina 0.22% 0.89% 0.30% 1.41% 1.19%
30 Å Alumina 0.21% 0.17% 0.08% 0.46% 0.25%
65 Å Alumina 0.71% 0.11% 0.23% 1.05% 0.34%
80 Å Alumina 0.40% 0.12% 0.15% 0.68% 0.28%
80 Å Alumina 0.27% 0.00% 0.15% 0.42% 0.15%

Carbon
Thickness
Low
Low
Medium
High
High
Low
Low
Medium
High
High

Table II. Summary of drive particle injection tests

Reliability
Seagate conducted a degradation Accelerated Life
Test (ALT) under multiple stress levels of two
stressors: temperature and AC (at 3kHz) voltage.
Each stressor has three levels (temperature: 60oC,
80oC, 100oC; AC voltage: 0 to 20V, 0 to 35V, 0 to
50V). The combination generates nine test conditions.
The test is conducted with 10 HGA units at each test
condition. Units are to be “aged” for one week at
room temperature and zero volts after each stress
exposure. The test units are measured (stroke level, in
nm/V) at zero days, one day, three days, one week,
two weeks and three weeks. “Failure” is defined as
performance degradation with 20% stroke loss.

An ALT model was built using thermal-nonthermal
life-stress equations and maximum likelihood
estimation methods (MLE). We also conducted a
prediction of micro-actuator long-term reliability
under normal usage condition (random process of AC
voltage) by employing Palgrem-Miner’s damage
accumulation rule. The results show that the Seagate

Particles generated by PZT, 30 VPP 5KHz excitation
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designed micro-actuator demonstrates very high long-
term reliability (Figure 9).

Figure 9. Device level unreliability as function time
under usage condition. The unreliability under usage
condition is less than 5.8E-6 after five-year usage at
90% confidence level.

Besides the ALT, Seagate also conducted drive-level
long-term reliability tests for microactuators under
accelerated drive operation at elevated temperatures.
No degradation in stoke is observed after nine months
of operation (Figure 10). Recent production drive-
level micro-actuator stroke was continuously
monitored for nine months with identical results.

Figure 10. Stroke change over 9 month reliability
test
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ABSTRACT

We report the development and characterization of an
automated on-chip 2-axis optical fiber alignment system using 3D
shaped actuators. Gray-scale technology was used to integrate
sloped silicon wedges with electrostatic comb-drive actuators to
deflect an optical fiber cantilever in- and out- of the plane of the
wafer. Automated fiber alignment to Indium-phosphide (InP)
waveguides with an accuracy of 1.6µm or better is demonstrated
for the first time. The influences of alignment target location,
actuation parameters, and alignment algorithms on total alignment
time are also presented.

INTRODUCTION

Alignment of an optical fiber within an optoelectronic
package is an on-going challenge and often dominates
optoelectronic module cost. Passive fiber alignment techniques
would be preferred for their simplicity where passive systems
utilizing silicon waferboards have reported alignment accuracies of
1-2µm [1]. Yet, as alignment requirements approach 0.2µm for
many applications [2], active alignment is necessary to achieve
sufficient coupling. Thus, to alleviate the expensive, slow macro
actuators currently required to achieve sub-micron alignment,
multi-axis on-chip methods for final alignment of the optical fiber
are attractive.

Previous MEMS fiber actuators have required complicated
fabrication (LIGA [3]) and/or specialized fiber preparation (e.g.
permanent magnets [4]). In contrast, the actuator discussed here
requires neither, instead exploiting the coupled motion of opposing
in-plane actuators with integrated 3D wedges. This device creates
a dynamic v-groove controlled via simple MEMS in-plane
actuators to modify the horizontal and vertical position of the
optical fiber, as shown in Figure 1 [5].

This paper characterizes the performance of fabricated optical
fiber actuators and demonstrates their potential for automated in-
package alignment. Results regarding the alignment range,
resolution, and speed of current devices are reported. The
influences of alignment target location, actuation parameters, and
alignment algorithm on total alignment time are also evaluated.

DESIGN AND FABRICATION

The optical fiber aligner discussed here is composed of three
primary components, as shown in the top view schematic of Figure
2: a static trench, two sets of opposing sloped alignment wedges,
and an in-plane actuation mechanism. An optical fiber is placed in
the static trench and secured using UV-curing epoxy. This static
trench provides approximate passive alignment of the fiber
cantilever so that its free end rests between the sloped alignment
wedges. The actuation mechanism can be made using any number
of in-plane MEMS actuation techniques, but in this case
electrostatic comb-drives were chosen for simplicity.

Figure 1: Optical fiber (a) at rest and (b) after actuating single
wedge, causing horizontal and vertical displacement [5].

Horizontal displacement

Vertical
displacement

x

(b)

Optical Fiber Silicon Alignment
Wedge

(a)

Comb-drive
B

Comb-drive
A

Fixed
Trench

Fiber
cantilever

Light in/out

Fiber anchored
using epoxy

Sloped alignment
wedges

Figure 2: Top view schematic of the 2-axis optical fiber actuator.
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The 3D silicon wedges were fabricated using gray-scale
technology, where a single variable intensity exposure creates a 3D
photoresist mask that is transferred into the underlying substrate
using deep reactive ion etching (DRIE) [6]. The gray-scale process
was integrated with an electrostatic actuator process using SOI
wafers, thus creating the suspended 3D wedges that are shown in
Figure 3 [5]. Of particular importance is the design and fabrication
of the wedges themselves, which must be smooth compared to the
size of the optical fiber (diameter=125µm). A set of 50 gray-levels
was created in photoresist to define the slope. Specifically
developed DRIE recipes were then used to control the etch
selectivity of silicon to photoresist to define the final vertical
dimensions of the 3D structure in silicon. SEM’s such as Figure 3
show that micron-level roughness has been achieved over the
majority of the slope. Quantitative roughness measurements are
difficult on such sloped, high aspect ratio structures.

For final assembly, a single mode optical fiber (SMF-28) was
manually stripped and cleaved. The cleaved free end of the fiber
was placed between the two wedges that are attached to the comb-
drives. The bulk fiber was then secured in the static trench with
UV-curing epoxy (Norland Products, Inc.) to create a flexible
cantilever. A device after fiber attachment is shown in Figure 4.
Since this fiber attachment process is entirely manual, it is difficult
to ensure that the fiber touches both wedges in its resting state.
Reliable operation can be achieved with small gaps between the
wedge and fiber, but result in a voltage offset before the fiber
actually moves which can slightly complicate fiber control.

STATIC TESTING

The extents of fiber movement were investigated by applying
four voltage combinations to the two actuators. The fiber tip
location was measured using the peak coupling to an opposing
electrostrictively controlled fiber. These four points are shown in
Figure 5, representing the extreme movements of each alignment
wedge. Fiber positions within the diamond-shaped bounds of these
measurements (37µm tall, 48µm wide) should be achievable given
the appropriate set of applied voltages. If one wedge is kept
stationary and the other moved, the fiber tip will trace out an
angled trajectory parallel to one side of the diamond-shaped
alignment area shown in Figure 5.

Since this actuator relies on multiple surfaces sliding together,
an important characteristic to investigate is hysteresis of the fiber
motion, primarily caused by the morphology of the gray-scale
wedges. Thus, a sequence of increasing then decreasing identical
voltages was applied to each side of the actuator to create purely
vertical fiber deflection. The coupled power to a fixed output fiber
(which should be Gaussian in nature for cleaved fiber-fiber
coupling) was then measured as the MEMS-actuated fiber moved
‘Up’ and ‘Down’ over multiple cycles. As shown in Figure 6,
there is a definite hysteresis between the ‘Up’ and ‘Down’
actuation paths, amounting to a ‘lag’ of approximately 4µm
between the peaks. We believe that frictional forces between the
wedges and optical fiber, increases the force required from each
actuator to move the fiber “Up.” On the way back “Down,” the

Figure 3: 3D alignment wedges before fiber attachment.
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Figure 4: SEM of the device after fiber attachment.
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Figure 5: Measured fiber location for extreme actuation
voltages, which form a diamond-shaped alignment area.
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frictional force acts in the opposite direction and delays the fiber’s
return “Down” to its new state. This hysteresis effect should be
reduced by improving the wedge design and/or fabrication.
However, fiber alignment using closed-loop control has proven
robust with the current structures. Single devices have been
actuated >105 times in numerous testing configurations without
any observed change in performance.

AUTOMATED ALIGNMENT

The optical setup used for automated alignment
characterization is shown in Figure 7. A 1550nm laser diode is
coupled to a fiber located on an electrostrictively-controlled XYZ
stage. The MEMS aligner sits on the output stage, with its fiber
coupled to an optical power meter to measure the coupled power.
Depending on the configuration, an InP waveguide [7] is placed
between the two fibers and misaligned by approximately ~20µm
with the MEMS aligner. The setup is controlled via LabVIEW.

Alignment algorithms typically contain an initial coarse
alignment step to achieve an intermediate threshold power (to
avoid noise/secondary peaks), followed by a fine alignment step to
optimize the alignment. The simplest coarse alignment routine is
that of a raster scan, where the voltage on the 1st actuator is held
fixed, while the voltage on the 2nd actuator is swept. The voltage
on the 1st actuator is then incremented, and the process repeated.
Using a raster scan, Figure 8 shows the time required to achieve
coarse alignment as a function of input fiber position. The sloped
wedges cause the contour lines to be tilted with respect to the X-Y
axes. Note that times >36sec indicate failure to achieve threshold,
illustrating the diamond-shaped alignment area of the device.

A hill-climbing algorithm [8] was then modified to serve as
the fine alignment step. Inserting an InP ribbed waveguide to our
setup, Figure 9 shows the total alignment time for different coarse
threshold powers and settling times (the pause between discrete
fiber movements and power measurements). The final alignment
threshold used for this test (92% peak) corresponds to ~3.5µm
misalignment (calibrated using the electrostrictive XYZ stages).
We observed that the total alignment time was reduced from 34.2
to 8.5 seconds by decreasing both the settling time (from 1000ms
to 300ms) and coarse threshold level (from 75% to 50% peak).
Further decreasing the settling time did not allow sufficient time
for the power meter to read accurately, while smaller threshold
powers would leave the system susceptible to false peaks.
However, in all cases of Figure 9, the coarse algorithm dominates
total alignment time and the alignment accuracy (3.5µm) was
much larger than desired.

A spiral search algorithm was developed for our actuator to
replace the raster scan to decrease coarse alignment time. A 2µm
square InP waveguide (tighter optical confinement than ribbed)
was also used to decrease the alignment threshold to 1.6µm (in
conjunction with increasing the ultimate threshold power to 95%
of the peak). Rather than begin at the rest location of the MEMS
aligner like the raster scan, the spiral algorithm begins in the center
of the achievable motion, presumably the most likely location for
the alignment target (in this case the square InP waveguide). The
fiber then proceeds to spiral outward to progressively less-likely
positions until the coarse alignment threshold is reached. Figure
10 shows the measured coarse alignment time for different input
fiber positions, confirming that the coarse threshold is reached
most quickly for targets located near the center. Note that the total

Figure 7: Optical test setup for auto-alignment of MEMS-actuated fiber to cleaved fibers or InP waveguides.
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time required to scan the entire alignment area is approximately the
same (>30sec) for both raster and spiral algorithms, with the
primary difference between them being the location where they
start their search.

Figure 11 compares the total alignment time required to align
within 1.6µm of the square InP waveguide using raster or spiral
algorithms and different incremental actuator step sizes (Voltage2

applied to comb-drive). As expected, using the spiral algorithm
dramatically decreased the coarse alignment time for an InP
waveguide located towards the center of the range. In addition, we
observed that the longer fine alignment time for large V2

increments was caused by often overshooting the optimal position
due to the tighter alignment tolerance. Ultimately, an accuracy of
<1.6µm (>95% of peak coupled power) was routinely achieved in
5-10 seconds to InP waveguides initially misaligned by ~20µm.

CONCLUSION

The alignment results reported here compare favorably to
active alignment times reported using external actuators [8] while
approaching the desired micron-level resolution. The device
design, fabrication, and algorithms discussed provide numerous
avenues for optimizing active alignment time and accuracy for
optoelectronics packaging. Alternative search algorithms could
also be adapted to work with this actuator design.

Future work will concentrate on miniaturizing the actuator to
enable alignment of fiber arrays in a compact footprint and within
optoelectronic packaging modules. Methods for further improving
the alignment accuracy of these devices will also be pursued.
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HALF-MILLIMETER-RANGE VERTICALLY SCANNING MICROLENSES
FOR MICROSCOPIC FOCUSING APPLICATIONS
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ABSTRACT

This paper presents the design, fabrication and operation of a
new class of microlens scanners that can generate large vertical
piston motion at low actuation voltages. These scanners are needed
by endoscopic bio-imaging applications such as optical coherence
microscopy (OCM) which require microlenses to axially scan their
focal planes by 0.5 to 2 mm. Photoresist reflow technique was used
to form microlenses on lens holders that are integrated with large-
vertical-displacement (LVD) microactuators. The lens holders are
fabricated using a modified post-CMOS micromachining process
which can provide additional thermal isolation to the polymer
microlens and form a transparent oxide mesh within the hollow
lens-holders to enable formation of larger polymer microlenses.
These scanners have demonstrated a maximum vertical
displacement of 0.71 mm at an actuation voltage of 23 V.

INTRODUCTION

Microlenses have been widely used for numerous optical-
beam focusing applications, which vary from optical
communication to biomedical applications. Microlens scanners
have been developed for lateral laser-beam scanning in optical
switching systems [1], while vertically scanning microlenses have
been used for biomedical imaging [2], and optical data storage
applications [3]. Stationary microlenses with tunable focal lengths
have been demonstrated for miniature cameras [4], microfluidic
systems [5], and other microscopic focusing applications [6].

Another promising application for vertically-scanning
microlenses is optical coherence microscopy (OCM), which is a
biomedical imaging technology that combines the imaging
capabilities of optical coherence tomography (OCT) and confocal
microscopy to achieve high resolutions in both axial and transverse
directions [7]. However, OCM achieves high transverse resolution
at an expense of small imaging depth. In order to increase OCM’s
imaging depth, a lens scanner must be used to scan along the
optical axis. OCM imaging requires vertical scanners that can
provide an axial scanning depth of 0.5 to 2 mm. The vertical
scanning range of microlens scanners demonstrated by other
research groups is far less than 0.1 mm, and high driving voltages
are often required [2,3].

This paper presents microlens scanners that use large-vertical-
displacement (LVD) microactuators to generate half-millimeter-
range vertical scans at low actuation voltages; and these devices
are also small enough to be packaged inside slender catheters for
endoscopic OCM imaging. At Hilton Head 2004, the LVD
microactuation mechanism was introduced for the first time [8],
and then a prototype LVD microlens scanner with a vertical scan
range of 0.28 mm was presented at MEMS 2005 [9]. In this paper,
we report new LVD microlens scanners with vertical
displacements up to 0.71 mm at 23 V. These newly designed
scanners provide better thermal isolation for the polymer microlens
using two different approaches. Another innovation is the addition
of a transparent oxide mesh within the hollow lens-holder to enable
formation of larger polymer microlenses.

SCANNER DESIGN & FABRICATION

The structure of this scanner consists of a polymer microlens
integrated on a MEMS lens-holder, which is thermally-actuated
using the LVD mechanism. The schematic drawing of the LVD
scanner is illustrated in Fig. 1, where the lens-holder is attached to
a rigid silicon frame by a set of aluminum/silicon-dioxide bimorph
beams (lens actuator). A 0.6-mm diameter circular opening in the
center of the lens-holder allows light to pass through, and it also
contains a transparent silicon-dioxide mesh structure. This mesh
structure is designed to hold the polymer microlens, and it also
prevents smaller polymer droplets from falling through during the
microlens formation process step. The structural rigidity of the
lens-holder plate and the frame are maintained by a 30 to 40- m-
thick single-crystal-silicon (SCS) layer. The 1.6-mm long frame is
attached to the substrate by another set of identical bimorph beams
(frame actuator). These actuators together form an LVD
microactuator set, in which the curls of the two sets of bimorph
beams compensate each other resulting in zero initial tilt of the
lens-holder. The polysilicon resistors embedded in the bimorph
beams are used for electrothermal actuation. The LVD
microactuator provides large piston motion by simultaneously
applying voltage to both actuators, so that equal angular rotation
by both actuators results in pure vertical displacement of the
microlens. Further details about the LVD actuation principle have
been previously reported in [8-10].

Figure 1. (a) Top-view design schematic of the LVD scanner.
Actuator length, l = 200 m; Frame length, Lf = 1.6mm; Lens-
opening diameter, D = 0.6mm. (b) Cross-sectional view of A-A’.
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In order to form a transparent oxide mesh within the 600- m
diameter opening of the lens-holder, the post-CMOS-MEMS
fabrication process used in [9] was modified to include two
additional etch steps, as illustrated in Fig. 2. After the backside Si
and frontside oxide etch steps [Figs. 2(a) and 2(b)], a planar
photoresist (PR) layer is spun on and dry-etched to expose the
metal-3 and metal-2 layers only1 [Fig. 2(c)]. Next, the exposed
metal layers are completely removed using a wet aluminum
etchant, and the remaining PR layer is stripped off [Fig. 2(d)]. The
device is then released using a deep Si trench etch, followed by an
isotropic Si undercut to etch the SCS from beneath the bimorph
beams to form the thin-film actuators [Fig. 2(e)]. Finally, PR
droplets are precisely dispensed on the lens-holder to form the
polymer microlens due to surface tension [Fig. 2(f)]. The process
modifications allow the use of the metal-2 layer to define the
structure for the 3- m thick oxide mesh within the lens holder.
Also, the PR microlens is now formed on a layer of insulating
oxide instead of a more thermally-conductive Al metal layer,
resulting in better thermal isolation from the electrically-heated
lens-actuator. Thermally isolating PR microlenses from heating
sources prevents the situations in [11], where the focal length of a
polymer microlens changed significantly with increasing heat.
Thermal isolation also prevents carbonization of the PR microlens,
which tends to occur at temperatures greater than 200°C [12].

1 For die level fabrication, lithographic techniques can be used to expose
the metal-2 and metal-3 layers on the lens-holder only.

The initial rest position of a fabricated microlens [Fig. 3(a)] is
1.2 mm above the substrate surface. In order to form a polymer
microlens on the elevated lens-holder, droplets of PR are first
dispensed using a nanoliter-injection system and then baked in an
oven to form a microlens due to surface tension [12]. Focal length
can be controlled by varying the quantity and/or volume of the
dispensed dropets. PR microlenses with focal lengths between 0.5
to 3 mm with numerical apertures (NA) ranging from 0.1 to 0.35
have been successfully fabricated. Figs. 3(b) and 3(c) show two
fabricated PR microlenses with different focal lengths and lens
sizes. To test the imaging quality of these microlenses, a chrome

Carbon Tape

Lens Actuator

(b) (c)

Figure 2. Modified CMOS-MEMS fabrication process.
(a) Backside Si etch. (b) Frontside oxide etch. (c) PR
spun-on and etched to protect Metal-1. (d) Wet etch of
exposed layers of Metal’s 2 & 3. (e) Deep Si trench
etch, followed by Si undercut. (f) Microlens formation.

(a)

Figure 3. SEM images of: (a) Fabricated device before microlens formation.
(b) 3mm focal length convex PR microlens formed on entire lens holder plate.
(c) 0.5mm focal length PR ball-lens formed on the mesh area only. These PR
lenses were imaged using a variable-pressure environmental SEM.
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test mask was placed ~100 mm away from the ball-type microlens,
and the image at its focal plane (which is de-magnified by about
100 ) was captured using a CCD microscope camera. The test
pattern image obtained by a PR microlens with a numerical
aperture of 0.35 is shown in Fig. 4, where features as small as
1 m can be resolved.

EXPERIMENTAL RESULTS

Vertical displacement of the PR microlens was achieved by
simultaneously exciting both actuators and tuning the actuation
voltages such that the opposite angular rotations of the two
actuators offset any net tilting of the microlens. The static
displacements of the microlens and its corresponding driving
voltage plots are shown in Fig. 5, where the vertical displacements
of the microlens were observed to within an accuracy of ±2 m by
using a 40 objective lens (0.65 NA). Fig. 5(a) shows that a
maximum vertical displacement of 0.71 mm was obtained at a dc
voltage of 23 V applied to the frame actuator. Fig. 5(b) displays the
same vertical displacement data, but with respect to the electrical
power supplied to the two actuators. The plot of the two driving
voltages that are required to obtain this vertical displacement is
shown in Fig. 5(c). The slope of this linear plot yields the driving
voltage ratio for the two actuators for LVD actuation. The driving
voltage applied to the lens actuator is 43% of the frame actuator
voltage, which is provided by a voltage divider. Using this constant
voltage ratio, the maximum tilt of the microlens in the entire
0.71mm travel range is less than 0.4 .

There is significant lateral shifting of the microlens during
vertical actuation, as shown in Fig. 6(a). A maximum lateral shift
of 425 m is observed for the entire vertical scan range. This
lateral shift is mainly due to the rotational displacement of the
frame actuator, and is amplified by the long length of the silicon
frame. This lateral shift will be accounted for and corrected during
the OCM image formation stage.

The initial elevations of the microlens at different operating
temperatures were also documented, and the results are presented
in Fig. 6(b). The initial lens-holder elevation of a fabricated
microlens is 1.2 mm at a room temperature (23 C), and it
decreases with increasing temperature. Since this device will be
packaged inside an endoscope for in vivo OCM imaging, the
maximum ambient temperature shall not exceed 40 C. Therefore,
the vertical scan range of the device will, in the worst case, be
reduced by up to 20 m, which is less than 3% of the entire scan
range. This can be seen in the plots of Fig. 5(a) where an increase
in ambient temperature to 40°C reduced the vertical scan range
by ~17 m.

The resistances of the polysilicon heaters embedded in both
actuators increase significantly with applied voltage due to Joule
heating. Joule heating raises the temperature of the bimorphs,
which in turn increases the heater resistances due to the thermal
coefficient of resistivity of polysilicon. The open-circuit, room-
temperature electrical resistances of the lens and frame actuators
are 1.17 k and 1.35 k , respectively. A linear correlation
between the vertical displacement of the microlens and the heater
resistance of the two actuators was observed, as shown in Fig. 6(c).
This experimentally determined linear relationship between the
resistors allows for closed-loop feedback control of the vertical
position of the microlens by monitoring the polysilicon resistance
change of each actuator.

MICROLENS SCANNER DESIGN 2

Another LVD microlens scanner (design illustrated in
Fig. 7(a)) that uses thin-film isolation beams to thermally isolate
the PR microlens was fabricated using the unmodified CMOS-
MEMS process used in [9]. This design also provides thermal
conduction metal lines that preferentially conduct heat away from
the two frames and towards the substrate. The SEM of a fabricated
device with the lens-holder elevated 0.5 mm above the substrate
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plane is shown in Fig. 7(b). Microlenses were formed by
dispensing a PR droplet into the hollow 280- m diameter lens-
holder. Depending on the volume of the PR droplet dispensed, it is
possible to obtain convex or concave microlenses. The profiles of
convex and concave microlenses, as obtained using a white-light
optical profilometer, are shown in Figs. 7(c) and 7(d). The
maximum microlens displacement is 0.32 mm at a frame actuator
voltage of 21 V, as shown in Fig. 8. The same voltage divider was
used to drive this device.

The increase in thermal isolation to the PR microlens due to
the isolation springs, and the thermal effectiveness of adding
thermal conduction lines are still under investigation.

CONCLUSIONS

Half-millimeter-range vertically scanning microlenses have
been successfully demonstrated. The CMOS-MEMS fabrication
process was modified in order to allow the formation of a
transparent silicon-dioxide mesh within the hollow microlens
holder. This mesh allowed the formation of larger PR microlenses,
and it also provided additional thermal isolation to the polymer
lenses from the electrically-heated LVD actuators. A fabricated
microlens scanner demonstrated a maximum vertical displacement
of 0.71 mm at an actuation voltage of 23 V. The large actuation
range and small device footprint make this LVD microlens scanner
very suitable for use in endoscopic OCM and other microscopic
focusing applications.
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BILLION-CYCLE ULV ELECTROSTATIC RF MEMS SWITCH
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ABSTRACT

An ultra-low-voltage (ULV) electrostatic RF MEMS switch

has been demonstrated with actuation voltage as low as ~1.5V, the

lowest reported. The switch is designed to collapse on to actuation

electrode with zipping action. The device consists of multiple

spring constants, which maximizes the open force while reducing

the pull-in voltage to <3V. Physical stopper design eliminates the

usage of dielectric between electrodes so that actuation charging

problem is minimized. The device is fabricated using a low-stress-

gradient polysilicon as beam structure to realize ULV actuation.

The ULV switch has achieved cold-switching lifetime of ~1×109

cycles with close speed of ~50 s at 3.2V and open speed of ~25 s.

INTRODUCTION

The RF MEMS switch provides disruptive technology to

wireless communications due to its high linearity and low insertion

loss. Resistive contact switch is most suitable for frequency in the

range of 0 to 6GHz. Different actuation approaches have been used

in contact switches, such as electrostatic, electromagnetic, and

thermal actuations [1]-[4]. Electrostatic RF MEMS switch is the

best candidate for its low powder consumption, and integration

compatibility with LC filters and CMOS circuitries. Fig.1

illustrates one of the conventional RF MEMS contact switches. It

consists of a thick metal cantilever beam with a bottom actuation

electrode. A contact tip is located at front end of the cantilever,

corresponding to a RF trace underneath. The pull-in voltage of the

switch can be expressed in Eq. 1, where k1 is the cantilever spring

constant, g is the gap between electrodes, and A is the actuation

area. When a DC voltage of >Vp is applied on the actuation

electrode, the top beam is pulled down electro-statically. The

cantilever tip makes contact on bottom RF trace so that electric

signal can pass through. When actuation voltage is removed, the

cantilever’s restoring force opens the switch contact.

A

gk
Vp

o27

8 3

1 (1)

A 40V RF MEMS switch was fabricated as shown in Fig 1. It

has achieved insertion loss of <0.3dB, isolation of ~32dB at 2GHz,

and lifetime of >300 106 cycles. Similar switch with lifetime of

>1 109 cycles is also reported by other researchers with actuation

voltage of >80V [5]. However, such switches require an expensive

high-voltage (HV) driver, which can cost significantly more than

the switch itself. As a result, there is a strong demand on the

development of ULV MEMS switch which can be actuated at

3.3V. Electro-statically actuated MEMS switch with actuation

voltage of 6V has been reported [6]. However, the switch has very

limited lifetime obtained. Meanwhile, switch with lifetime of

>100M cycles and actuation voltage of <5V have not been

demonstrated to-date. This research work attempts to develop an

electrostatic contact switch with actuation voltage of <3.3V and

lifetime of ~1 109 cycles.

DESIGN OF ULV MEMS SWITCH

In order to achieve ultra low pull-in voltage, one needs to

either reduce spring constant k1, reduce the gap g between

electrodes, or increase the actuation area A. Most favorable

approach is to reduce the air gap and increase the actuation area.

Some reduction on the spring constant is also necessary in order to

reach 3V actuation. However, the beam’s curving amount from

stress gradient increases drastically when the cantilever or

electrode area increases. The final air gap between electrodes is

dominated by the stress gradient curving, which prevents Vp

reduction. Peroulis et. al. have achieved 6V actuation voltage by

making the structure highly compliant. The cantilever spring

constant k1 has been reduced down to ~0.5N/m with serpentine

clamp-beam structure. However, since the cantilever’s restoring

force is also used to open the switch, such ultra compliant device

can easily suffer from contact stiction failure with open force of

only about 1 N.
Bottom electrode

Air gap

contactE-plated Au beam

E-plated Au beam

Beam
Anchor

Beam
Anchor

Figure 1. Schematic of conventional electrostatic contact

switch with electroplated gold cantilever beam and SEM of a

fabricated 40V RF MEMS switch.

Figure 2 illustrates the top view (Fig.2a) and cross-

section (Fig.2b) view of zipper polysilicon switch structure

with back contact design. The top beam is composed by a low

stress gradient (LSG) polysilicon. This polysilicon cantilever

serves as the main switch actuation structure, and carries the

metal conductor to open and close the switch contact for RF

signal transmission. LSG poly silicon is used for its material

robustness. Meanwhile, the consistent stress control of the

polysilicon film also makes small air gap feasible for ultra

low voltage actuation. The polysilicon beam consists of two

parts, short polysilicon arms with stiff spring constant k2 and

a large electrode plate attached to the stiff arms. A bottom

Solid-State Sensors, Actuators, and Microsystems Workshop
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electrode is located directly underneath the top electrode.

This actuation electrode will experience a much longer

cantilever beam and much more compliant spring constant k1.

The bottom side of LSG beam contains many stopper bumps.

Meanwhile, there are electrically isolated butts distributed within

actuation electrode in corresponding to the stopper bumps above.

These stopper pairs are functioning as insulator layer between two

electrodes, which allow the top beam collapsing onto bottom

electrode without suffering from any electrical short. Since no

actual dielectric layer is used, it significantly reduces actuation

charging problem as commonly observed in uni-polar electrostatic

actuation [7].

The switch RF contact metal is located on the LSG

polysilicon close to cantilever anchor in corresponding to the short

arms with spring constant k2. The thick metal provides low trace

resistance for RF signal transmission and the robust poly beam

structure provides ultra low voltage switch actuation. Such design

configuration has separated the very compliant spring k1 for ultra

low Vp and stiff k2 for large open force. The ULV switch open

force at contact is expressed in Eq. 2, where z is the contact tip

displacement.

2a) Top view schematic of ULV poly switch

Spring k1

Spring k2

stopper

Contact anchor

contact

RF I/O

Bottom actuation electrode

RF I/O

Top beam
anchor

Top beam
anchor

2b) Cross-section view of zipper poly switch

Bottom actuation electrode

Top poly beam

Stopper, h
anchor

contact

Bottom contact trace

E-plated Au

Stopper butt

2c) Pull-in of top beam with ultra low Vp

Spring k1

contact

2d) Collapsing of top beam with zipping action and contact

made

Spring k2

contact

Figure 2. Design and operation of ULV collapsing zipper

switch.

zkFopen 2
(2)

When DC voltage is applied to the actuation electrode, top

beam collapses toward the actuation electrode with spring k1 as

shown in Fig.2c. Pull-in voltage is determined by k1, air gap and

the electrode dimension as depicted in Eq. 1. The spring k1 is in

the range of 10N/m based on the cantilever and electrode

dimension design. Vp is expected to be <3V for air gap of <1 m.

When the top electrode collapses, electrostatic force increases

drastically due to very small gap between electrodes. The

electrostatic force depends on the stopper height design (40nm to

100nm). Top beam continues collapsing with zipping action

towards the beam anchor until contact is made as shown in Fig.2d.

Meanwhile, the cantilever restoring force increases with the

zipping action until the stiff spring k2 (100N/m to 250N/m) is

reached. Larger open force with spring k2 can reduce contact

stiction failure when actuation is removed. Spring force of >10 N

is required to overcome the contact stiction based on nano-indenter

and actual switch contact tests with contact force of 50 N to

100 N. Contact and open forces are optimized in the range of

30 N to 50 N for 3.3V in the design. The zipping action design

in this structure reduces the large impact force directly on

contact. Less contact bouncing, deformation, and stiction is

expected. Meanwhile, the switch opens with zipping action,

which reduces the stiction on electrodes as well. Note that

this initial ULV switch development is focusing on the switch’s

functionality and electro-mechanical responses. RF performance

was not optimized in this work.

FABRICATION OF ULV LOW STRESS GRADIENT

POLYSILICON SWITCH

A low stress gradient LPCVD polysilicon film has been

developed. The surface profile of polysilicon cantilevers at open

state is shown in Fig 3. The stress-uncompensated polysilicon film

shows a large internal stress gradient with >9 m tip displacement

on 350 m long beam as seen in Fig 3a. Despite the large stress

gradient, these polysilicon beams have consistent stress bending

across wafer. After deposition process tuning and stress

compensation, low stress gradient polysilicon was obtained as

shown in Fig. 3b. These LSG poly beams showed reproducible

stress gradient bending of ~50nm over 350 m beam with deviation

of ~22nm, significantly less than the electroplated Au beam.

a) b)

High stress gradient polysilicon beam Consistent low stress gradient polysilicon beam

Figure 3. a) Uniform high stress gradient polysilicon with

z>9 m on 350 m poly beam. b) Consistent low stress gradient

poly silicon with z~0.05 m on 350 m beam for ULV switch.
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The basic process of ULV polysilicion switch starts with

isolation nitride on high-resistivity silicon substrate (>5k -cm). A

thin polysilicon bottom electrode (0.1 m~0.2 m) was deposited

and patterned to form the actuation pad and resistor. LPCVD

sacrificial oxide was deposited to define the air gap. Polysilicon

stopper bump formation and anchor via etch were performed and

followed by the deposition of LSG polysilicon (1.5 m ~2.5 m).

Polysilicon beam and top electrode were then pattern as seen in

Fig 4a. Bottom contact metal were then deposited and patterned.

Sacrificial material was then deposited to define the gap between

bottom metal and top contact. Anchor etch was then performed

and the contact metal was deposited followed by thick gold layer

electroplating to construct the switch RF I/Os as shown in Fig. 4b.

The sacrificial layers were then etched away. And the device was

finally released by supercritical CO2 drying method to prevent

“stiction” (Fig. 4c).

a)

Bottom electrodeAnchor

LSG poly top electrode

Stoppers

Sacrificial oxide

b)

Bottom electrodeAnchor Contact

LSG poly top electrode

Stoppers

E-plated Au

Sacrificial metal

c)

Bottom electrodeAnchor Contact

LSG poly top electrode

Stoppers

E-plated Au

Figure 4. Process illustration of ULV polysilicon switch

Fig.5 shows the fabricated ULV switch with two contacts in

series. SEMs of the stopper and contact are also illustrated. The RF

I/O traces reach to the switch contact with air bridges over the

cantilever arms as seen in the photo. This approach provides more

flexibility in the routing. However, one should take into account

the capacitive coupling issue while design such type of air bridge.

RF optimization is needed but is beyond the scope of this paper

focus.

DETAILED TEST RESULTS

The fabricated ULV polysilicon switches were first screened

for Vp uniformity. Figure 6 shows the wafer-level uniformity of

the pull-in voltage obtained from laser scanning vibrometer (LSV)

measurement. LSV in-situ monitored the cantilever mechanical

closing velocity and captured both the applied voltage at the

moment when the top beam collapsed. The fabricated switches

have an average Vp of ~2.5V, higher than expected of 1.5V to 2V.

Functional switch with lowest Vp of ~1.5V has been

demonstrated, the lowest voltage for electrostatic switch actuation

to author’s knowledge. The variation of Vp was due to the stress

mismatch of the electroplated gold anchoring on the polysilicon

beam. It resulted in slight upward bending of the polysilicon beam.

Due to variation of the gold stress, the gap variation between ULV

switches leads to Vp differences across the wafer.

The switching speed of the ULV switch was evaluated by

applying a prompt -3.2V at actuation electrode. Hot switching

measurement was used to obtained the close and open speed, ton

and toff. Figure 7a illustrates the schematic of test setup for hot

switching. Oscilloscope was used to capture the actuation voltage

and the signal through switch contact simultaneously. A 500kHz

AC signal was imposed on one of the switch RF trace I/Os while

the oscilloscope monitored the signal on the other RF I/O with

50 load. When switch was closed by the applied voltage (~-

3.2V), switch contact was made and formed a conduction loop.

The AC signal then passed through the contacts and was detected

by the OSC. It can be seen from Fig. 7b that the switch has close

speed ton of ~50 s. No contact bounce was observed in the

measurements. When the actuation voltage was removed (0V), the

switch broke the contact. AC signal was not able to pass onto the

50 load terminal after ~25 s, corresponding to the switch open

speed toff.

Figure 6. Wafer-lever uniformity of pull-in voltage.

Bottom electrodeAnchor Contact

E-plated Au

LSG poly top electrode

Stoppers

RF I/O

RF I/O

Stopper butt

Top poly beam

Bottom actuation electrode

contact

Contact tip cross-section

Contact tip flipped

Top beam
anchor

Top beam
anchor

Figure 5. SEM views of fabricated ULV polysilicon switch.

The ULV switch has achieved contact resistance of

Rc<=1 /contact. Each switch contains two contacts in series and
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2 trace resistance in design, resulting in total trace resistance of

~4 . Although the ULV switch design was not optimized for RF

performance, it exhibited <0.4dB insertion loss up to 6GHz. The

device isolation is ~-20dB at 2GHz. The current RF trace structure

has known capacitive coupling between RF I/Os, which can be

improved by design modification. A single-contact ULV

polysilicon is also developed to future improve. It was observed

that the contact cleanliness is crucial to ULV switch for its

relatively low contact force (25 N~50 N). Clean contact surface

is the key to reliable switch operation. Contact failure due to

drastic Rc increase often occurred much faster if the contact was

not clean (higher initial Rc). An improved switch cleaning process

was used to achieve low initial contact resistance. However, as the

fabrication process improves to cleaner surface, the probability of

contact stiction increases as well. Experiment result showed that

Au contact can suffer from contact stiction within 100×106 cycles

even without RF signal passing through the contact. It is suspected

that the contact tip has deformed during cycling and contact

stiction force becomes too high to be overcome by the switch’s

open force (<=50 N). Hard metals showed less contact

deformation and stiction after persistent contact impact cycling.

The ULV polysilicon switch is intended for reconfigurable

RF receiver in this work. The RF signal power strength is expected

to be less than 0dBm. Test result showed that the main switch

failure was due to increase of contact resistance at such power

level. Preliminary analysis indicated that there was organic built

up at contact surface. Higher input power (>0dBm) could

breakdown this layer and prolong the switch’s low contact

resistance. However, to mimic the low RF power in reconfigurable

receiver, the ULV switch was cold-switched with input powder of

-10dBm to 0dBm range. Figure 8 shows the cold-switching

lifetime of the fabricated ULV switch. The trace resistance (~2 )

is included in the insertion loss result. The switch reached

~1.15×109 cycles before drastic increase on the insertion loss. The

device switching lifetime was strongly affected by the surface and

environment cleanliness as discussed previously. Hermetic

encapsulation is necessary to ensure reliable switch lifetime.
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Figure 8. Cold-switching lifetime of ULV switch. Insertion loss

includes 2 trace resistance.

a)

Arbitrary
Function
Generator

OSC

50 Ohm load

500 kHz signal

switch

b)

Off~25 s

Vact=0

Vact= -3.2V

On~50 s

Passing
signal

Figure 7. Measured switching speed of ULV MEMS switch.

ton ~ 50µs and toff ~ 25µs.

CONCLUSIONS

A 3.3V ultra low voltage electrostatic MEMS switch has been

developed. The device structure design separates the spring

constants for Vp and open force. Contact resistance of

<1 /contact has been achieved with improved process cleanliness.

The ULV switch demonstrated cold-switching lifetime of >1B

cycles with close speed of ~50 s and open speed of ~25 s. The

development results suggest that ultra-low-voltage electrostatic

switch with 3.3V can be realized without using HV driver.
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ABSTRACT

We have developed a micromachined atomic force
microscope cantilever with an integrated force sensor that
enables time-resolved measurement of forces between the
vibrating tip and the sample in tapping-mode atomic force
microscopy. These tip-sample interaction forces depend on the
elastic, viscoelastic, and adhesive properties of the sample and
are determined by the chemical and structural composition of
the material. With this technique we are able to detect bio-
molecular associations on the molecular level and map chemical
compositional variations and physical changes within materials
at the nanoscale.

INTRODUCTION

Mechanical properties of nanoscale objects highly depend
on their chemical composition. Measurement of nanomechanical
properties of materials and macromolecules will allow us to map
chemical compositional variations and detect biomolecular
reactions. Tapping-mode atomic force microscopy provides a
framework to interact with nanoscale objects mechanically and
non-destructively. In this mode of atomic force microscopy the
cantilever with the sharp tip is vibrating on resonance in the
vicinity of the sample surface so that the tip intermittently
interacts with the surface. Dynamic forces between the tip and
the sample carry information on the local mechanical properties
with nanoscale spatial resolution. Unfortunately, in conventional
tapping mode, measurement of these dynamic forces with
temporal resolution is not possible as the cantilever oscillation
depends only on the time average value of tip sample forces
[1,2]. Recently, measurement of higher harmonics of tip-sample
forces has been demonstrated [3-6]. These harmonic forces carry
information on the time variation of tip-sample forces, however,
they have limited signal to noise ratios. Enhancement of a
particular higher harmonic signal has been demonstrated with
the use of special micromachined cantilevers [5], however that
technique recovers only one higher harmonic.

Here we present a micromachined atomic force
microscope cantilever, the coupled torsional cantilever, which
allows us to simultaneously measure higher harmonics of tip-
sample forces up to the 20th harmonic.

THE COUPLED TORSIONAL CANTILEVER

The coupled torsional cantilever has a tip that is offset
from the longitudinal axis (Fig. 1 (a)). When the cantilever is
tapping on a sample while vibrating in its first flexural mode,
offset tip couples the tip-sample forces to the first torsional
mode (Fig. 1(b)). The first torsional vibration mode has a much

larger bandwidth and mechanical response at high frequencies
than the first flexural vibration mode (Fig. 2(a)). The coupling to
the torsional mode therefore provide the high-bandwidth force
sensor that is required to detect the tip-sample interaction forces
that are of short duration compared to the fundamental vibration
frequency. The quadrant position sensitive detectors used in
commercial atomic force microscopes allow us to measure
torsional and flexural deflections of the cantilever
simultaneously. The simultaneously obtained flexural and
torsional vibration spectra of a cantilever tapping on a
polystyrene sample (Fig. 2(b)) show that the torsional vibrations
enhance the signal levels at higher harmonics by 20 to 40 dB. It
is these higher harmonics that contain information about the
high speed variation of tip-sample forces within a period of
cantilever oscillation. Therefore, coupled torsional cantilevers
recover the information on time-resolved tip-sample forces.

Figure 1. (a) SEM micrograph of a coupled torsional cantilever.

The cantilever is 300 um long, 30 um wide, and 3 um thick. Note

the offset location of the sharp tip. (b) Simulated mode shapes of

first flexural and torsional resonances.
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Figure 2. (a) Frequency response of the flexural and torsional

vibrations of a typical rectangular cantilever. Measured flexural

(b) and torsional (c) vibration spectra of a coupled torsional

cantilever tapping on a polystyrene sample.

TIME RESOLVED INTERACTION FORCE

MEASUREMENTS

The ability to measure higher harmonics of tip-sample
forces allows us to reconstruct the periodic tip-sample force
waveform. Those frequency components of tip-sample forces
that are close to the torsional resonance frequency get enhanced
by the resonance. This is seen in the torsional vibrations given in
Fig. 2(b). The harmonics that are close to 850 KHz have larger
magnitudes. We are interested in the actual magnitude of the
forces. Therefore, we correct for the resonance enhancement of
the first torsional mode. This is done by sampling the torsional
deflection signal at a high sampling rate (with a digital
oscilloscope) and then passing it through a linear filter that has a
transfer function equal to the inverse of the first torsional mode.
We recorded torsional oscillations on three different materials

(high density polyethylene, low density polyethylene, and highly
oriented pyrolytic graphite) and calculated time resolved tip-
sample forces. The resulting waveforms are given in figure 3(a).
These measurements are recorded under the same drive force
and tapping amplitude, and with the same tip. These waveforms
show that tip-sample interaction forces are different for different
materials. Interpretation of the differences is difficult, however.
The interpretation is simplified when the the forces are plotted
against tip-sample separation (Fig. 3 (b)). Note that the tip is
approaching and retracting from the surface in a sinusoidal orbit
and the peak forces are obtained when the tip is at the bottom of
its trajectory. The slopes of the curves in Figure 3(b) at negative
separations (sample indentation) are proportional to the stiffness
of the sample. As expected, the slope on graphite is higher than
the polymers and the slope on the high density polyethylene is
higher than the low density polyethylene. An interesting feature
of these plots is the hysteresis they exhibit. Hysteresis in the
force vs. distance plots is a measure of adhesiveness. As a result
of attractive forces, compliant materials can be pulled above its
equilibrium surface level.

Figure 3. (a) Time-resolved tip-sample forces measured with

coupled torsional cantilever on three materials. (b) The same

measurements in (a) are plotted against tip-sample separation.

Negative separation corresponds to sample indentation. The

slopes depend on material stiffness. Hysteresis and maximum

negative forces depend on the adhesiveness of the sample.

OBSERVING PHASE TRANSITIONS OF

COMPOSITE POLYMERS

We studied thermal characteristics of an ultra-thin binary
polymer blend film with sub-micron features. The polymer is
composed of polystyrene and PMMA. The latter has a higher
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glass transition temperature. We imaged mechanical properties
at the surface at elevated temperatures with our torsional
harmonic technique (Fig. 4 (a)). In this technique, we scan the
surface in tapping mode and simultaneously record a particular
higher harmonic signal in the torsional spectrum. Higher
harmonic imaging has been previously demonstrated with the
use of harmonic signals in the flexural response with lower
signal to noise levels [3-5]. The advantage of using torsional
harmonics is that one can lock onto any higher harmonic,
because all the harmonics provide good signal levels. Note that
the information in each harmonic is not the same [7].

At lower temperatures, the two polymers have similar
characteristics. However, as the glass transition temperature of
polystyrene is exceeded, we observed a drastic change in the
contrast indicating softening in the polystyrene regions. Detailed
understanding of the changes is obtained with the measurement
of time resolved forces on both materials. Figure 4 (b) shows the
time-resolved force measurements plotted against tip-sample
separation on polystyrene and PMMA. These plots show that
polystyrene is softening significantly as the temperature is
increased, while PMMA does not exhibit detectable changes.
These measurements show that polystyrene regions are going
through glass transition. To our knowledge, this is the first
observation of glass transition in polymers at the nanoscale.

Figure 4. (a) Harmonic force images of a thin blended binary polymer film at three temperatures obtained at the 16th

harmonic. Increasing contrast suggests that one polymer component has gone through glass transition. Scan area is

2.5 x 5 microns at 145 °C and 5 by 10 microns at 175 °C and 190 °C. (b) Time-resolved tip-sample force measurements

on the two material components reveal the nature of the changes. One material is softening drastically and becoming

adhesive. The other material is nearly intact.

DISCRIMINATION OF SINGLE HYBRIDIZED

DNA MOLECULES

An application of timeresolved AFM technology is to
detect biomolecular associations through mechanical changes in
molecules. We studied mechanical changes in the hybridized
DNA-oligonucleotides versus single stranded DNA. A mixture
of hybridized and single stranded molecules are immobilized on
a gold surface with thiol linkers [8] and imaged in air with our
technique. We employed different mixture rates to obtain
control groups in the experiments. In the first sample only single
stranded DNA molecules are immobilized. In the second sample
0.1% of the molecules in the mixture were double stranded. In
the third sample all the molecules were double stranded. We
recorded harmonic images with the use of a resonantly enhanced
16th flexural harmonic. These images are given in figure 5. The

images show good contrast between the fully hybridized and
fully single stranded samples. Furthermore, on the sample with
0.1% hybridization we observe features with approximately 40
nm in diameter that we believe correspond to individual
hybridized DNA molecules. The increased radii of these features
are due to tip convolution. This hypothesis is supported by the
comparison of signal levels measured on these features. On the
right side of each harmonic image, we give actual harmonic
signal levels measured at a section of the image. The signal level
observed on the fully single stranded sample (~0.9 mV) is also
observed on the 0.1% percent hybridized sample as the
background signal levels. On the bright features in this image,
the harmonic signal drops to 0.45 mV. This signal level is also
recorded on the bright features of the fully hybridized sample.
These results indicate that bright features with signal levels
around 0.45 mV correspond to hybridized molecules.
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Furthermore, the hybridization of a single DNA molecule results
in a contrast that provides approximately 30dB signal to noise
ratio. The high resolution of the AFM tip allows us to see
individual hybridized molecules, and makes it possible to count
the number of molecules. Our results show that with this
technique, it is possible to quantitatively measure hybridization
reactions with large dynamic range and detect very low
concentrations of molecules. Alternative technologies like
nanowire based electrical sensors, or fluorescence and plasmon
based optical sensors do not provide this level of sensitivity, and
neither do they provide the spatial resolution to identify
individual molecules. Another advantage of this technique is
that the measurements are performed on label-free DNA
molecules and the recorded signal levels are specific to the
chemical species. Other label-free techniques, such as resonant
mass sensors, do not provide chemical specificity, since any
attachment of a foreign body on the resonating device will result
in a shift in resonance frequency.

Figure 5. Harmonic force images obtained on self assembled

DNA oligo-nucleotides on atomically flat gold. Scan areas are 1

um by 1um. Signal levels recorded on a section of the images

are given to the right of the corresponding image. The three

samples are prepared by immobilizing a mixture of 20

nucleotide long single and double stranded DNA molecules.

Percentage of the double stranded molecules in the mixture are

0 % in (a), 0.1 % in (b), and 100% in (c). The signal levels given

to the right of each image show that single stranded molecules

result in a signal level of 0.9 mV and double stranded molecules

result in 0.45 mV. The widths of the features in (b) suggest that

these belong to individual hybridized DNA molecules, since our

tips are typically 20-50 nm wide.

CONCLUSIONS

We presented the coupled torsional cantilever to measure
the mechanical interaction between the sharp tip of the atomic
force microscope and the sample. Mechanical properties of
materials and individual molecules highly depend on the
physical and chemical properties. We used this fact to study
phase transitions of composite polymers with nanometer level
spatial resolution and observed the glass transition of submicron
polystyrene domains within the composite. Then we studied the
effects of hybridization of DNA molecules on the mechanical
properties of the surface and used this phenomenon to detect and
quantify hybridized DNA molecules. This technology shows
promise for nanomaterials characterization and highly sensitive
and quantitative biomolecular analysis.

REFERENCES

[1] A. S. Paulo and R. Garcia, “Unifying theory of tapping-mode
atomic force microscope” Phys. Rev B. 66, 041406(R) (2002).

[2] J. P. Cleveland, B. Anczykowski, A. E. Schmid, and V. B.
Elings, “Energy dissipation in tapping-mode atomic force
microscopy.” Appl. Phys. Lett. 72, 2613-2615 (1998).

[3] R. Hillenbrand, M. Stark, and R. Guckenberger, “Higher-
harmonics generation in tapping-mode atomic force microscopy:
Insights into tip-sample interaction.” Appl. Phys. Lett. 76, 3478-
3480 (2000).

[4] R. W. Stark and W. M. Heckl “Higher harmonics imaging in
tapping-mode atomic-force microscopy.” Rev. Sci. Instrum. 74,
5111-5114 (2003).

[5] O. Sahin, G. Yaralioglu, R. Grow, S. F. Zappe, A. Atalar, C.
F. Quate and O. Solgaard, “High resolution imaging of elastic
properties using harmonic cantilevers.” Sensors and Actuators A,

114, 183-190 (2004).

[6] M. Stark, R. W. Stark, W. M. Heckl and R. Guckenberger,
“Inverting dynamic force microscopy: from signals to time
resolved forces.” PNAS, 99, 8473-8478 (2002).

[7] O. Sahin, A. Atalar, C. F. Quate, and O. Solgaard, “Resonant
harmonic response in tapping-mode atomic force microscopy.”
Phys. Rev. B. 69 165416 (2004)

[8] T. M. Herne and M. J. Tarlov: Characterization of DNA
probes immobilized on gold surfaces. J. Am. Chem. Soc. 119,
8916-8920 (1997)

85



DISSIPATION IN SINGLE-CRYSTAL 3C-SIC ULTRA-HIGH FREQUENCY

NANOMECHANICAL RESONATORS

X. L. Feng,
1

C. A. Zorman,
2

M. Mehregany,
2

and M. L. Roukes
1

1Kavli Nanoscience Institute, California Institute of Technology, 114-36
Pasadena, CA 91125, USA

2Electrical Engineering & Computer Science Department, Case Western Reserve University
Cleveland, OH 44106, USA

ABSTRACT

The energy dissipation Q-1 (where Q is the quality factor) and

resonance frequency characteristics of single-crystal 3C-SiC ultra-

high frequency (UHF) nanomechanical resonators are measured,

for a family of UHF resonators with resonance frequencies of

295MHz, 395MHz, 411MHz, 420MHz, 428MHz, and 482MHz.

A temperature dependence of dissipation, Q-1 T 0.3 has been

identified in these 3C-SiC devices. Possible mechanisms that

contribute to dissipation in typical doubly-clamped beam UHF

resonators are analyzed. Device size and dimensional effects on

the dissipation are also examined. Clamping losses are found to be

particularly important in these UHF resonators. The resonance

frequency decreases as the temperature is increased, and the

average frequency temperature coefficient is about -45ppm/K.

INTRODUCTION

Nanoelectromechanical systems (NEMS) [1] have attracted

considerable research attention and NEMS based resonators offer

immense potential for applications such as ultra-sensitive force

detection [2], single-molecule mass sensing [3], and mechanical

computation [4] and signal processing [5]. In most of these

applications, operating at high frequencies provides a key

advantage allowing NEMS to surpass conventional solutions.

Hence, nanoscale devices and materials with large elastic

modulus-to-density ratio (E/ ) are being pursued. Using single-

crystal 3C-SiC as a structural material, beam-structured resonators

operating in the VHF, UHF, and microwave frequency bands have

been demonstrated [6], which are of particular interest for resonant

nanomechanical sensing applications. However, one known trade-

off is that the quality factor decreases as the resonance frequency

increases (i.e., as the devices dimensions are reduced in order to

increase the frequency) [6] — thus “Q-engineering” is crucial for

retaining high Q while scaling up the frequency. Although the

practical performance of these resonators very strongly depends

upon quality factors, the mechanisms of dissipation affecting Q’s

of nanomechanical resonators are still not well understood. It has

been qualitatively identified that surface roughness of SiC

structural layer can play an important role [6]. With recent

advances in ultrahigh quality large SiC crystal growth [7] and

surface roughness control [8], SiC promises to be one of the most

promising and practical materials for high-performance

VHF/UHF/Microwave NEMS. In this work, we report the first

systematic measurements and analyses of the dissipation

characteristics in several successive generations of single-crystal

3C-SiC UHF NEMS resonators.

EXPERIMENTAL DETAILS

By following a process specifically suitable for UHF SiC

NEMS [6], doubly-clamped beam resonators are nanofabricated

from a single-crystal 3C-SiC epitaxial layer grown on a single-

crystal silicon substrate by atmospheric pressure chemical vapor

deposition (APCVD), supported by newly developed surface

roughness control and improvement techniques [8]. Shown in

Figure 1 are SEM images of a typical UHF 3C-SiC resonator. The

doubly-clamped beam design simplifies understanding of device

size and dimensional effects, and also minimizes the influence of

complexities in, and variations from, the fabrication processes.

Metallization consisting of 10nm Titanium atop a 30nm Aluminum

layer is deposited onto the SiC structural material. This enables

patterning devices read out by magnetomotive excitation and

detection [6] of the beam resonance from the in-plane flexural

fundamental mode. Measurements are performed in a strong

magnetic field up to B = 8T, within a low-temperature cryostat

where the device is also secured in high vacuum ( 10-7 Torr).

Typical device dimensions are w=120nm, t=80nm (excluding

metallization layers), and l=1.55~2.65 m.

Figure 1. Scanning electron micrographs of a typical single-

crystal 3C-SiC UHF NEMS resonator. (main) Oblique view (scale

bar: 1 m) and (inset) Top view (scale bar: 2 m).

Network analysis techniques for two-port systems are used to

detect the magnetomotively-transduced signals from the devices

and to measure the resonance frequencies and quality factors.

Resonance signals of these UHF devices are diminutive and are

often easily overwhelmed by the embedding parasitic background

response arising from the detection system. It has been a

challenge to extract large and clean resonance signals out of the

electrical background response. We employ a balanced-bridge

detection scheme involving the use of pairs of impedance-matched

devices [6]. We further incorporate high-resolution bridge-

balancing and background-nulling techniques into the circuitry for

UHF NEMS resonance readout. These techniques typically allow

us to attain signal-to-background ratios (on-resonance to off-

resonance ratio) of 5~10dB (whereas previously only 0.1~0.5dB

were routinely obtained for UHF NEMS). Quality factors are then

reliably extracted from the clean resonance signals of the network

analysis measurements for each device under controlled
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experimental conditions. We note that the same quality factor can

also be extracted from time-domain ring-down process of a

resonator, albeit somewhat less conveniently than from the

frequency-domain power spectrum obtained by network analysis.
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Figure 2. Resonance signal of a 428MHz NEMS resonator, at

various magnetic field conditions, as measured by a microwave

network analyzer, utilizing detailed balancing and nulling

techniques with a bridge circuitry scheme. (inset (a)) The

magnetomotive damping effect. (inset (b)) A typical UHF

resonance signal over a 10MHz wide frequency span.

RESULTS AND DISCUSSIONS

Figure 2 shows the measured resonance signal of a 428MHz

device, with the background response nulled out, as the magnetic

field is ramped up from 0T to 8T. The resonance curves clearly

indicate an effective Q decrease with increasing magnetic field (as

the resonance is getting broadened). The measured dissipation Q-1

versus magnetic field is shown in the inset (a) of Figure 2 with the

quadratic fit in dashed line. At B = 8T, the signal-to-background

ratio is 8dB at the resonance peak. The inset (b) of Figure 2 shows

the resonance signal referred to the input of the preamplifier, in

which both the background signal and the resonance amplitudes

are shown in linear scale (in Volts, 8dB at peak if converted into

dB, exactly corresponding to the dB plot in Figure 2; but here in

the linear scale plot the absolute level of the flat background,

~2.25 V, i.e., -100dBm, is clearly indicated). The solid line from

a Lorentzian fit matches the resonance data over a 10MHz wide

span. This readily observed magnetomotive damping effect

originates from the fact that the electromagnetomotive force (emf)

voltage generated by the vibrating NEMS device in the B field,

creates a current as the device is in a closed circuit (with the

resistive elements of both the device itself and the measurement

system), and in the B field this current induces a force which

intends to oppose or damp the resonating device. This effect can

be modelled by a loaded Q due to the impedances forming a

closed circuit with the emf voltage in the detection system [9],

2

Re
1

11

ext

ext
m

device Z

Z
R

QQ

, (1)

in which Qdevice is the unloaded Q of the device itself;

Rm=Qdevice B2l2/(2 f0m) is the electromechanical resistance of the

device, with m the device mass and mode shape coefficient

=0.83086 for the fundamental mode; and Zext (seen by the emf

voltage in its closed circuit) is the impedance in series to Rm,

consisting of the DC resistance of the device, the impedance of the

coaxial cable and the input impedance of the preamplifier. Shown

in Figure 2 inset (a), the measured Q decrease versus B field,

fitting with Eq. (1), leads to an estimation of the unloaded Q of

Qdevice 2860 at ~20K.
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Figure 3. Measured dissipation as a function of temperature for

the selected 428MHz and 482MHz NEMS resonators. The dashed

lines show the Q-1 T0.3 approximation to guide the eyes. (inset)
Theoretical estimation of maximum possible thermoelastic

dissipation as a function of temperature.

To identify the temperature dependence of device dissipation,

feedback control of sample temperature is applied and for each

measurement, temperature fluctuation is limited to 1 mK, in order

to minimize the instantaneous resonance frequency variation due

to the temperature fluctuation. Figure 3 shows the measured

dissipation versus temperature for the 428MHz and 482MHz

devices, with all other parameters and settings kept the same and

leaving temperature the only variable. RF driving power (-33dBm)

with suitable bias field (B = 6T) is calibrated and applied to attain

large enough signals within the dynamic range in all the

temperature dependence measurements. The measured dissipation

increases with increasing temperature, with a power-law

dependence of roughly Q-1 T0.3. Note that the data are taken in

the range of T = 20~100K, which is limited solely by practical

limitations of our existing measurement system. Dissipation in

resonant nanodevices is complicated and associated with various

energy loss mechanisms. Hence, to understand the data requires

examinations of all dominant dissipation processes. Assuming that

the dissipation from different origins are uncorrelated, the possible

important mechanisms that may contribute to the measured

dissipation include the 3C-SiC structure layer’s intrinsic

dissipation Q0
-1, magnetomotive damping Qmag

-1, thermoelastic

damping Qted
-1, clamping losses Qclamp

-1, metallization layer

dissipation Qmetal
-1, surface losses Qsurf

-1, etc.,

surfmetalclamptedmag QQQQQQQ

1111111

0

. (2)

Here we neglect the effect of viscous damping in air since all our

measurements are performed with devices in high vacuum. The

aforementioned, easily observed magnetomotive damping effect

can be non-negligible but is readily modelled and identified.

The thermoelastic damping effect arises from the fact that

when the beam is deformed and is vibrating, the strain field is

coupled to local temperature field and vibratory mechanical energy

87



is dissipated through phonon relaxation processes to the

environment. Based on the theory and modelling of thermoelastic

damping in doubly-clamped beam resonators [10], we estimate the

upper limit of thermoelsatic damping in 3C-SiC devices to be

coscosh

sinsinh66
max

1
32

2

max Pted C

TE

Q

, (3)

where E, , , CP are the Young’s modulus, thermal expansion

coefficient, mass density, and heat capacity (per unit mass),

respectively. Here is a dimensionless variable representing the

relative magnitude of the characteristic size of the device (e.g.,

device width) versus the characteristic thermal relaxation length

(e.g., phonon mean free path). The upper limit of thermoelastic

damping, (1/Qted)max, independent of the device dimensions, occurs

for a system operating at =2.225. As plotted in the inset of

Figure 3, thermoelastic damping effect in the 3C-SiC NEMS

devices is not strong and could be neglected (still more than 2

orders of magnitude smaller than the measured dissipation). We

note that this estimation is based on the conventional view in

which thermoelastic damping is considered to be a bulk effect, and

the estimation relies on the available material properties.
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Figure 4. Experimental results of dissipation in several

generations of UHF NEMS resonators with dimensions and

operating frequencies scaled, all measured under the same

experimental conditions (the individual device characteristics are

listed in Table 1). The solid line is the approximate theoretical fit

based on the theory of elastic energy transmission from the

vibrating NEMS device to its clamping and supporting pads.

Table 1. Specifications of several 3C-SiC UHF NEMS resonators.

Scaling resonance frequency up to UHF range brings the

doubly-clamped beam length down to only 1~2 m (e.g., for a SiC

layer thickness ~100nm, and a lithography-process-determined

width which is typically 100nm~150nm), thus the clamping loss

can become important. Theoretical analyses predict that for the in-

supports follows Q

plane flexural mode of doubly-clamped beams, dissipation into the

ers made by evaporation, are not ideal and

alwa

clamp
-1 (w/l)3, where the coefficient is not

readily modelled [11]. The experimental data from a family of

UHF NEMS achieve quite sound agreement with the theoretical

prediction, as shown in Figure 4 (with the device characteristics

listed in Table 1). The close fit to Qclamp
-1 (w/l)3 not only

indicates that the clamping loss plays an important role that

increases with shrinking device dimensions (scaling up frequency);

but also suggests that relative role of the clamping loss to the total

dissipation, Qclamp
-1/Q-1, is about the same in these devices. It is

thus clear that the offset between the two data traces in Figure 3 is

due to the larger clamping loss in the 482MHz device than that in

the 428MHz device.

Metallization lay

ys possess internal friction, and thus also contribute to the

device dissipation. We analyze this by using the general definition

Q-1= W/(2 W), where W is the energy stored in the resonator and

W the dissipated energy per cycle, assuming that the energy

stored and dissipated can be split into corresponding portions in

the structural layer and metallization layers. For our flexural mode

doubly-clamped beams, we then obtain

i

TiAlSiCi
jj Et1 ,,

ikj ii

kk

ii QEt

Et

EtQ

1
1

,

1

, (4)

in which t , E are thickness, Young’s modulus of the layers

f the dissipation contributed by the

S s es from fact that surface atoms are

diffe

i i

(including SiC, Al, Ti), and Qi
-1 are the phenomenological

dissipation in each layer, respectively. The coefficients for the

dissipation in metallization layers are very small, 0.0543 and

0.0293, respectively. With the measured dissipation in deposited

submicron Al and Ti films from [12] (each having a plateau in the

interested temperature range), the estimated dissipation in

metallization layers is 5~6 10-6 (as listed in Table 2), still 1% of

the measured dissipation.

Table 2. Estimation o

metallization layers (Al and Ti) with the internal friction in these

evaporated metal layers.

urface los aris the

rent than those of the “bulk” and can therefore cause energy

dissipation — presumably through forming an additional energy

reservoir, or by mediating anharmonic mode coupling, or both.

Surface stress, adsorbates and crystal defects on the device surface

all may enhance such dissipation. Exact theoretical analyses and

models capturing the mesoscopic surface loss mechanisms have

yet to be clearly established and are likely often sample-specific

and dependent upon quasi-random surface conditions.

Nonetheless, intuitively one expects larger dissipation (lower Q’s)

when the device surface-to-volume ratio is increased. Experiments

show that for ultra-thin (t<<w) cantilevers, Q’s are roughly

proportional to the device thickness (in the regime where surface

losses are dominant, i.e., when the cantilevers are long enough).

This can be qualitatively explained by conventional macroscopic

theory based on the concept of a complex modulus (E=E1+iE2,

where E2 is the dissipative part) [13]. For the UHF NEMS devices

of very short beams, as shown in Table 1, the surface-to-volume

ratio 2(w+t)/(wt) does not change much (or almost remains the

same) because of fabrication process consistency and the

maintenance of relatively constant values for w and t. Thus,

surface losses in these devices should be approximately the same,

Device DimensionResonant

Frequenc

y (MHz)
l

( m)

w

(nm)

t

(nm)

Aspect

Ratio

(l/w)

Measured

Q-1

295 2.65 170 80 15.65 3.33 10-4

395 1.75 120 80 14.58 3.77 10-4

411 1.70 120 80 14.17 3.85 10-4

420 1.80 150 100 12.00 6.67 10-4

428 1.65 120 80 13.75 4.00 10-4

482 1.55 120 80 12.92 5.00 10-4

Metal Thickness
Young’s

Qfilm
-1 Calculated

Layer (nm)
Modulus

(GPa)
Dissipation

Al 30 68 1.0 10-4 5.43 10-6

Ti 10 110 2.0 10-4 5.86 10-6
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and the Q differences measured from these devices are still found

to be dominated by clamping losses. To estimate or determine the

absolute amount of surface loss, annealing and other surface

treatment techniques could, in future, be applied to test how much

dissipation might be reduced.

The above analyses show that the observed dissipation

temperature dependence Q-1~T0.3 within the temperature range of

these measurements can be ascribed to intrinsic dissipation within

the 3C-SiC material itself. Other important mechanisms (e.g.,

clamping loss) add to this intrinsic dissipation, without markedly

changing the temperature dependence. In principle, it may be

possible to develop an accurate model describing this temperature

dependence with a more detailed, atomistic understanding of the

mesoscopic energy dissipation nature within the single-crystal 3C-

SiC. The measurements of the temperature-dependent dissipation

in 3C-SiC shown herein may provide new insight into this

intriguing open question.
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CONCLUSIONS

We have investigated the dissipation in single-crystal 3C-SiC

nano
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ABSTRACT

This work investigates the effects of amplitude perturbations

on the frequency stability of Electrostatic MEMS resonators. As in

quartz, the activity limit, or maximum sustainable drive current

depends on the nonlinearities of the resonator and its quality factor

(Q). We find that at high activity the random amplitude

fluctuations get mixed into the phase noise of the oscillator,

causing frequency instability (phase noise). Using a Double-

Ended-Tuning-Fork (DETF) structure we verify the presence of A-f

(Amplitude frequency dependence) effect in MEMS resonators.

We find that the A-f coefficient in our low frequency test structure

is orders of magnitude higher when compared to quartz crystal

resonators.

INTRODUCTION

Electrostatically coupled micromechanical devices have

become a promising solution for frequency references and signal

processing applications in recent times [1]. Integration of these

micromechanical structures with on-chip CMOS circuitry

potentially leads to considerable size and cost reduction, making

them a commercially attractive and viable replacement for quartz

crystal technology.

Several efforts to commercialize electrostatic MEMS

resonator technology are currently underway. One of the most

promising applications of commercial interest is probably the

cellular communication business. MEMS resonator based

oscillators with frequency stability that satisfies the GSM standard

requirements have already been reported in [2, 3]. Other important

applications include networking and timekeeping. While some of

these applications focus on higher frequency resonators, low

frequency and flexural type resonators appear in a wide assortment

of resonant sensing applications including acceleration sensors,

mass sensors, etc.

For these applications, nonlinearities in the resonators limit

the ultimate frequency stability (or phase noise performance) that

can be achieved. In sensors, this stability is a measure of the

achievable resolution. Nonlinearities in quartz have been studied

and their impact on frequency stability of oscillators has been

discussed [4]. Perhaps the most important limitation on frequency

stability is dictated by the limitation on the ‘activity’ or power

handling, which is a measure of the useful signal strength that can

be sustained by these devices. At high amplitudes of oscillation the

nonlinearities can become considerable and cause Duffing type

effects. The broader term used for this effect in quartz literature is

A-f (Amplitude-frequency) effect. The generating mechanisms for

nonlinearities that can cause this effect in MEMS and a

mathematical description for power handling have been developed

previously [3, 5]. Nonlinear multiplication of low frequency

electronics noise into the close-to-carrier noise have also been

studied [6-8].

(a) (b)
Figure 1. a) Scanning electron micrograph of the top view of the

DETF resonator used in our experiments. The beam dimensions

used were L = 220 µm, w = 8 µm and t = 20 µm. The resonant

frequency of this resonator is ~1.3 MHz. b) FEMLAB simulation

showing the resonant mode shape of the structure.

In this work we focus primarily on the A-f effect, which

converts the amplitude noise into frequency noise, and at higher

amplitudes can even cause bifurcation instability [3, 5]. Analytical

models for the effect of this nonlinearity on the noise performance

of these oscillators will be presented, along with experimental

verification using a double-ended tuning fork resonator,

schematically shown in Figure 1. Methods for measurement and

quantification of nonlinearities and comparison with quartz will

also be presented.

AMPLITUDE NOISE vs. PHASE NOISE

In this section we describe the two kinds of noise in an

oscillator output, namely amplitude noise and phase noise. The

output voltage of an oscillator can be represented by

( ) ( )( ) ( )( )0 0cos 2= + π + ϕ
out N N

V t A a t f t t (1)

Here A0 is the average amplitude of the output signal and f0 is
nominal frequency of oscillation. aN(t) and N(t) represent the time
varying components of the amplitude and phase, respectively.
These components are considered as noise, because an ideal
oscillator would have constant amplitude A0 and phase varying at a
constant rate 2 f0. It can be shown that white noise power of the
amplifier electronics is equally partitioned into amplitude and
phase noise components [9].

The low frequency noise components, at fN << f0, of aN(t) and

N(t) are most important because they appear at f0 ± fN in the output
spectrum of the oscillator, and form the “close to carrier” noise.

In most commercial applications where these devices are used
as timing or frequency references, the amplitude noise aN(t) can be
ignored. As can be seen from (1), the amplitude noise by itself
does not affect the temporal position of the zero crossings of the
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signal where all the useful timing information is situated. Phase
noise N(t), on the other hand, affects only the zero crossings and
is hence a measure for the frequency stability of the oscillator.
Therefore, it is hence more relevant for timing and frequency
reference applications. Additionally, amplitude noise can be
removed, if needed, using simple amplitude saturation or hard
limiting of the oscillator output to remove amplitude fluctuations,
followed by filtering to remove the harmonics. Such a practical
method is not available for removing phase noise.

Because MEMS resonators have low intrinsic power handling
compared to quartz they almost always need to be operated close
to their nonlinear limits [3, 5, 6]. At such high amplitudes the A-f

effect becomes even more important. It is hence important to
design the sustaining circuit with stable amplitude at the input of
the resonator. In most cases this can be achieved by limiting the
amplitude of the AC voltage using a feedback loop and a variable
gain amplifier (VGA) or hard limiting with something similar to a
comparator.

AMPLITUDE-FREQUENCY DEPENDENCE

OR A-f EFFECT

It is widely mentioned in quartz literature that the A-f and
related effects limit the usable amplitude of resonator vibration [4,
10], defining the maximum signal strength available. In this
section, we give a mathematical description of this effect in MEMS
resonators. These models quantitatively describe the nonlinear
distortion of the resonator response [3, 5], thereby providing an
important design objective.

Since the dominant nonlinearities in these devices are of 2nd

and 3rd order in the restoring force, the amplitude-frequency
relationship will exhibit a parabolic dependence for high Q

resonators [11]. Ignoring thermal effects this can be represented by

2

0

d

f
I

f

∆ = κ (2)

where Id is the r.m.s. drive current through the resonator and is
called the A-f coefficient, consistent with quartz terminology.

MEMS resonators exhibit two kinds of nonlinearities –
electrical softening and mechanical stiffening [3, 5]. Quartz
exhibits only stiffening type nonlinearities. At low DC bias
voltages, the capacitive forces are weaker and the dominant
nonlinearities occur due to geometrical and material effects at large
displacements/strains. This causes mechanically induced stiffening
type A-f effect. At higher bias voltages the capacitive forces
become stronger and hence the electrostatic nonlinearities become
dominant. This causes electrically induced softening A-f effect.

Mechanical nonlinearities are similar to the kind seen in
quartz [4], where the resonator response bends toward the higher
frequency side. This is caused by mechanical stiffening of the
effective spring constant at higher amplitudes. This effect is shown
in Figure 2(a). The device used for this measurement was
fabricated using the epi-seal encapsulation process as discussed in
[12].

We can express the mechanical nonlinearity terms in the
system by looking at the higher order components in the
mechanical restoring (or spring) force, given by

3

1 3springF k x k x= − − (3)

where k1 is the linear spring constant, k3 is the 3rd order force
nonlinearity component and x is the beam displacement. The 2nd

order nonlinearity component has been ignored due to symmetry of
the structure. The negative sign here indicates the restoring nature
of the force. For this system the mechanical A-f coefficient is given
by [5, 11]

4

3

4 2 2 2

0

3

4
m

Bias

k d

m A V
κ =

ω ε
(4)

where d is the electrostatic gap size, m is the effective mass of the
structure, 0 is the angular frequency, A is the area of transduction
capacitance, and VBias is the DC bias voltage on the structure. This
effect may not be observed in devices with low Q or very small gap
size. This is because under these conditions the amplitude of
oscillation required for getting an amplitude based frequency shift
comparable to the bandwidth of the resonator becomes a larger
fraction of the electrostatic gap size. The system cannot be
modeled with 2nd and 3rd order nonlinearities alone in this case,
and higher electrostatic nonlinearities start to have an impact.
These electrostatic nonlinearities are always of the softening type,
making the mechanical stiffening effect impossible to observe.

Electrical nonlinearities make the effective stiffness of the
device smaller at high amplitudes, leading to a resonator response
that progressively bends towards the lower frequency side as we
increase the drive current. Figure 2(b) illustrates this effect. The
nonlinearities in the electrostatic forces are due to the change in
the gap size as the resonator vibrates. This can be accurately
modeled by looking at the higher order Taylor coefficients of the
expression for the force between the plates of a capacitor. Using
the third order nonlinearity term, the electrical A-f coefficient
becomes [5, 11]

4

0

1

2
e

m Ad
κ = −

ω ε
(5)

In this regime, is independent of the bias voltage. This
effect should be observed at high bias voltages in almost every
electrostatic MEMS resonator. It is also to be noted that the
models presented up to this point are not specific to flexural
designs but are valid for all types of electrostatic resonators.

STATIC MEASUREMENT OF A-f EFFECT

To measure the A-f coefficient using this method, we need to
measure the frequency shift as a function of the drive current level,
and extract the parabolic dependence coefficient. Figure 3 shows
the peak frequency plotted against the peak activity for different
regimes of operation in the resonators. The inset in this figure
shows the distortion in the response as we change the drive level
for this resonator. The device in this measurement is the same
design as specified before, but fabricated using the oxide seal
encapsulation process [13]. The device layer thickness was 20 µm

with an electrostatic gap size of ~ 2 µm.

DYNAMIC MEASUREMENT OF A-f EFFECT

An alternative way of measuring the A-f coefficient is using
dynamic measurements, a technique also used in quartz crystal
resonators [14]. In this method we connect the resonator in a self
oscillating circuit and modulate the amplitude of the voltage input
to the resonator at several test frequencies (fN << f0), looking for
phase perturbations in the oscillator output.

This technique has several advantages. First, it can be used to
isolate the thermally induced frequency shift effect from the
nonlinear effect to make a more accurate measurement of the
nonlinear properties. Second, since this is a small perturbation
experiment, we can verify whether the impact of random amplitude
perturbations in the real system can be completely explained from
this nonlinear effect. This is so, because these forced small
amplitude perturbations emulate the random amplitude
perturbations that would be present in a real oscillator more
accurately. Finally, since this measurement is done on an oscillator
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(a) (b)

Figure 2. Measured A-f effect in a DETF MEMS resonator. The

plots show activity (Idrive) as a function of frequency at a) low bias

voltage (13V) showing mechanical nonlinearities and b) at high

bias voltage (60V), showing electrical nonlinearities.

Figure 3. Static measurement of the electrical A-f coefficient. The

plot shows the peak frequency as a function of the peak output

current at different bias voltages. The dashed lines are parabolic

fits. It can be seen that a very good match of dependence is

observed with the model developed in equation (2). Also, as

predicted by equation (5), we find that the for the resonator

remains independent of bias voltage. The inset shows resonator

frequency responses with different activity levels at VBias=70V.

rather than a resonator, the measurement includes the effects of any
circuit non-idealities (like phase error) that may be present. Hence
it can be used to provide a figure of merit for the complete
oscillator circuit. Figure 4 shows a schematic of the oscillator
circuit used for this measurement and a picture of the PCB
fabricated for this circuit.

Without amplitude modulation at the input, the output
frequency spectrum of the oscillator would be a single peak at the
resonant frequency. However, when we introduce amplitude
modulation at the input at a frequency fN we see side-peaks at f0 ±

fN as shown in Figure 5.
The phase information of the sidepeak is not available in this

measurement. This means that the “Amplitude Noise (AN) – Phase
Noise (PN)” sidepeak could also be “PN – AN” depending on the
relative magnitudes. Hence, in order to extract the phase
perturbation component we look at both, the sum and difference of
the side-peak levels. A more precise method to do this is to use a
phase bridge as described in [14]. An extracted phase perturbation
level plot is shown in figure 6. It should be noted that this graph
does not plot the inherent random phase noise level of the
oscillator. This is the phase perturbation level due to the controlled

Figure 4. Circuit schematic and PCB of the oscillator. The

AD8036 is a clamping amplifier that limits the peak levels of vAC

to CL+ and CL-. Amplitude modulation of the resonator driving

current was achieved by superposing a small sinusoidal signal on

the CL+ and CL- voltage levels using simple bias tees.

Figure 5. Output spectrum of the oscillator with the resonator

input having amplitude modulation at 300 Hz. In this case where

is negative, the low frequency sideband can be shown to be the

sum of amplitude and phase perturbations and the higher

frequency sideband is the difference of amplitude and phase

perturbations. The inequality of sidebands confirms that amplitude

perturbations in the input cause phase perturbations, or that

amplitude noise is converted to phase noise due to the A-f effect.

amplitude modulation at the input, which is much higher than the
inherent random phase noise of the oscillator. Close-to-carrier
perturbation exhibits 1/f2 behavior which represents a constant
frequency perturbation at the modulation frequency. We can
estimate the of the device from the relative strength of the side-
peak level L(fm) in dBc, by

( ) 020log d d
m

m

f I I
L f

f

κ ∆= (6)

where fm is the amplitude modulation frequency. In this equation,
if Id is replaced by the random amplitude noise in the drive
current, we will obtain the phase random noise in the system. The
extracted value of from the dynamic measurements and
comparison with static measurements are shown in Figure 7.
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Figure 6. Phase perturbation levels extracted from the sidepeak

levels in the output spectrum (Figure. 5). The 1/f2 behavior close

to the carrier can be observed from this plot, consistent with the

model, as shown in (6). The different curves represent the phase

perturbation levels at different input AC voltages from 0.1 Vp to

0.5 Vp with a constant modulation voltage of 9 mV superposed on

it. The arrow points in the direction of measurements obtained for

increasing input AC voltages.

DISCUSSION

We found that the A-f coefficient of the DETF MEMS
resonator considered here is very large. This is representative of its
power handling capability, and such high numbers suggest that the
sustainable drive current is merely on the order of µA, even with a
Q of the order or 104, as found in [5]. By comparison, a 5-MHz
quartz AT cut crystal has ~ 10-13/(µA)2 [4] which is about 9
orders of magnitude lower than MEMS ( ~ 10-4/(µA)2). Hence,
quartz crystals can sustain drive currents of several mA even
though the quality factor is comparatively high, about 106.

As can be seen in equations (4) and (5), the coefficient in

MEMS resonators should decrease considerably as we go to higher

frequencies (ω0). For instance, a 100-MHz resonator built on a
similar process could have its A-f coefficient within approximately
an order of magnitude of quartz ( ~ 10-13/(µA)2 for a 100-MHz,

AT cut quartz [4] ). However, higher frequency structures tend to

be stiffer and need smaller gap sizes for their operation, which

would mildly counteract the benefit from higher ω0.

CONCLUSIONS

In this work, we demonstrated that amplitude noise in the
studied oscillator induces phase noise in presence of the nonlinear
A-f effect. A model for the A-f effect was derived and both static
and dynamic measurements on a double ended tuning fork
resonator were presented for verification.

It was also observed that the A-f effect in our MEMS test
structure was much stronger than in quartz crystals. We conjecture
that this disadvantage will be less pronounced in higher frequency
resonators.
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ABSTRACT

We demonstrate a MEMS-based, phase-shifting
interferometer (MBPSI) that is much faster than conventional
phase-shifting interferometers (PSI). For phase shifting, our system
employs a comb-driven vertically resonating micromachined mirror

illuminated by synchronized laser pulses ( =660nm). Our MBPSI
employs a four-frame phase-shifting technique (four CMOS-imager
frames per one profile measurement), at a rate of 23 profile
measurements-per-second (23Hz, 43.5msec per measurement). At
this rate, the MBPSI can continuously capture more than 500
profile measurements of a transient phenomenon over 21.7 seconds.
The MBPSI in Twyman-Green configuration has accurately tracked
in real time the fast-changing, transient motion of a PZT actuator,

within /110 ( 6nm).

INTRODUCTION

PSIs are desired for precision measurements of moving
objects, and increasing the PSI data-collection rate makes it
possible to observe faster motions. Our MBPSI system can capture
500 or more profile measurements of a transient phenomenon
continuously at a rate of 23 Hz. Besides sizably expanding the
range of PSI applications (for example, to transient optical
phenomena such as chemical diffusion, crystal growth, and
measurements of rapidly varying object temperatures [1-2]), the
MBPSI’s rapid measurement rate reduces the data noisiness caused
by low-frequency vibrations. Batch-fabricated, MEMS phase-
shifting components are not only faster, but also much more cost-
effective to fabricate and operate than are the piezoelectric
actuators that are now typical in PSI systems.

FAST PHASE-SHIFTING METHOD

Our phase-shifting technique (illustrated in Figure 1) is, in
principle, similar to that used to obtain a stroboscopic movie of a
periodically moving object.

Figure 1. Fast phase-shifting technique using our vertically

resonating micromirror and a pulsed laser diode: ‘ ’ indicates

when the laser pulse is flashed. In this example, there are four

phase steps; each frame of the CMOS imager integrates images

generated by four laser pulses flashed for each phase step.

In the MBPSI, we obtain stable interference patterns using a
periodically moving mirror and synchronized laser pulses. The

interference patterns corresponding to 0, /4, /2, and 3 /4 phase
shifts are captured in the CMOS-imager frames 1, 2, 3, and 4,
respectively [3]. In each frame, while driving a MEMS mirror at its
resonant frequency, we pulse the laser diode when the mirror is
displaced by the desired fraction of the illuminating wavelength
from its initial position. Because the integrating-bucket technique
for CMOS imagers requires that the movement of the phase shifter
be linear [3], we use the linear region of the mirror’s resonant

motion, which is in the beginning of each period, as shown in
Figures 1 and 5. When using this technique, the maximum profile-
measurement rate is equal to the CMOS-imager frame rate (fps)
divided by the number of phase steps required.

MEMS PHASE-SHIFTING MIRROR:

FABRICATION AND CHARACTERIZATION

The phase-shifting mirror measures 5 by 5 by 0.05 mm and
is micromachined using a fabrication method that we have
described earlier [4] and applied to produce high-precision torsional
microscanners (Figure 2).

Figure 2. Fabrication Process: The left column shows top views

while the right column shows cross-sectional views along the dotted

lines in our CMOS-compatible mirror-fabrication process. 1.
Grow 0.5- m thermal or low-temperature oxide (LTO). Using the

photolithography mask #1, pattern and remove the thermal oxide

selectively where fixed combs will be later fabricated; 2. Using

mask #2, create patterns of micromirror including moving and

fixed combs, flexures, and mirrors; 3. Use deep-reactive-ion-etch

(DRIE) to define the micromirror in the device layer; 4. Remove

the photoresist layer and deposit a very thin layer (~0.2 m) of

LTO; 5. Use timed-anisotropic-plasma etch to remove 0.2- m thick

LTO from the top-facing surfaces. Then use timed-anisotropic or

isotropic silicon-etch to create a set of vertically thinned combs;

and 6. Using mask #3, pattern and open the backside of the

micromirror. Release the devices in HF and perform critical-point

drying.

A new feature of our mirror design for the MBPSI is the
incorporation of stress-relieving beams which improve the flatness
of the mirror (Figures 3 and 4). We have measured the surface
profile of a representative mirror (of more than 100 that we have
produced) using a WYKO NT3300 (Figure 3) and determined that
its radius of curvature exceeds 20m, and its surface-roughness
values do not exceed 20nm. In order to time the laser pulses
precisely, the mirror resonance has been analyzed using a piezo-
based, calibrated stroboscopic interferometer (Figure 5) [5]. The
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measured resonant frequency and mechanical quality factor of the
mirror are 3.55 kHz and 63, respectively. When the mirror

achieves a resonant amplitude of 1.5 m (actuation

voltage=18Vac_p-to-p), the pulses (1- sec duration) for 0, /4, /2,

and 3 /4 ( =660nm) occur at intervals of 0, 10, 20, and 30 sec
(Figure 5). Dynamic deformation of the mirror, between the center
and the four corners of the mirror, within this linear region of

operation, is less than 6nm ( /110) (Figure 5).

Figure 3. WYKO profile measurement of fabricated MEMS mirror

Figure 4. SEM images showing the key sections of the phase-

shifting MEMS mirror

Figure 5 Resonant-motion analysis for our phase-shifting MEMS

mirror using calibrated laboratory Stroboscopic Interferometer –

Left: One full period of resonant motion, with the linear region

indicated by the red rectangle, Right: Linear region used for phase-

shifting (peak-to-peak deviation in position: < 6 nm) (*1-4: Please

refer to Figure 3.)

OPTICAL MEASUREMENT RESULTS OF MBPSI

The MBPSI in Twyman-Green configuration (Figure 6) has
tracked in real time the fast-changing, transient motion of a PZT
actuator [6]. The actuator was stepped at intervals of 100 nm every
0.5sec over a 6.478-sec period (150 profile measurements, Figure
7). The maximum frame rate of our CMOS-imager is 100 fps. We
ran the imager at a conservative 92 fps, reflecting a 23 Hz profile-
measurement rate. The transient measurement was precise to

within 6nm ( /110), lower than the 10nm-accuracy limit of the
PZT-actuator movement (from the readings of the PZT’s built-in
feedback position sensor), as shown in Figure 7.

Figure 6 MBPSI optical test setup (Twyman-Green configuration)

Figure 7 Section of a total 150 measurements made with our

MBPSI system showing a PZT actuator moving at a step of 100nm

every 0.5 seconds during the 6.478-second period (PZT movement

resolution: < 10nm from the readings of the PZT built-in feedback

position sensor)

CONCLUSIONS

We have demonstrated a fast, accurate, MEMS-based PSI,
which can continuously measure transient optical phenomena at
23Hz. We plan to report long-term repeatability, analysis for the
effects of various error/noise sources, performance in the presence
of mechanical vibrations, and new application(s) in our presentation.
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ABSTRACT

64x64 arrays of electrostatically actuated piston-tip-tilt
micromirrors are realized using a surface micromachining, 3-

structural-layer polysilicon process. Flat mirrors (λ/30 @1550nm

wavelength) 120µm in size and fill factor exceeding 98% have
mechanical resonance frequencies of 30KHz for both tip-tilt and

piston motion, with +/- 4 deg. mechanical tip and tilt and 5µm piston
continuous, controllable range under 110V. The design implements
four dual, rotational, in-plane, deep comb drives under each mirror,

with 0.5 µm critical features.

INTRODUCTION

High speed and high-resolution, ASIC-integrated spatial light
modulators (SLM) based on optical MEMS are enabling
components for communications, imaging and targeting applications
which require precise real-time control of the optical beam’s
wavefront to achieve maximal, aberration-free performance. State-
of-the-art segmented SLMs are currently limited to about 32x32-
mirror fast piston-only arrays [1-2], lower pixel count piston-tip-tilt
[3], or lower range piston or tilt, 200x240 metal mirror arrays [4].
The combination of piston-tip-tilt in each mirror would improve
considerably the phase-reconstruction fidelity [5]. The ultimate
specs for such SLMs include high-pixel-count arrays of flat mirrors
with 3 degrees of freedom -piston, tip and tilt- with continuous, large
displacements and fast response time. The combination of all these
characteristics makes the MEMS design and process implementation
a formidable challenge. Furthermore, the scalable integration (64x64
and larger arrays) with driving electronics puts a severe limit to the

maximum available driving voltage and hence, to the maximum
mechanical power that could be achieved in simple, parallel-plate
actuators, thus limiting the speed and the range of motion.

MICROMIRROR DESIGN AND PERFORMANCE

The design solution to the parallel-plate actuator limitations is
to exploit the third dimension: deep, dense, in-plane comb-drive
actuators. Our basic design is presented in Figure 1. It consists of
four dual, rotational, in-plane comb drives, each attached to an arm
that rotates out of plane. A flexible joint at the end of each arm
attaches to the mirror, allowing 3 independent degrees of freedom of
motion: bi-directional tip-tilt, and upward piston. The actuators are
densely packed under a high fill factor mirror array.

Figure 2 shows a SEM picture of the finished device
characteristics, e.g., the actuators under the mirrosr, back of the

arm / spring
layer

V=0

V

In-plane
combs

Routing
layer

(A)

(B)
FIGURE 1. Simulation image showing all four dual rotational in-

plane comb-drives actuated to produce upward piston motion (A)

Schematic of the actuation principle (B).

(A) (B) (C)

FIGURE 2. SEM image of a finished device (A) showing the four actuators under the mirror and (B) back of the monolithic mirror

showing the 4µm thick X-shaped strengthening member created by a trench in the sacrificial silicon oxide under it. (C) Interferometer

data showing mirror planarity and roughness. Most of the 50nm peak-to-peak topography comes from the non-optimized trench filling

process within the central region. The RMS roughness is 8nm including the strut print-through and less than 2nm without it. The 1.5µm-

thick mirror has been metalized with 40Å Ti / 400Å Au
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mirror, and front-of-mirror planarity.
Typical dimensions for the most relevant surface-

micromachined polysilicon structural layers are: combs 6µm tall

with 0.5µm wide fingers, spring-arm layer thickness of 1-1.5µm

with 0.5µm features, and a 1-2µm thick mirror with 0.5-2µm lateral
gaps. Low stress silicon dioxide with thickness ranging from 2 to

4µm forms the sacrificial layers between structural layers, for a

combined film stack of up to 17µm. A critical step in the fabrication
is the silicon dioxide filling and planarization of the high-aspect-
ratio combs, achieved by a controlled etch-back, re-deposition step
and chemical-mechanical polishing (CMP). The final polysilicon
layer forming the mirror is also partially planarized by a CMP touch-
up to achieve a flat, smooth surface. The structures are released in
vapor-phase-HF or in liquid HF (49%) and subsequently dried in a
supercritical point CO2 system. A blanket 40Å Ti / 400Å Au
reflective layer evaporation completes the device. After these steps
typically only 1 or 2 mirrors have been observed optically to be
stuck or damaged, out of the 4096 in early implementation of the
process.

This novel design has been implemented for both 64x64 and
256x256 array sizes in a 10-mask process using 248nm stepper
optical lithography, which provides uniform exposure of sub-micron
features across the array. Special care has been taken in the design
of alignment features throughout the process flow to guarantee
alignment accuracy better than 100nm between all layers.

This structure is currently being monolithically fabricated on a
wafer with Through-Wafer-Vias (TWV) to provide electrical
connection to the driving electronics chip (to be presented
elsewhere). Results presented here were obtained in a hard-wired
system, with an extra wiring layer replacing the TWVs and grouping
the mirrors in clusters of up to 64 elements.

Figure 3 shows the mechanical response of fabricated devices.
The resonance curves were fitted to a driven oscillator model in the
peak region to extract resonance frequencies of about 30kHz and
Q~2 for all three degrees of freedom, very close to the FEA
simulated values of 29.6KHz for tilt and 30.9 KHz for piston. The
lower frequency roll-offs are due to frequency-dependent damping
processes and will require further analysis. Note also the slight
inflection point in the angle/displacement versus voltage curves

showing a sub-quadratic behavior, a result of the onset of partial
disengagement in the rotational comb-drives.

CONCLUSIONS

We have presented an integration-ready, scalable MEMS SLM
mirror array. This work demonstrates a level of complexity never
achieved before in terms of the combination of the number of
degrees of freedom per chip, pixel speed, controlled motion range
and optical quality. Within this MEMS process platform,
simulations show that we can achieve 256x256 arrays with a spec of

10µs response time by increasing the spring stiffness (spring layer

~2µm) and increasing the actuator comb force by fabricating deeper

combs of 12µm, both well within our fabrication capabilities.
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PROXIMITY MODE INCLINED UV LITHOGRAPHY
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ABSTRACT

Proximity mode inclined UV lithography is a fabrication

approach enabling the single-mask realization of solid and hollow

three-dimensional microstructures of unusual shapes. Expanding

upon previous inclined exposure approaches, a defined gap

between the photomask and the substrate adds an additional degree

of freedom to generate different ray trace patterns in the

photoresist layer. The proximity approach can be used with both

front-side and reverse-side exposure approaches: the air gap is

controlled by spacers with different thicknesses between the

photomask and the substrate for front-side exposure, while UV

transparent glass of known thickness on the substrate prior to

photoresist deposition enables proximity reverse-side exposure.

With continuously varying air gap spacing, nozzles with various

orifice sizes of 0 m to 255 m, a height of 250 m, a side wall

tilting angle of 25 , a wall thickness of approximately 60 m have

been successfully fabricated using front-side exposure with an

incident angle of 45 and 50 m-diameter of clear circle mask

patterns. A horn shape has been achieved by reverse-side inclined

exposure using the same photomask patterns used in nozzle

fabrication.

INTRODUCTION

Placement of photomasks in proximity to, rather than in

contact with, the substrate has been widely used in standard UV

lithography to prevent contamination or damage of the mask or the

substrate [1,2] and for photoresist patterning on an uneven

substrate [3]. In conventional proximity patterning, since the UV

source is incident normal to the substrate, the transferred patterns

follow the photomask image in shape, potentially with reduced

resolution due to light diffraction at the edge of the pattern.

Recently, advanced UV lithography processes using SU-8

such as inclined exposure and reverse-side exposure have been

reported for complex three-dimensional (3-D) fabrication [4].

When the inclined exposure technique is utilized in a rotational

fashion, e.g. the substrate stage rotating during exposure, various

patterns of revolution can be produced.

In this paper, the inclined rotational exposure process has

been further advanced by exploiting the proximity scheme to

generate unusual 3-D patterns, which are different from the

original mask patterns. Since the proximity gap between the mask

and the photoresist plays an essential role to determine the

resultant 3-D image, the gap effects for 3-D patterning have been

investigated. To demonstrate its versatility, tapered micronozzles

and conical microhorns have been fabricated from front-side

exposure and reverse-side exposure, respectively. Mathematical

equations for resultant dimension as a function of gap and incident

angle have been provided and compared with the fabricated results.

PROXIMITY MODE INCLINED UV LITHOGRAPHY

Two types of proximity modes are illustrated in Figure 1.

Figure 1a shows an air gap inserted between the mask and the

substrate for front-side exposure. The gap can be controlled by

placing spacers of known thickness. A ray trace through a clear

window with a diameter of dm in the optical mask can generate a 3-

D nozzle latent pattern of revolution in the SU-8 layer after

inclined rotational exposure, while its geometrical dimensions can

be determined by the incident angle i, the refractive index of SU-

8 nSU-8( 1.67 [4]), the thickness of the photoresist layer t, and the

gap between the photomask and the substrate g, and are described

as follows:

doti: inner diameter of orifice tip= 2*g/tan i-dm (1)

doto: outer diameter of orifice tip= 2*g/tan i+dm (2)

dori: inner diameter of orifice root= 2*g/tan i-dm+2*t*tan r (3)

doro: outer diameter of orifice root= 2*g/tan i+dm+2*t*tan r (4)

r: refracted angle=sin-1(sin i*nair/nSU-8) (5)

Proximity patterning can be implemented for reverse-side

exposure by adding a known-thickness gap layer prior to SU-8

deposition as shown in Figure 1b, where both the substrate and the

gap layer are UV transparent, e.g. glass. However, the gap layer is

not limited to glass but can be UV-transparent polymer or ceramic.

The substrate has a prepatterned metal layer for a photomask,

having a clear open window. The resultant pattern after reverse-

side inclined rotational exposure will produce a horn shape.

Figure 2 shows structures fabricated from the same

photomask with 50 m diameter clear window patterns: (a) a

nozzle from front-side exposure, (b) a horn array with the lower

portion truncated by the gap layer from reverse-side exposure, (c)

a horn with a central column fabricated from additional vertical

exposure after reverse-side inclined rotational exposure using the

same mask.

As a reference, the contact mode structures are shown in

Figure 3: (a) a closed top conical shape from front exposure, (b) a

horn from reverse-side exposure, and (c) a multi-layer horn with

various exposure angles from reverse-side exposure. The tips of

the microcones or microhorns are the same size as the mask

pattern.

MICRONOZZLE ARRAY

By implementing continuously varying air gaps between the

photomask and the substrate, a micronozzle array with different

orifice sizes can be simultaneously formed as shown in Figure 4.

The gap of the leftmost side is set to zero and that of the rightmost

side has a spacer with a thickness of approximately 500 m. The

gap g is a function of the distance x from the leftmost side. Since

the mask width is 1” (=25.4mm), the gap is described as a function

of the distance:

g = 0.5x/25.4 0.02x (6)
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Figure 3. Contact mode inclined rotational UV lithography: (a) front-

side exposure, (b) reverse-side exposure, and (c) reverse-side exposure

with multiple inclined angles

The mask tilting angle m is approximately 2 and therefore

the overall nozzle shape is not noticeably asymmetric due to the

tilting gap. Figure 5 shows a fabricated micronozzle array with

various orifice sizes. The inner and outer orifice diameters of the

fabricated nozzles are calculated using Eq. (1) and (2),

respectively and compared with the measured ones as shown in

Figure 6. In the calculation, the nozzle width has been assumed to

be the same as the original opening diameter dm (50 m) in the

mask. Taking into account diffraction through the air gap, the

resultant wall thickness could be widened as much as 1 ~ 30 m in

the air gap range utilized [1], showing good agreement with the

measurement results.

CONCLUSION

We demonstrate that incorporated with inclined rotational

UV exposure, proximity lithography could produce solid and

hollow structures of revolution such as a nozzle or horn structure

from a single mask pattern. The proximity approach provides an

additional process parameter, i.e. gap, in addition to inclined angle,

refractive index of photoresist, and thickness of the photoresist of

inclined rotational exposure, for the fabrication of 3-D

microstructures. Both front-side and reverse-side exposure could

exploit the gap effects by changing the air gap between the

photomask and the substrate or by adding a gap layer between the

mask layer and the photoresist. A nozzle array with various orifice

sizes has been simultaneously obtained using a continuously

varying gap. The fabricated micronozzles or microhorns may have

potential for microfluidic, biomedical, or RF antenna applications.
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ABSTRACT

This paper explores the use of dielectric barrier discharge
(DBD) surface activated low-temperature wafer bonding in MEMS
device fabrication. A new high aspect-ratio MEMS technology
based on bonding two silicon wafers with an intermediate silicon
dioxide layer at 400°C is presented. This Silicon-On-Silicon (SOS)
process requires three masks and provides several advantages
compared with Silicon-on-Glass (SOG) and Silicon-on-Insulator
(SOI) processes, including better dimensional and etch profile
control of narrow and slender MEMS structures. This is
demonstrated by fabricating a 5 µm wide 30 mm long beam.
Additionally, by patterning the intermediate SiO2 insulation layer
before bonding, footing is reduced without any extra processing, as
compared to both SOG and SOI. All SOS process steps are CMOS
compatible.

INTRODUCTION

Deep Reactive Ion Etch (DRIE) is a proven technology for
creating high aspect-ratio structures. Silicon-On-Glass (SOG) [1]
and Silicon-On-Insulator (SOI) are widely used processes which
have been developed around DRIE [1,2]. In the case of SOG, a
glass substrate is recessed, a silicon device wafer is anodicaly
bonded to it, and MEMS devices are formed using DRIE from this
silicon wafer. However, glass causes problems during DRIE,
namely “footing” or “notching,” and overheating. Although
footing can be dealt with using shield metals [1], at the expense of
process complexity, there is no effective way of removing the heat
created during the etch because glass is a poor thermal conductor.
This problem is compounded by the fact that a backing wafer must
always be used because the glass is not strong enough to survive
the pressurized helium cooling in a typical ICP chamber. In the
case of SOI, already processed substrates, consisting of a silicon
film separated from a silicon wafer using an intermediate buried
oxide layer, are etched using DRIE and then released using an
isotropic etch of the buried oxide layer. Although overheating is no
longer a problem, the oxide creates the same footing problem as
glass. Additional processing can be used to solve this by etching
first from the back and removing the oxide layer underneath the
devices before DRIE [3]. Alternatively, footing can be reduced by
limiting the layout to having uniform width and varying the DRIE
process parameters [4].

This paper presents a new process for high aspect-ratio
MEMS devices based on low-temperature plasma activated fusion
bonding. An oxidized silicon wafer is patterned to form silicon
dioxide islands, and a second device wafer is bonded to it. DRIE is
used to form and release the mechanical structures. Silicon-On-
Silicon (SOS) processing has several advantages, when compared
to SOG and SOI. Because the oxide is patterned before DRIE,
footing problems can be minimized without additional fabrication
steps, and the need for wet etching of the oxide after DRIE is
removed; so the MEMS devices will not see any wet processing
after release. Additionally, when the carrier wafer is silicon, not
only is a backing wafer not needed, but also heating during etching
is reduced. Third, the carrier wafer can undergo standard micro-

fabrication technologies before bonding. Fourth, the thermal
mismatch between silicon and glass in the SOG process, which can
add a temperature component to precision sensors, is eliminated in
the SOS process where the carrier wafer is silicon. Fifth, the low-
temperature process allows the formation of buried feedthroughs
using a variety of materials, including metals. Finally, SOS does
offer the opportunity of achieving full integration because all
process steps are CMOS compatible.

FABRICATION AND RESULTS

In its simplest form the SOS process consists of three
masking steps. The process flow is shown in Figure 1. First, a 1µm
wet thermal oxide is grown and patterned using RIE. The oxide
serves as electrical insulation and bond sites for the device wafer.
Alignment patterns made from 250Å of evaporated chromium are
patterned on the back using lift-off. A thin 100µm electrically
conductive p++ silicon wafer is used for eventual creation of the
MEMS devices. This wafer is dipped in BHF and rinsed in DI
water. Both wafers are then pretreated using dielectric barrier
discharge (DBD) atmospheric pressure N2 plasma in a S SS
MicroTec nanoPREP 200 system. The DBD method is described in
Figure 2. The plasma is created with a 400W AC bias and scanned
across the wafers at a gap of 300 µm, while 50 slpm N2 flows
between the electrodes. Plasma treatment creates molecular level
surface modifications which increase the surface tension and make
silicon hydrophilic [5]. The carrier wafer is megasonically cleaned
and dried in a S SS MicroTec CL200 cleaner, while the more
fragile device wafer, which is only 100µm thick, is hydrated in DI
water for 5 minutes and blown dry with nitrogen. The two wafers
are bonded in a S SS MicroTec SB6e substrate bonder and
annealed at 400°C for 4 hrs while applying a pressure of 300 Torr.
The devices are released using DRIE in a Surface Technology
Systems ICP-RIE chamber.

A SEM of a fabricated die, consisting of two comb-drive
resonators and two Pirani gauges, is shown in Figure 3. The same

Figure 1. SOS process flow



mask set was used to make the same devices with the SOG
process. The glass was recessed by 8µm before bonding.
Additionally, both processes used the same DRIE recipe. The glass
substrate was mounted on a silicon wafer for structural support
during DRIE with thermally conductive grease. A close-up photo
of one of the Pirani gauges is shown in Figure 4a SOG and Figure
4b SOS. The Pirani gauge, which consists of 30mm long
10x100µm beams with a 5µm gap, did not survive the SOG
process, which produced a yield of zero. The heat generated during

Figure 5. SEM of the bottom of comb fingers made using SOG
(a) and SOS (b) The device made using SOG is severely over-
etched, while the SOS device shows a nice etch profile with mild
footing.

DRIE causes the thin long beams of the Pirani gauge to be
completely undercut and etched away.

Adhesive tape was used to break off the released resonators
to expose the bottom for inspection. A SEM close-up of the bottom
of the comb fingers is shown in Figure 5a SOG and Figure 5b
SOS. The comb-fingers made using SOS show very mild signs of
footing due to a nearby oxide island. However their etch profile
turned out as expected, while the SOG comb fingers have been
severely consumed by the uncontrollable etch due to overheating.
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Figure 2. Dielectric Barrier Discharge creates a uniform plasma
discharge due to a high frequency AC voltage applied between
two electrodes. The discharge is scanned across the wafer
surface. This process does not affect sensitive substrates.

Figure 3. SEM of the fabricated SOS die. It consists of two comb
dive resonators and two Pirani gauges.

Figure 4. Close up photograph of one of the Pirani gauges made
using SOG (a) and SOS (b). Devices made with SOS survive
whereas the devices made with SOG are over etched due to the
trapped heat during DRIE. The dark spots in A constitute areas
where the underlying shield metal has been burned due to the
intense heat.
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ABSTRACT

This paper reports on a multilayer micro-electrochemical

impedance spectroscopic ( -EIS) sensor with an integrated planar
Ag/AgCl reference electrode that has been fabricated using MEMS

technologies. The -EIS sensor is used to detect and characterize
ionic transport across nanoporous membranes. The microfabricated

multilayer -EIS system consists of integrated nanoporous

membranes, working, counter, and reference electrodes. The -EIS
sensor is tested for ionic flow through nuclear track-etched
polycarbonate nanoporous membranes with pore diameters of 800,

220, 50, and 10 nm. For validation, the -EIS performance is
compared to a macroscale 3-electrode electrochemical cell. The
electrolyte is an aqueous solution of potassium phosphate
(KH2PO4) of varying concentrations. Equivalent circuit modelling
results are reported and these capture the trends displayed by the
experimental results. Use of a Warburg impedance and the
constant phase element (CPE) in modelling helps predict the mass
transport limit for these sensors and accounts for the non-ideal
capacitive behavior observed for these membranes.

INTRODUCTION

The ability to monitor ionic transport across nanopores is
important for a variety of scientific and technological reasons,
including the development of synthetic constructs mimicking ion-
transport in biological channels [1], single molecule detection [2],
and the development of molecular gates controlling separation of
attomolar concentrations [3]. Macroscale electrochemical
impedance spectroscopy (EIS) typically uses samples and
electrodes with several cm2 of area and cannot have electrodes
placed near the nanopores. Thus, detecting and characterizing ionic
transport across a few nanopores at a known transmembrane
potential is difficult, often yielding extremely poor signal to noise

(S/N) ratio for systems such as molecular gates [3]. In -EIS, the
electrodes can be located relatively close to the nanoporous
membrane. Also, with greatly reduced sensor size, small changes
in ionic current can be detected with a reasonable S/N ratio.
However, device integration challenges such as incorporating
ideally polarized working and counter electrodes with an ideally
non-polarized on-chip reference electrode must be addressed. Also,
the relative location and dimensions of the electrodes must allow

for accurate transmembrane potential measurements. Thus, a -EIS
sensor needed to be developed that can provide rapid and direct
characterization of translocating ionic species through nanoporous
membranes without the need for amplification, chemical

modification, surface adsorption, or binding agents. The -EIS
impedance data gives magnitude and phase information along with
I-V characteristics, thus also providing insight into the interaction
between the translocating ions and the electric double layer (EDL)
within nanopores due to the interplay between the surface zeta
potential and the ionic charge of the electrolyte. Developing a
system in which nanopore impedance can be measured accurately
will help develop in-situ monitoring of nanopore electrokinetic
flows.

EXPERIMENTAL DETAILS

A microfabricated multilayer -EIS system consisting of
integrated nanoporous membranes, and working, counter, and
reference electrodes is shown in Fig. 1. The schematic represents
an assembled device. A 1000 Å thick sputtered Au layer, serving
as the cell electrodes, is patterned on a 100 mm Si wafer, and a
polyimide layer is spin-coated to serve the dual role of providing
electrical isolation for electroplating the Ag layer and adhesion
between the die stack. Double-sided photolithography and DRIE
yields four 18 x 16 mm Si dies that are used to assemble the multi-
layer stack with the nanoporous membrane sandwiched in
between. Device assembly requires several alignment and bonding
steps. The various layers are bonded using a commercial adhesive
and the process for applying and curing the adhesives has been

reported previously [4]. The electrodes are located ~500 m from
the membrane for accurate measurements of voltage drop across
the membrane. A planar Ag/AgCl reference electrode [5] is
incorporated to provide on-chip reference. The formation of the
reference electrode with the appropriate chemical structure is
verified by XPS (Fig. 2).

Figure 1: (A) Schematic of an assembled -EIS system showing
the working, counter and reference electrodes, and the sandwiched
nanoporous membrane. (B) An SEM image of the nanoporous
membrane is shown along with digital photographs of individual

dies in (A). (C-D) SEM images of Au and Ag/AgCl electrodes.
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RESULTS AND DISCUSSION

Impedance data is collected for varying salt concentrations of
monobasic potassium dihydrogen phosphate (KH2PO4) in an
aqueous solution. The thickness of the EDL can be estimated by
using equation 1, which is valid for dilute solutions [6].

czxD
71 1029.3 (1)

where, -1
D is the inverse Debye length (~ the thickness of the

EDL) predicted by the Gouy-Chapman model, z is the valence of
the ion and c the bulk concentration of electrolyte solution.
Equation (1) shows that with decreasing concentration the EDL

thickness increases. For validation of the -EIS measurement,
impedance measurements are conducted on a macroscale 3-
electrode electrochemical cell with 800 nm pores in polycarbonate
track etched (PCTE) membranes. Figure 3 shows the comparison

between the macroscale EIS measurement and the -EIS system. It
is seen from Fig. 3 that impedance data matches well from about
100 kHz to approximately 5 Hz. At low frequencies the magnitude

of the measured impedance for the -EIS is about 3 times lower.
The observed large differences seen at low frequencies can be
possibly attributed to leakage current through the Si substrate.
Figure 4 shows a comparative Nyquist plot for the 10 nm and the

concentration. The 10 nm pores display a mass transport limit
indicated by the 45° line at low frequencies. At 1 mM salt with
overlapping EDLs, the concentration impedance for the 10 nm
pores increases by almost 2.4 times at low frequency (<1 Hz) and
the imaginary part of impedance shows an increase of about 31%
in comparison to the 100 mM case. Equivalent circuit modelling is
carried out to estimate a possible electrical circuit that would better
elucidate the physics of nanopore ionic transport. The presence of
a Warburg impedance indicates that hindered ionic transport
occurs in the 10 nm pore, and its absence till about 0.1 Hz for the
800 nm at 100 mM indicates normal electrokinetic flows without
interacting EDL’s.
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ABSTRACT
Thermally responsive polymer solutions have previously

been used in microchannels with integrated heaters for active
valving. In addition, passive flow regulation based on viscous
heating in microchannels can be achieved under constant flow rate
and constant pressure drop conditions. In the case of pressure-
driven flow through a microchannel, we demonstrate for the first
time that viscous heating can cause periodic gel formation leading
to pulsatile flow with no need for moving parts or active
components. This is a unique concept for passive microflow
regulation showing such a performance.

INTRODUCTION
Microflow control is an important field of research driven by

the demands of microfluidic applications such as ink-jet printing
and lab-on-a-chip devices for biochemical analysis and DNA
sequencing. While ink-jet print heads require very fast acting
valve mechanisms that operate at the order of 1 kHz, the flow
control requirements of Micro Total Analysis Systems can be very
diverse. In addition to fast and reliable valve actuation, passive
flow control or flow control in response to changing environmental
variables can be very attractive for such systems in order to
efficiently manage biological and chemical samples.

For this purpose, Fréchet, [1], Beebe [2], and others have
synthesized temperature, pH, or glucose sensitive polymer
structures that are anchored inside microchannels; these materials
swell and block the channel in response to changes in the
environment. We demonstrate a fundamentally different concept
for automatic flow rate control based on the reversible phase
change of a thermally responsive polymer present in the flow.
Valving occurs in a straight section of a flow channel, where
viscous heating triggers the heat-induced gelation of the fluid,
which can lead to total blockage of the flow passage or to periodic
velocity fluctuations.

RESULTS AND DISCUSSION
The viscosity of dilute (~10%) aqueous solutions of the

biocompatible polymer Pluronic F127 (BASF) increases with
temperature until the solutions reversibly solidify. This phase
change occurs over a temperature change of only 0.5ºC. The gel
formation temperature is a function of polymer type and
concentration. We previously demonstrated an active microvalve
for Pluronic solutions using integrated heaters in microchannels
[3]. Here, we demonstrate and explain passive flow control using
dilute Pluronic solutions. These mechanisms allow self-regulating
valves or valves that respond to changes in ambient temperature.

The simple flow channels (cross section: 100 µm x 100 µm)
used for passive valving were etched into silicon using DRIE and
were covered with glass. The high shear rate xv d/d regions
along the channel walls can produce significant viscous heating

. In cases where the ambient temperature is close to the
gelation temperature of the Pluronic solution, viscous heating can
cause local gel formation on the channel wall. The subsequent
flow regime, either channel blockage or velocity fluctuations,
depends on the mechanism that drives the flow, controlled flow
rate or controlled pressure drop respectively.

2

In the case of controlled flow rate, gel formation on the
channel wall reduces the cross sectional area of the flow channel,
which increases the shear rate in the flow. This leads to more
viscous heating and to more gel formation until the entire channel
is blocked as mentioned in [3].

However, a different mechanism occurs if a controlled
pressure drives the flow. Here, the presence of gel on the channel
wall increases the flow resistance of the channel, which reduces
the flow rate and therefore the shear rate in the flow as shown in
Fig. 1. This leads to less viscous heating so that the heat can
dissipate into the substrate and the gel becomes liquid again,
which can result in flow fluctuations. Figure 2 shows video
frames of an 18 % Pluronic solution driven through a
microchannel at controlled pressure. The flow gels periodically on
the walls and becomes liquid with a time period of 2.2 s.

Figure 1. Schematic of gel formation in the channel due to shear-
induced viscous heating.

Digital particle image velocimetry (DPIV) results for
pressure driven flow (Figs. 3 and 4) show that the flow
fluctuations are more pronounced slightly below the gelation
temperature (22°C), while the shear thinning properties of the fluid
can lead to a different kind of flow instability above the gel point.
The time period of velocity fluctuations from all 18 experiments
was 4.00.2p

s.
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Figure 2. Video frames of seed particles in a Pluronic solution,
driven through a microchannel at constant pressure.

Figure 3. Velocity fluctuations for pressure-driven flow of a
Pluronic solution in a microchannel at different temperatures.

This new flow control mechanism is possible because of the
particular rheology of Pluronic solutions that are shear-thinning
and thermo thickening. In particular, it can be shown that at
controlled pressure, the amount of viscous heating as a function of
the diameter of the open channel D and the fluid viscosity
scales as , while at controlled flow rate viscous heating
goes as . A related but fundamentally different kind of
shear-induced flow instabilities has been observed previously for
the more conventional case of thermo thinning fluids [4].

/~ 2D
6/~ D

The velocity profiles in Fig. 4 show the effects of the
particular properties of the Pluronic solutions. Below or at the gel
formation temperature (15.0°C and 21.0°C) the velocity profile is
parabolic suggesting that the solution is still behaving primarily as
a Newtonian fluid. Above the gel temperature (22.0°C) the
velocity profile is flattened and appears plug-like showing the
effects of shear-thinning along the channel walls. However, at still
higher temperatures some seed particles assemble into extended
strings of particles on the walls oriented along the channel axis.

Figure 4. Velocity profiles from DPIV of a Pluronic solution
through a microchannel at different ambient temperatures.

CONCLUSIONS
We demonstrated a new concept for passive microflow regulation
that leads to a unique pulsatile flow rate. This can be very useful
for Micro Total Analysis Systems in order to effectively manage
biological and chemical samples. This concept is mechanically
robust because it does not include movable parts. At a fixed
temperature, the automatically generated flow fluctuations can be
used for controlled dosage of chemical compounds or biological
samples transported with the Pluronic solutions. In addition,
microflow regulation can be achieved in response to temperature
variations, which can be useful to control the flow rate of a reagent
in response to heat production in an on-chip reaction chamber.
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ABSTRACT

This paper describes the controlled coalescence of liquid
droplets in air by acoustic directional ejections and its application
to micromixing. We intentionally created an asymmetrical electric
field within the piezoelectric transducer to produce lopsided
acoustic waves, which were focused on the liquid surface to
obliquely eject nanoliter droplets. Effective micromixing was
carried out in air through the continuous flight and rotations
(16,000 rad/s) of the coalesced droplet. This digital fluid
manipulation by directional droplet ejections allows complex
analyses at high throughput and is practicable to versatile life-
science applications.

INTRODUCTION

The interest in on-chip biochemical analysis systems is
growing rapidly, because they offer a fast, efficient and low cost
assay. Rapid and homogenous mixing of two or more fluidic

species is essential for these micro total analysis systems ( TAS).
However, in a conventional microfluidic system, laminar flow
occurs due to a low Reynolds number. Diffusion, dominant at the
microscale, can take a relatively long time and decrease the overall
system efficiency. In order to enhance the mixing performance,
several passive micromixing methods have been developed by
inducing chaotic advection and creating laminar shear, which
require relatively long channels to lead the flow to a chaotic state
[1].

Here we report the coalescence of liquid droplets in air
resulting from acoustic directional ejections and its application to
active mixing. This digital fluid manipulation by directional
droplet ejections will be useful not only for micromixing but also
for deoxyribonucleic acid and protein microarrays and other
microfluidic applications.

DESIGN AND FABRICATION

A single directional ejector consists of an acoustic transducer
and a lens [2]. By focusing acoustic energy on the liquid surface,
acoustic radiation pressure acts to overcome the restraining force
of surface tension and expels the droplets from an open space
without any nozzle. To generate directional ejections, an
asymmetrical electric field was intentionally created within the
piezoelectric layer to produce lopsided acoustic waves (Fig. 1). A
lead zirconate titanate (PZT) transducer with both top and bottom
electrodes patterned into a sector shape was used in our design.
Acoustic waves were only produced from the regions covered with
patterned electrodes, resulting in uneven acoustic pressure
distributions on the liquid surface.

Among the various patterns investigated, it was found that
sectors with larger angles would incur lesser tilting for directional
ejections, while smaller angles would suffer from severe electric
fringing fields and consequent unstable ejections. There existed a
tradeoff between directionality and stability, and a 90o sector was
observed to be the optimal design. Four ejectors were coordinately
arrayed on a single chip to target one spot in the center with
multiple liquids.

To fabricate the device, we first sectored top and bottom

nickel electrodes on a 127- m-thick PZT. Parylene was then
deposited and patterned as the lens structure with photoresist as the
sacrificial layer. After release, we adhesively bonded the PZT

substrate to silicon wafers on which the 800- m-deep (matching
the lens focal length) reservoirs were microfabricated. Fig. 2 shows
the photos of the fabricated PZT ejectors and silicon chambers
before they were adhesively bonded together, and Fig. 3 shows the
finished device in a dual-in-line package.

RESULTS AND DISCUSSION

We first tested the performance of two ejectors (Ejectors 1
and 2) using water as the medium (Fig. 4). Two droplets (80 m in
diameter) broke off simultaneously from their own bulk liquids
200 s after the rising edge of an applied pulse. They then
approached each other at a speed of 2.3 m/s. At around 1100 s,
they arrived at the same place in air at the same time and coalesced
into one larger droplet. The coalesced droplet kept on traveling
with no velocity along the x direction. Although the droplet size

(80 m) is much smaller than the distance between the two ejectors
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Figure 1. Schematic diagram of directional acoustic ejector array.

Figure 2. Photos of (a) ejector array and (b) chamber array.
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(2 mm), the two droplets still meet in a three-dimensional space
because of the same ejection speed and precise directionality.

The ejection sequences of Ejectors 2 and 4 show the
coalescence from another angle (Fig. 5). Coalescence was achieved
by the sufficient collision kinetic energy to expel the air layer
between the two colliding surfaces. The coalesced droplet
continued to travel in air with the following characteristics. First,
its gross traveling trajectory is in the additive direction of its
composing droplets. Because the two composing droplets have the
same density and size, this phenomenon is a consequence of the
conservation of momentum. Second, as its airborne travel
continues, the coalesced droplet rotates repeatedly with a
periodicity of 400 s and a rotation velocity of 16,000 rad/s.

To demonstrate that more than two droplets can be merged
in air, we actuated the four ejectors on a chip. The four droplets
were created simultaneously, moved toward the center along the
matched directions, and joined together in air to form a single
coalesced droplet (Fig. 6).

The rotating characteristics of the coalesced droplet can be
applied to micromixing for the following benefits. First, by mixing
reagents in air without long channels on a substrate, the lab-on-a-
chip real estate is greatly reduced. Second, through the active
rotations after the coalescence, mixing is achieved more efficiently
than by passive diffusion. To illustrate the mixing effect, two
different mediums (water and red ink) were ejected by two
separate directional ejectors. Because it was relatively difficult to
perform mixing analysis for airborne droplets from the side-view
micrographs, we examined the droplets collected on a glass slide
placed 2-cm above the device (Fig. 7). With a rotation velocity of
16,000 rad/s, the airborne droplet (containing the two liquids after
the coalescence) was vigorously mingled through rotations of
about 30 rounds before it was collected on the glass slide. The
droplet homogeneity exhibited the excellent mixing by the precise
directional ejections and the continuous flight and rotations after
the coalescence.

CONCLUSIONS

We have demonstrated the controlled coalescence of liquid
droplets in air and its applications to micromixing. Not only can
the directional ejectors dispense nanoliter droplets of aqueous and
non-aqueous fluids, it can also eject fluids with solid particles in
various oblique angles for droplet coalescence and micromixing in
air. This droplet dispensing method is capable of targeting a same
spot in air with combinations of different reagents either
concurrently or sequentially. A more flexible microfluidic system
can be further constructed with arrays of multi-directional ejector
having a set of electrically-tunable sector electrodes. Because of its
high throughput, positional accuracy, and repeatability, directional
acoustic ejection is suitable for many other applications, ranging
from drug discovery to combinatorial chemistry.
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ABSTRACT

We present an overview of recent work to develop chip-

scale atomic devices such as frequency references and

magnetometers. These devices take advantage of advances over

the last ten years in the fields of micro electro mechanical systems

(MEMS), precision atomic spectroscopy and semiconductor lasers.

The convergence of processes and techniques from these three

disparate areas allows for highly compact, low-power sensors with

exceptional sensitivity and stability. We will discuss in detail

several important ongoing activities in our laboratory including

recent advances in alkali cell fabrication and new physics package

designs for chip-scale atomic clocks and magnetometers. Finally,

we discuss opportunities related to the coupling of resonant,

magnetic microstructures to atoms for highly compact, low power

sensor applications.

INTRODUCTION

Instruments based on precisely measured transitions in atoms

include clocks [1], magnetometers [2, 3], gyroscopes [4, 5],

accelerometers [6] and RF power meters [7]. Many of these

instruments provide, or have the potential to provide, the most

sensitive measurements of basic quantities (time, magnetic field,

angular rotation rate, linear acceleration) available. However, in

their most precise form, they are typically large and complex, and

require several person-years of effort to construct. A key challenge

in moving these instruments into widespread use in applications is

miniaturization, and the associated gains in power consumption

and cost. MEMS micromachining appears to provide an excellent

avenue for achieving this miniaturization and enabling precision

instrumentation in the increasing spectrum of portable, battery-

operated systems.

The development of chip-scale atomic clocks, for example,

has progressed rapidly from concept [8] to component-level

demonstration [9] to subsystem demonstration [10, 11] to

prototype [12]. Physics packages for chip-scale atomic

magnetometers have also been demonstrated [13] and it is

anticipated that even more atom-based sensors and instruments

could be miniaturized using MEMS technology. We describe here

one possible approach that may find general use in achieving these

goals.

ATOMIC SPECTROSCOPY

Atoms in the gas phase hold a somewhat unique position in

the world of precision measurement because of several important

properties. First they are fairly simple quantum mechanical

systems, with energy spectra composed of a few well-separated

states rather than a continuum found in many solid-state systems.

Particularly important for spectroscopic purposes are alkali atoms,

which have a single valence electron. Because high interaction

energies are required to perturb a closed electron shell, almost all

properties of the atoms are determined by the position and

orientation of the valence electron with respect to the nucleus.

We may consider a somewhat generic situation in which

atoms at room temperature are confined in an otherwise evacuated

volume and subjected to an external magnetic field (see Figure 1).

In this case, four properties of the valence electron in the atom

almost completely determine the energy spectrum: the mean

distance of the electron from the nucleus, its orbital angular

momentum about the nucleus, the orientation of the electron spin

with respect to the nuclear spin and the orientation of the electron

spin with respect to the external magnetic field. Transitions

between these electron states can be excited by electromagnetic
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Figure 1. (a) The internal state of the atom and orientation in

an external magnetic field (B0) determine its energy. (b)
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fields with a frequency equal to the energy difference between the

states divided by Planck’s constant, h. Typically, transitions

between states involving the electron-nucleus distance and orbital

angular momentum are excited by optical fields with frequencies

above 100 THz. Transitions between orientations of the electron

spin with respect to the nuclear spin are excited with microwave

fields in the 1-10 GHz range. And transitions between orientations

of the electron spin with the external magnetic field are induced

with RF fields below 1 MHz, for magnetic fields less than 100 T.

Alkali atoms in the gas phase can be made to interact only

weakly with their surroundings; the random perturbations of the

atomic energy levels in this case are rather small. As a result, the

level energies are very well defined, as are the frequencies of the

electromagnetic fields that connect any two levels. It is therefore

possible to obtain detailed information about the internal state of

the atom by measuring the frequency of the transition precisely.

Alternatively, the universal and long-lived nature of the internal

states can be used to stabilize the frequency of an external

oscillator and make a precise and/or accurate frequency standard.

MEMS ALKALI CELL FABRICATION

Perhaps the most significant technological advances so far in

enabling MEMS-based atomic devices are methods for fabricating

highly miniaturized evacuated cells containing vapors of alkali

atoms. The difficulty here is in maintaining a very pure

environment inside the cell. This is required to prevent

contaminants from reacting with the alkali atoms and from

perturbing their energy levels. Traditionally, vapor cells for almost

all atom-based instruments have been fabricated either with ultra-

high vacuum technology or by using glass-blowing techniques, in

which discrete glass elements are fused and shaped by heating the

material to near its softening point. The difficulties with this

process are that the resulting cells tend to be fairly large, difficult

to integrate with other components, and are usually made one-by-

one resulting in high cost.

MEMS-based assembly processes promise to revolutionize

the way in which alkali atom cells are fabricated and used. Perhaps

the simplest design [9], is shown in Figure 2. In this design, a hole

is etched in a Silicon wafer and glass wafers are bonded to the top

and bottom surfaces, forming an empty cavity. Alkali atoms are

then confined in this sealed volume, along with a controlled

environment such as a pure buffer gas, which lengthens the

coherence time of the alkali oscillating moment by preventing

frequency collisions with the cell walls.

The processes by which alkali atoms are introduced into the

cell vary substantially. Pure alkali elements are metallic substances

for which a vapor phase coexists with either a solid or liquid phase

at room temperature. The atoms in the vapor phase are those that

have the properties necessary for precision spectroscopy. But since

the vapor phase is present whenever the solid or liquid exists,

Alkali material can be directly deposited into cell as a solid or

liquid under a controlled environment such as that produced inside

a glove box or anaerobic chamber [9, 11, 14].

It is also possible to fill the cells in a manner similar to

conventional glass-blowing, in which a filling tube is connected to

the cell interior through a hole in one of the glass surfaces [15, 16].

The cell can then be evacuated with a vacuum pump and alkali

atoms distilled into the cell with thermal gradients. A third method

involves a chemical reaction to produce the pure alkali metal. This

reaction can be carried out either inside the cell before it is bonded

[9] or in an external ampoule with an opening placed near the cell

opening [17]. Waxes have also been used to seal cells closed once

the alkali atoms have been distilled into the interior volume [18].

Compact systems for confining laser cooled atoms at microKelvin

temperatures are also under development [19].

A new technique being developed at NIST that shows

considerable promise for wafer-level batch fabrication is the

evaporative deposition of CsN3 into the cell preform, followed by

ultra-violet dissociation of the azide material into Cs and N2 after

sealing [20]. This technique allows a careful control of the final

buffer gas (N2, in this case) pressure in the cell through the

adjustment of the time the cell is subject to the UV light. This

could be used to advantage in fabricating temperature-

compensated cells with two or more buffer gases. Finally, a

technique based on diffusion of alkali atoms through the glass

windows at high temperature has is also under development [21],

which may enable very low-cost cell production.

A common advantage of all of these schemes, in addition to

the capability for small sizes, is the possibility of fabricating large

numbers of vapor cells with the same process sequence on a single

wafer. A conceptual view of how a final wafer of cells might look

in shown in Figure 3.

PHYSICS PACKAGE DESIGNS

The integration of the MEMS vapor cells with miniature

optical components provides an interface that connects the atomic

states and coherent oscillation with the outside world. Transitions

in the atoms are excited with a modulated laser field [22], which

can be decomposed into components of an optical spectrum that

differ in frequency by the modulation frequency. This combination

of spectral components allows a wide range of atomic transitions

to be excited. A single spectral component, tuned into resonance

with an optical transition in the atoms, will excite transitions

between atomic energy levels with different electron-nucleus

Alkali atoms

Buffer gas

Excite/detect atoms

Glass

Glass

Silicon

Hole

Bond

Bond

~ 1 mm

Figure 2. Design of a MEMS-based alkali atom vapor cell for

chip-scale atomic devices.

Figure 3. Conceptual implementation of wafer-level cell

fabrication.
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separation and/or orbital angular momentum. A combination of

two spectral components can excite microwave and RF transitions

in atoms through the fundamental nonlinearity of atomic systems

[23]. A nonlinear resonator, driven by two fields with differing

frequencies, can be made to oscillate at the sum or difference of

those frequencies. Parametric amplification is one example of this

process. When atoms are illuminated by two optical fields

therefore, a coherent oscillation can be excited at the difference

between the frequencies of those fields; the amplitude of this

oscillation is particularly large if the difference frequency

corresponds to a natural resonance in the atoms.

A typical physics package, therefore, consists of a modulated

diode laser, some optics to adjust the light intensity, polarization

and divergence to suitable values, a vapor cell, and a

photodetector, that detects the transmitted optical power [10, 13].

A geometry typical of most of NIST’s physics packages is shown

in Figure 4(c). The physics package in this case is a passive

device: it takes as its input a signal from an external oscillator and

generates an output that depends on the difference between the

frequency of the input signal and that of the atomic resonance.

NIST has recently demonstrated a chip-scale atomic clock

physics package integrated with a compact, low-power oscillator

based on a micro-coaxial resonator. Both the physics package [10]

and local oscillator [24] are similar in structure to ones described

previously. The integrated subsystems are shown schematically in

Figure 4(a). The atomic resonance, as measured by the modulated

diode laser, is shown in Figure 5(a) and the stability of the

compact local oscillator, both when it is free running and when it

is locked to the physics package, is shown in Figure 5(b). A

compact control system has also been designed; the layout is

shown in Figure 4(b). It is based on a microprocessor, which

implements the four main servo systems required to run the clock.

These servo systems actively stabilize the laser temperature, the

cell temperature, the laser frequency (optical tuning) and the LO

frequency. The microprocessor is interfaced with the physics

package and local oscillator through an analog interface circuit.

The main electrical connections between the different subsystems

are shown in Figure 4(c).

Complete chip-scale atomic clock prototypes, which include

not only the physics package and local oscillator but also compact

implementations of the control system needed to run them have

been demonstrated recently [12]. These devices have a volume

near 10 cm3, require approximately 200 mW of electrical power to

operate and achieve a short-term fractional frequency instability of

a few parts in 1010 at one second of integration. While the long-

term frequency instability has not been well characterized in these

systems, a recent experiment has demonstrated that MEMS-based

alkali vapor cells are capable of supporting an instability below

10-11 at one hour of integration and 10-10 at one day [17]. It appears

likely that commercial systems with the specifications above and

with steerable 10 MHz output will be available in the 1-2 year

timeframe. This will represent an improvement by an order of

magnitude in size and by over an order of magnitude in power

dissipation from the current state of the art in compact atomic

clocks.

Further miniaturization to 1 cm3 and power reduction to near

30 mW also seems feasible. Physics packages dissipating less than

10 mW of power [11] and local oscillators dissipating below 5

mW have already been demonstrated [24]. It remains to develop a

suitable compact, low-power control system and integrate all

subsystems together.

Chip-scale atomic magnetometers have recently emerged as

another type of sensor enabled by MEMS-based alkali cell

fabrication. While atomic clocks are based on atomic transitions

Physics PackageLocal Oscillator

Figure 4. (a) Chip-scale atomic clock physics package and

local oscillator integrated on a single substrate. (b) Control

electronics design. (c) Schematic indicating major CSAC

subsystems and interconnections.
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that are first-order insensitive to magnetic fields, chip-scale

magnetometers use transitions whose frequencies depend on

magnetic field. The first chip-scale magnetometer, demonstrated at

NIST in 2004 [13], achieved a sensitivity of 40 pT/ Hz at a

frequency of 10 Hz. Subsequent table-top experiments have shown

that magnetic sensors incorporating MEMS-based vapor cells can

achieve a sensitivity near 1 pT/ Hz at 10 Hz. This sensitivity is

comparable to that achieved by fluxgate sensors but the atom-

based device offers the advantages of being non-magnetic and of

measuring the magnitude of the field, rather than the component

along a single axis. The scalar nature of atomic magnetometers

makes them largely insensitive to rotation and therefore suitable

for use on moving or vibrating platforms.

The magnetometer described in Ref. [13] had a bandwidth of

approximately 20 Hz that was limited by magnetic fields produced

by the thin-film resistive heaters used to heat the cell to its

operating temperature. The current running through the heaters

was modulated at 40 Hz to move the effects of the associated

magnetic field out of the low-frequency band where the sensor

operated. However, considerable improvement in the bandwidth

could be obtained with a MEMS-based cell heater that generated a

magnetic field below 1 pT while producing 50 mW of heat from a

3.3 V supply.

DIRECTLY COUPLED ATOM-MEMS SYSTEMS

In the work described above, MEMS techniques are used

primarily for confining the atoms to a small volume. However, it is

also conceivable that the quantum states of atoms in a vapor could

be altered or probed with a MEMS device directly. Consider, for

example, the experimental arrangement shown in Figure 6. Here a

mechanically resonant microcantilever with a magnetic tip is

coupled to an ensemble of atomic spins in an external magnetic

field through their collective magnetic moment. Both the

cantilever and the atoms have independent resonant frequencies:

the cantilever’s is determined by its geometry and material and the

atoms’ is determined by their magnetic moment and the applied

DC magnetic field. If the cantilever is caused to oscillate at its

resonant frequency, the motion of the cantilever tip causes an

oscillating magnetic field at the location of the atoms. If the DC

magnetic field is such that the atomic precession frequency

(typically ~ 10 GHz/T for alkali atoms) is equal to the frequency

of the cantilever motion, this oscillating magnetic field can excite

a coherent spin precession in the atoms. Alternatively, if the atoms

are caused to precess by some other means, the cantilever can act

as a very sensitive detector for the atomic motion. It may even be

possible for the coupled resonator/atom system to oscillate on its

own if the coupling could be made strong enough. Such a

possibility was investigated theoretically Bargatin and Roukes in

Ref. [25].

In some ways this idea is similar to recent work on the

detection of single atomic spins embedded in solids using

magnetic resonance force microscopy [26]. While the spatial

resolution of this type of detection is superior in solid-state

systems due to the highly localized nature of the spin, it may be

that longer coherence times can be attained in atomic vapors due

to the very weak interaction of atoms in the vapor phase with their

surroundings. We anticipate that a device such as that shown in

Figure 6 could be used as a very compact, sensitive magnetometer

by comparing the atomic precession frequency, which is

proportional to the magnetic field, to the cantilever resonant

frequency.

CONCLUSIONS

We have described in this paper an overview of some recent

efforts to develop MEMS-based devices based on precise atomic

transitions. The use of MEMS fabrication techniques offers the

potential for small size, low power dissipation and parallel

processing of many units for low cost production. Chip-scale

atomic clocks are well under development. Most of the underlying

physics and fabrication issues have been addressed and

commercial devices are expected to appear soon. Physics packages

for chip-scale atomic magnetometers, utilizing the same cell

fabrication technology and with sensitivities in the range of

1 pT/ Hz also seem feasible. Initial demonstration devices have

yielded promising results. Finally, a scheme for the direct

excitation and/or detection of atomic spins with a magnetic,

mechanically resonant microstructure is proposed.
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ABSTRACT

Abstract— The design, creation, and demonstration of a singlet

oxygen generator (SOG) that operates on the microscale are

presented. The micro singlet oxygen generator ( SOG) chip

creates singlet delta oxygen (O2(
1 )) in an array of packed bed

reaction channels fed by inlets with pressure drop channels to

equalize flow. An integrated capillary array separates the liquid

and gas byproducts, and microscale cooling channels remove

excess heat of reaction. The fabrication process and package are

designed to minimize collisional and wall deactivation of O2(
1 ).

Flow behavior and capillary separation are characterized over a

range of plenum (gas outlet) pressures and feed rates. The testing

setup enables measurement of O2(
1 ) via optical emission

measurements and mass spectrometry. Spontaneous decay of the

O2(
1 ) molecule into its triplet state is observed, confirming the

production of O2(
1 ).

Index Terms— singlet oxygen, Chemical Oxygen Iodine Laser

(COIL), MEMS

INTRODUCTION

Singlet delta oxygen, O2(
1 ) or spin-excited molecular

oxygen, is valuable as a reactant for organic synthesis and as an

energy carrier for the Chemical Oxygen-Iodine Laser (COIL).

COIL is attractive for applications requiring very high average

powers, light weight, and overall system compactness. COIL

provides a promising alternative to CO2 lasers for industrial

machining. A lower emission wavelength (1.315 m vs. 10.6 m

for CO2) results in more efficient coupling to metals, reducing the

power needed for welding and cutting. The lower wavelength also

results in smaller spot size, so COIL systems offer higher

machining resolution, and enables fiber-optic beam delivery for

greater flexibility. In a flowing gas laser such as COIL, the waste

heat flows out with the reactant exhaust gas stream so the laser

average power is not limited by cooling, as are most high energy

solid state lasers. The COIL system is scalable to average power

output in excess of 1 MW.

COIL systems are chemical lasers in which iodine acts as the

lasing species [1]. Population inversion of the gain medium is

sustained by collisions between ground state iodine atoms (I(2P3/2))

and O2(
1 ). O2(

1 ) is a metastable molecule which may be

synthesized through the highly exothermic multiphase chemical

reaction of gaseous Cl2 with an aqueous mixture of concentrated

H2O2 and KOH, commonly referred to as basic hydrogen peroxide

(BHP). The laser application of O2(
1 ) generation requires a high

yield to sustain laser emission, where yield is defined as the

fraction of product oxygen in the O2(
1 ) state. High conversion of

Cl2 to O2(
1 ) is achieved by effective mixing of the gas and liquid

reagents. Once produced, singlet-oxygen may deactivate into

ground-state oxygen by gas-phase collisions with water vapor,

other oxygen or helium diluent molecules, and by heterogeneous

collisions with either solid- or fluid surfaces. Thus, the reactor

design must provide large surface areas for initial O2(
1 )

generation, balanced by subsequent rapid separation of gas and

liquid phases, while maintaining low pressures (~50-250 torr) to

minimize homogeneous deactivation and low temperatures (< 0oC)

to minimize water vaporization and subsequent deactivation. The

present work shows that the challenges of high yield, thermal

management, and product separation can be successfully addressed

by a MEMS-based approach to O2(
1 ) generation.

Before continuing the discussion of SOG development, it is

useful to define the excitation states of molecular oxygen

discussed. An oxygen molecule has four electrons in its outer p-

subshell. The O2(
3 ) state (“triplet” or ground state oxygen) has

three electrons in one spin state and the fourth in the other, while

the O2(
1 ) state has two electrons in each of the ‘spin up’ and

‘spin down’ configurations [2]. The near resonance between

O2(
1 ) state and the I(2P1/2) state of atomic iodine makes O2(

1 ) an

ideal pumping source for laser emission.

Generation of O2(
1 ) for COIL was first demonstrated by

McDermott et al. in 1978[1]. Cl2 gas was bubbled through an

aqueous solution of 90% wt H2O2 and 6M NaOH in a sparger at a

flow rate of 6000 sccm, producing singlet delta oxygen. After

passing through a cold trap to remove moisture and unreacted

chlorine, the product gas was injected into a mixture of I2 and Ar.

The yield obtained was approximately 40%. The system was

cooled by a combination of dry ice and ethanol. McDermott’s

method was successful, but it is limited by significant deactivation

of O2(
1 ) gas before separation from the liquid phase. Subsequent

SOG configurations have employed either jets of BHP droplets

mixed with Cl2 [3] or rotary SOG configurations [4]. In rotary

SOGs a film of BHP on the surface of a rotating wheel is exposed

to a Cl2 stream, resulting in O2(
1 ) production at the interface.

However, these configurations have their limitations: a small gas –

liquid contact area for rotary SOGs, and a large volume for the jet

configuration. The present work demonstrates that arrays of

Solid-State Sensors, Actuators, and Microsystems Workshop
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MEMS-based SOGs can address the shortcomings of these

previous designs, thus providing greater O2(
1 ) flow per unit

volume.

This paper first presents a conceptual discussion of SOG

operation and details of the device design. The packaging scheme

and testing rig are then summarized. Flow functionality of the chip

was demonstrated for a variety of gas and liquid feed rates.

Experimental results that confirm the production of singlet delta

oxygen are presented, and comparisons with macro-scale SOGs

are made.

SOG CONCEPT

SOGs typically produce O2(
1 ) by mixing gaseous chlorine and

BHP, according to the chemical equation

. (1))(O2KClO2HCl2KOHOH 1

22222

Often the Cl2 is mixed with a buffer gas (He or N2) in order to

raise the total pressure of the stream. After generation, O2(
1 ) may

be deactivated by several mechanisms, the most prominent being

collisions between O2(
1 ) molecules,

, (2))(O)(O)(O)(O 3

2

1

2

1

2

1

2

and wall interactions

. (3))(Owall)(O 3

2

1

2

Because reactants are distributed between two different phases,

maximizing the contact area between gas and liquid phases is

critical to obtain high yields. Previous studies have shown that

microreactors offer advantages with respect to mass and thermal

transfer characteristics [5]. The SOG maximizes contact area

between phases by conducting the reaction in an array of packed

bed reaction channels. Pressure-drop channels located upstream of

each packed bed aid in equalizing gas and liquid flow throughout

the microdevice.

Figure 1. (Top) A simplified 3D cutaway of the SOG device,

showing bifurcated inlets, pressure drop channels, reaction

channels, and capillary separator array. (Bottom) The lower

wafer contains gas bifurcations, cooling channels, and

inlet/outlet ports.

A previous analytical study evaluated the feasibility of

microscale O2(
1 ) generation [6]. Using standard MATLAB

numerical simulation techniques and estimates of physical

parameters, key SOG dimensions and operating points were

optimized. The optimum device dimensions (with respect to the

estimated parameters) included a reaction channel length of 0.516

cm, 0.25 cm long pressure drop channels, a 1 cm section for gas

and liquid flow distribution, and an optimal He:Cl2 flow rate of

175 sccm. The dimensions employed in the present SOG mask

design were largely based on the results and conclusions of this

study.

DEVICE DESIGN AND FABRICATION

The SOG consists of a two-wafer silicon stack capped by a

Pyrex layer. The upper silicon layer contains symmetrically

bifurcated BHP inlets and pressure drop channels to distribute the

reactants evenly across the chip, an array of 32 reaction channels

to enable the multiphase reaction of BHP and Cl2, and a capillary

separator array to remove spent BHP and waste products. The

pressure drop channels have a width of 25 m and a depth of

approximately 20 m. The reaction channels are each 6.1 mm

long, 630 m wide, and 300 m high. They contain posts of

diameter 70 m and pitch 90 m, which increase the contact area

between gas and liquid phases. This post-bed configuration is a

two-dimensional approximation of a conventional packed-bed,

providing reduced pressure drops while alleviating the need for

subsequent packing of reaction channels. The separator contains

approximately 10,000 20 m holes which remove the liquid

effluent via capillary forces [7].

The lower silicon layer contains cooling channels to remove

heat generated during the reaction, enabling low-temperature

operation, along with supporting structures: inlets, outlets, and

bifurcated gas distribution. The 19 cooling channels are of width

300 m and height 300 m. The BHP and Cl2 inlets are 1 mm in

diameter; all other inlet and outlet connections are 2 mm in

diameter. Finally, the chip contains a thermocouple port for in situ

temperature monitoring. The die size was set at 3.6 cm x 2.8 cm to

accommodate packaging. The features on both layers were created

using a deep reactive ion etch (DRIE) process.

Starting materials for the SOG were two 625 m thick <100>

DSP silicon wafers purchased from Silicon Quest (San Jose, CA)

and one 625 µm thick Pyrex wafer obtained from Bullen

Ultrasonics of Eaton, OH. First, a 0.5 m silicon dioxide

protection layer was grown on each wafer by thermal oxidation. A

nested mask was used to create 20 m deep pressure drop

channels, 350 m high posts, and the separator bed on the reaction

chamber wafer. Next, a wet oxidation step was used to grow a 0.5

m protective oxide layer over the posts. This layer prevented

erosion of the posts during subsequent long DRIE steps. The

capillary holes were formed by lithographically patterning the

wafer backside and DRIE. Finally, all remaining thin films were

removed from both sides.

The first step in creating the lower wafer was the deposition of a

4 m PECVD oxide hard mask on both surfaces. Photoresist was

spun onto both sides of the wafer, and cooling channel and

inlet/outlet patterns were patterned in the films on the top and

bottom surfaces, respectively. DRIE was used to form the cooling



channels and liquid waste collection area on the top surface.

Finally, flow inlets and outlets were etched in the backside by

DRIE. Selected fabrication cross sections for both wafers are given

in Fig. 2.

TABLE I

EXPERIMENTAL CONDITIONS

Parameter Value

He Flowrate 37 sccm

Figure 2. SOG fabrication process: (gray denotes SiO2, black

denotes resist) Reaction wafer— (a) reaction channels are

patterned in SiO2 and resist layers, (b) & (c) nested mask

process creates pressure drop and reaction channels, (d) SiO2

protection layer grown over features, (e) separator holes and

inlets are pattern and etched from the backside. Cooling wafer—

(a) front and backside features patterned with resist and SiO2,

(b) & (c) a silicon dioxide layer is used as a hard mask to etch

features on both surfaces.

Reaction Wafer

Cooling Wafer

13 sccmCl2 Flowrate

BHP Flowrate 1 ml/min

BHP Delivery Pressure 40 psig

Plenum Pressure 100 torr

Separator Pressure 20 torr

Chip Temperature 3 C

BHP Supply Temperature -10 C

After removing the remaining films from the cooling wafer, the

stack was fusion bonded. Following bonding, the stack was

annealed in N2, and 0.4 m PECVD Si-rich nitride was deposited

on it. The nitride forms a protective layer over the reaction wafer

surface as well as the sidewalls of the capillary separator features

and inlets, preventing the BHP from attacking the silicon during

operation. Finally, the Pyrex wafer was anodically bonded to the

stack and the chips diced.

PACKAGING

The finished chips were packaged using teflon tubing and

fiberglass-reinforced epoxy. Teflon connections were chosen to

give the setup flexibility and to minimize alignment issues.

Stainless steel Swagelok ferrules were used to hold the tubing in

place prior to gluing. The BHP inlet was connected to 1/16”

tubing. All other connections were made with 1/8” teflon with the

exception of the gas outlet, which was connected directly to a

quartz optical cell for O2(
1 ) detection.

A significant issue when selecting packaging materials was

minimizing deactivation of O2(
1 ). Glass surfaces are particularly

attractive for the gas outlet, owing to a wall deactivation

coefficient that is half that for the best metals and an order of

magnitude lower than teflon [8].

EXPERIMENTAL SETUP

Because of the toxic and corrosive nature of chlorine gas and

hydrogen peroxide, all experiments are performed inside a

ventilated cabinet. As shown schematically in Figure 4, mass flow

controllers regulate both helium and chlorine supply to the SOG.

A second helium flow is employed to pump BHP from a

thermostated reservoir to the SOG. The helium pressure (and thus

the BHP flow rate) is regulated by a pressure controller. After

flowing through the chip and separator, the BHP is collected in a

second thermostated reservoir. Both reservoirs were maintained at

temperatures of -10oC - -20oC to minimize BHP decomposition.

Ensuring that the BHP is properly cooled is critical for safety; at

temperatures above 50C, H2O2 decomposition is accelerated and

the solution can be explosive. Before reaching the vacuum pump,

both lines pass through liquid nitrogen cooling traps in order to

condense water vapor and unreacted chlorine. The gas outlet is

also connected to a mass spectrometer through a 189 m diameter Figure 3. Photograph of a completed chip
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glass capillary line, allowing sampling of a portion of the plenum

stream. The entire setup is served by an external chiller (Julabo,

Allentown, PA), which circulated a silicone-based cooling fluid

through the chip and both the BHP supply and collection

reservoirs.

Prior to operation with Cl2 and BHP reagents, the SOG flow

functionality was investigated using inert He and distilled (DI)

water. The two functionalities of primary importance are (i) gas-

liquid hydrodynamics in the packed-bed reaction channels, and (ii)

extent of liquid removal by the capillary separator. Both are

critical to device performance, as the former directly effects the

rate of O2(
1 ) generation, and the latter impacts O2(

1 ) yield.

Two unique modes of gas-liquid flow were observed in the

present device. At low to moderate gas and liquid flows, a steady

flow pattern is observed, in which the liquid flows continuously as

a wetted film along both the channel walls and partially wets the

posts, while the gas flows through the remaining voids. Once

developed, gas-liquid interfaces remained stationary with the

majority of reactor volume being gas, resulting in limited

interaction of the two phases. At high gas and liquid flow rates, the

gas-liquid interface begins to fluctuate rapidly, resulting in an

unsteady liquid flow which may enhance gas-liquid mixing. The

former, steady flow, was observed under all reacting conditions

investigated.

The capillary separator performance was also investigated using

He and H2O. The separator operates on the basis of liquid capillary

pressure; during operation the 20 m holes are filled with liquid,

which is driven through the holes and out of the chip by an

imposed pressure drop. The capillary pressure of the liquid film

resists flow of gas through these same holes, thus effectively

separating the two phases. It was observed (shown in Figure 5)

that as the liquid flow increases, the necessary capillary pressure

drop likewise increases. As separator pressure decreases, the

required pressure drop across the separator also increases.

Although it is relatively straightforward to confirm O2(
1 )

generation, quantitatively measuring the yield is a significant

challenge. Typically SOG performance is determined in the

context of a complete COIL system; heuristics are used to estimate

yield from output power along with various losses and efficiencies

in the system [9]. Out of the array of methods of measuring and

quantifying yield [4,10,11], one of the simpler options was chosen.

Production was confirmed by observing the O2(
1 ) dimer

emission, which appears as a pink glow. The number of O2(
1 )

molecules in a given volume can be calculated by measuring the

spontaneous emission produced by the O2(
1 ) - O2(

3 ) transition at

a wavelength of 1268 nm. The chlorine utilization, or percentage

of chlorine converted to oxygen, can be determined via mass

spectrometry. These two measurements were used together to

calculate O2(
1 ) yield.

The emission measurement was done on a 4 cm x 1 cm quartz

Figure 6. Illustration of emission measurement concept

Figure 4. Schematic of experimental apparatus

Figure 5. Map of capillary separator performance

functional

not functional

Figure 7. (Background) pink glow from O2(
1 ) dimer emission.

(Foreground) Superimposed image of SOG.
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Figure 8. IR Spectra from SOG showing peak from

O2(
1 )- O2(

3 ) transition

cuvette (Starna, Atascadero, CA), which was connected directly to

the SOG gas outlet. An Ocean Optics (Dunedin, FL) NIR512

InGaAs array spectrometer was used to analyze photons from the

spontaneous emission. Light was relayed from the cuvette to the

spectrometer by focusing optics. A lens (f/# 1.9) was placed 13.1

cm from the cuvette and 8.1 cm from the spectrometer’s fiber

input. The emission setup, described in Figure 8, was calibrated

using an infrared LED. Sample gas for the mass spectrometer was

collected through a glass capillary connected to the plenum line.

The signal was calibrated using an 80%:20% He:O2 tank, with

other conditions matching those of the experimental run.

TESTING

Prior to testing, the BHP solution is prepared within the supply

reservoir as follows. First 20 ml of a 50 wt% aqueous H2O2

solution (Aldrich) is chilled to -20oC in the jacketed reservoir.

Then, 20 ml of a 50 wt% aqueous KOH solution is slowly added,

such that the mixture temperature never exceeds 10oC. Significant

heat is released upon mixing of KOH and H2O2, and thus care

must be taken to avoid overheating of the BHP solution. When

complete, the BHP reservoir is sealed and pressurized with He to

initiate BHP flow through the SOG. He flow is then initiated

through the chip, and the separator and plenum pressures are

slowly lowered to 100 and 80 torr respectively. When the

pressures are stable and the separator is working properly, the

chlorine flow is introduced in pulses of several minutes duration

each. Table 1 summarizes the test conditions. A visible pink glow

from the dimer emission, shown in Figure 7, is observed in the

chip’s capillary separator. The emission measurement was made

2.5 cm below the SOG gas outlet. Spectra from the O2(
1 ) - O2(

3 )

transition are shown in Figure 8. The oxygen mole fraction of the

output stream, given in Figure 9, shows an increase in O2 content

with the Cl2 pulses.

DISCUSSION

In order to determine O2(
1 ) yield, concentrations of both

O2(
1 ) and total oxygen must be calculated for the volume

interrogated by the optics. The calibration factor , defined as

counts

tXVI
LED

*****
(4)

Figure 9. Mass spectrometer signal showing oxygen mole

fraction as a function of time during the experimental run

TABLE II

COMPARISONS WITH OTHER SOGS

SOG type
O2(

1 ) FLOW RATE PER UNIT

VOLUME (X10-4
MOL/S/L

Sparger 2.3

Jet-type

CONSTANTS FOR EQUATIONS 4-8

Symbol Quantity Units

I LED current ( used in

calibration)

Amperes

V LED voltage (used in

calibration)

Volts

LED LED efficiency dimensionless

23

Disk-type 87

SOG (this work) 90
X Fraction of

illumination captured

by optics

(calibration)

dimensionless

Spectrometer

efficiency correction

factor

dimensionless

t Integration time seconds

samp Solid angle sampled

by optics

(experiment)

steradians

yx Mole fraction of

species x

dimensions

Poxygen Partial pressure of

oxygen

torr

Voptics Column of cuvette

sampled by optics

cm3

Cm Measured counts Arbitrary units

Singlet oxygen

lifetime

seconds
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relates energy from the O2(
1 ) - O2(

3 ) transition to spectrometer

counts. Because the calibration and experiment involve two

different wavelengths (940 and 1268 nm respectively), the

correction factor is needed to account for variations in

spectrometer sensitivity. The efficiency of the calibration LED,

LED, was calculated as approximately 15% using the half angle of

emission and assuming a Gaussian intensity profile. The number

of O2(
1 ) photons collected by the optics is

samp

m

SD

th

C
N

**

*4**

exp

. (5)

The isotropic nature of the O2(
1 ) emission is reflected by the

solid angle correction factor (4 / samp). The oxygen mole fraction

of the output stream was calculated from the mass spectrometry

data and shows an increase in O2 content as a function of the Cl2

pulses

Cl

O

Cl

y

y
r 2 . (6)

Considering the rise in O2 mole fraction and the original Cl2 mole

fraction of 25%, rCl was determined to be 24%. After using rCl to

determine Poxygen, the total number of O2 molecules is calculated as

RT

VP
N

opticsoxygen

tot
. (7)

The yield,

tot

SD

N

N
Y

, (8)

at the measurement point is between 77-100%. The uncertainty in

the yield measurement is primarily due to 4% error in the distance

of the focusing optics from the cuvette. This uncertainty is

reflected in both the calculation of Voptics and in the final yield

number.

The analytical model described in [6] predicts a yield of 86% at

the gas outlet for these flow conditions and for a chlorine

utilization of 24%, which is consistent with the experimental data

obtained. The high yield of the SOG makes it competitive with

the existing COIL technologies [3, 4, 12]. Table 2 offers a

comparison between the performance of the SOG and published

macroscale SOGs. The O2(
1 ) molar flow rate per unit reaction

volume is 90x10-4 mol/l/s, which is comparable to the most

efficient O2(
1 ) flow rates reported for macro-scale SOGs.

These results were obtained for flow rates near the minimums

of the parameter space (gas and liquid flowrates) explored in the

previous theoretical study [6]. Results from that study predict

higher yields at increased throughputs, owing to higher chlorine

conversions. Further improvements in performance are possible

via improved gas-liquid mixing at higher flows. Present results

were obtained under steady-flow patterns in which gas and liquid

contact area comprised a small portion of the available reaction

channel surface. As a result, chlorine utilization was significantly

lower than expected theoretically, and therefore less O2(
1 ) was

created. At increased gas and liquid flows, unsteady-flow patterns

develop, resulting in improved gas-liquid interaction.

CONCLUSIONS

We have demonstrated the first production of O2(
1 ) in a

microscale device for COIL applications. The yield was

determined through a combination of emission and mass

spectrometry measurements. Using the metrics of O2(
1 ) yield and

molar flow rate per unit reaction volume, the µSOG performs

better than its macro scale counterparts. Future increases are

possible, dependent on flow regime and chlorine utilization. The

results obtained are very promising for COIL applications.
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ABSTRACT

This paper introduces a micro direct methanol fuel cell

(µDMFC) with an imbedded self-pumping mechanism to deliver

liquid fuel. The fuel is propelled without any power consuming

component (e.g., a pump), while removing the CO2 bubbles

generated by the fuel-cell electrochemical reaction of the system.

Furthermore, the pumping rate is self-regulated by the reaction, i.e.,

by the load. By eliminating the need for a pump and gas/liquid

separator, our design allows much simpler systems, which is

especially beneficial for miniaturization. Although we test with

µDMFC in this paper, the mechanism applies to other hydrocarbon

liquid fuels as well.

INTRODUCTION

Due to its much higher energy density than traditional

batteries, micro direct methanol fuel cell (µDMFC) has been

widely considered as the next generation power source for portable

electronic devices. µDMFC has been anticipated to be one of the

first fuel cells to fully enter the consumer market in the near future

[1], with a few products already announced [2-4]. However,

several technical hurdles still need to be cleared to make the

µDMFC mature and finally accepted by the consumer market,

including the cost, the performance of membrane electrode

assembly (MEA), and the complexity compared with traditional

batteries.

The working principle of µDMFC is illustrated in Fig. 1. The

aqueous methanol solution is fed into the anodic channel while air

flows through the cathodal channel. A series of electrochemical

reactions are enabled by the proton exchange membrane (PEM)

and the catalyst layers. Protons migrate from anode to cathode

through the PEM, while electrons are collected by the anodic

electrode and consumed in the cathodal electrode. The

accumulated electrons provide the continuous current for the

external circuit. An external pump is usually used to provide a

continuous flow of methanol fuel to the anode and maintain the

fuel concentration there.

Figure 1. Working principle of direct methanol fuel cell

In the fuel stack of a DMFC, the electrochemical reactions are:

CH3OH + H2O → 6e- + 6H+ + CO2 ↑ , (anode side)

1.5O2 + 6e- + 6H+ → 3H2O , (cathode side)

CH3OH +1.5O2 → 2H2O + CO↑ . (overall reaction)

According to this reaction, µDMFCs intrinsically generate CO2 gas

bubbles. If not promptly removed, these bubbles will clog the

anodic microchannels and aggravate the deleterious methanol

crossover. The current common practice is to use an external pump

to deliver the fuel and push the gas bubbles to downstream at the

same time. Then an open tank (gas/liquid separator) can be used to

release CO2 gas [5]. This approach is impractical in a portable

device because of the danger of fuel leakage. Meanwhile, using an

external pump to deliver fuel not only takes up a space and

complicates the microsystem, but also claims a significant portion

of the power output of µDMFC. Since most reported micropumps

require 100 mW or higher of power input, about 10% of the fuel

cell total power output (usually ~1 W) has to be consumed by

pumping. This percentage can be even higher if the fuel cell is not

working at the maximum power capability.

We have previously proved that nanoporous membrane can

remove gas bubbles while holding liquid with satisfactory pressure

tolerance [6]. Combined with virtual check valves, the venting

mechanism has also enabled a new bubble-driven pumping

mechanism. The gas bubbles generated by electrolysis were

employed to circulate Na2SO4 aqueous solution in a microfluidic

loop [7].

In this paper, a similar pumping mechanism is applied to a

µDMFC, with the intrinsically generated CO2 gas bubbles as the

gas source. Therefore, the fuel delivery requires no power input at

all. The design solves the bubble clogging and fuel delivery

problems at the same time. Both the gas/liquid separator and

external pump are eliminated from the system, allowing an

integrated, simply and economic design of µDMFC system.

HYDROPHOBIC VENTING

The gas removal approach is implemented by microscopic

hydrophobic (or lyophobic for methanol) venting holes, which

allow the gas to pass through relatively undeterred while the liquid

menisci blocks the liquid from flowing out. Fig. 2 represents an

idealized model to illustrate how liquid can be restricted from

leaking by its own meniscus. On the sharp corner of the venting

hole’s entrance, this meniscus can assume a range of curvatures, so

as to balance with the varying pressure across the meniscus

(transmeniscus pressure) according to the Laplace-Young equation:

rPP lol /)cos(2 απσ −⋅=− , (1)

where Pl is the pressure of the liquid fuel, Po is the ambient

pressure, σl is the surface tension of the liquid fuel, α is the angle
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between meniscus and the capillary wall, and r is the radius of the

capillary.

Figure 2. Hydrophobic venting by a microscopic venting hole

The maximum transmeniscus pressure that can be withstood

without leakage (leakage onset pressure) is determined by the size

of the venting hole as well as the surface properties associated with

the hydrophobic material. Due to their intrinsic hydrophobicity and

small pore size, hydrophobic nanoporous membranes can provide

very high leakage onset pressure. Successful venting of gas

bubbles has been achieved for both pure water and methanol fuel

with a concentration as high as 10 M, by employing porous

polypropylene membrane with a nominal pore radius of 0.1 µm

(from Chemplex®). The fuel is proven to be contained without

leakage under the over-pressures as high as 200 kPa for both pure

water and 10 M methanol, fulfilling the requirement of the current-

as well as next-generation µDMFC [8].

PUMPING BY HYDROPHOBIC VENTING

A new bubble-driven pumping mechanism [9] has been

developed utilizing hydrophobic venting, as Fig. 3 illustrates. A

group of small hydrophilic capillaries are fabricated on the left side

of the bubble source to serve as a virtual check valve for gas

bubbles. When a bubble grows at a location close to this virtual

check valve (as Fig. 3-a shows), expansion of the left menisci of

the bubble is hindered due to its capability to provide higher

capillary pressure than the right meniscus does. Consequently, the

bubble only grows to the right and pushes the liquid rightward.

The bubbles generated in the middle of the microchannel can be

pushed by the leftmost one to the right. This rightward bubble

motion can also be promoted by proper design of the channel

shape, e.g., a diverging hydrophilic shape [10]. By making the

microchannel hydrophilic (e.g., SiO2), a surface energy difference

between its hydrophilic surface and the hydrophobic membrane

can make the latter a “bubble trap” [11]. Once a bubble reaches the

hydrophobic nanoporous membrane, it will be drawn into the

membrane region (Fig. 3-b). Through the venting holes in the

membrane, the bubble is vented out without liquid loss. The liquid

then fills into the section symmetrically to replace the vacancy left

by the gas bubble. A pumping cycle is thus completed and a net

pumping to the right is achieved.

a. Directional bubble growth

b. Built-in bubble transportation

c. Symmetric bubble collapsing

Figure 3. Micropumping by directional growth and

hydrophobic venting of bubbles

By using this self-pumping method, liquid circulation in a

sealed closed-loop microchannel has been demonstrated by using

electrolytic gas bubbles (H2 and O2). By applying 2-85 mW power

input, the liquid is circulated at a volumetric flow rate of 4.5-13.5

nL/s in the particular pump loop. Compared with the similar

thermal-bubble-driven pump, the electrochemical-bubble-driven

micropump exhibits better controllability and biocompatibility

with 10-100 times higher power efficiency.

FABRICATION AND ACTIVATION OF µµDMFC

In this paper, a similar pumping mechanism is applied to a

µDMFC, with the intrinsically generated CO2 gas bubbles as the

gas source. Therefore, the fuel delivery requires no power input.

Figure 4. The cross-section of assembled self-pumping µDMFC

The cross-section of the assembled self-pumping µDMFC is

shown in Fig. 4. Microchannels of the anode, the cathode and the

breather cover are fabricated by DRIE, followed by metal

evaporation (0.01 µm Cr, 3 µm Cu and 0.5 µm Au). The anode and
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the cathode are then anodically bonded to two pieces of Pyrex®

glass. A Plexiglas fixture is used to sandwich MEA (E-TEK®)

between the anode and the cathode. Silicone rubber sheets are

added between the Plexiglas fixture and the µDMFC device to

ensure uniform clamping pressure. A piece of nanoporous

polypropylene film (Chemplex®) is glued between the anode and

the breather cover by epoxy to remove CO2 gas bubbles during

operation. The breather outlet is connected to a valve via tubing.

The venting can be stopped by closing the valve to perform the

control experiment. The layout of the anode microchannels, the

return loop and the reservoir is shown in Fig. 5.

Figure 5. Layout of anodic microfluidic loop

After assembly, the MEA of the fuel cell is activated

according to the procedure provided by the manufacturer. Hot DI

water at 90 oC is first flowed through the anode microchannels

with a flow rate of 5 mL/min for 1.5 hours to activate the proton

exchange membrane. Then, 2 M methanol at 90 oC is flowed

through the anode microchannels with a flow rate of 5 mL/min for

3 hours. Meanwhile, oxygen is flown through the cathode channel

at ~100 mL/min. The cell voltage is controlled at ~0.25 V by

connecting it to a variable resistor. This second step activates the

catalyst. During activation, an external pump is used to deliver the

anodic liquid from the “refueling inlet” to the “refueling outlet” in

Fig. 5. A pressurized gas tank is used to provide the cathodal gas

flow. The measured polarization and power density curves of the

µDMFC after activation are shown in Fig. 6. This test has been

performed with 5 ml/min 2 M methanol flow at anode, ~ 100

ml/min oxygen flow at cathode and 80 oC cell temperature.

Figure 6. Polarization and power density curves of the

assembled µDMFC after MEA activation

VERIFICATION OF FUEL CIRCULATION

After activation, the fuel cell can be brought to operation

condition with both the “refueling inlet” and the “refueling outlet”

closed. They can be used to refuel the fuel cell if the fuel in the

reservoir is used up. The gas bubbles generated by the

electrochemical reaction are used as the gas source in a self-

pumping mechanism to circulate the fuel, as Fig. 5 indicated. This

fuel circulation mechanism does not require any external power

input. Similar bubble motion pattern as in [7] has been observed

throughout the flow field. Fig. 7 demonstrates the bubble motion at

the end of an anodic microchannel, as well as the successful

bubble removal.

t = 0s

t = 0.07s

t = 0.13s

t = 0.2s

t = 0.27s

t = 0.33s

t = 0.4s

t = 0.47s

t = 0.53s

Figure 7. Bubble removal by the breather

In order to further verify the fuel circulation, the self-

sustainability of the µDMFC is tested by loading the fuel cell with

a 1.3 Ω resister and measuring the power output over time, as

shown in Fig.-8. The self-sustainability experiments were

performed under 80 oC, with 2 M methanol in the anode and ~ 100

ml/min oxygen flow in the cathode. The operation time span (~ 8

min) confirmed the sufficient fuel delivery, because the given

reservoir is theoretically supposed to support an operation time of

~ 9 min at the peak power output of this electrical load. As a

reference, a control experiment was performed by closing the valve

connected to the breather outlet, i.e., blocking CO2 venting and

disabling the self-pumping mechanism. In the control experiment,

gas bubbles were observed to grow and fill the entire anodic

microchannel, and power output dropped rapidly after about 2.5

mins. Furthermore, fuel leakage was eventually observed, leading

to the failure of the µDMFC device.
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Figure 8. Self-sustainability of the self-pumping µDMFC

An interesting feature of the self-pumping is that it can be

self-regulated by the reaction of µDMFC. Since the bubble

generation rate is directly connected to the electrochemical

reaction rate, the pumping rate will increase with a faster reaction

to supply fuel faster, when the external load is larger, and the

pumping rate will decrease when the load is smaller.

CONCLUSIONS

A self-pumping mechanism was integrated into a µDMFC to

circulate liquid fuel in the anode microchannel without any power

input. By employing the directional growth of CO2 gas bubbles by

the intrinsic electrochemical reaction and removing them by

hydrophobic venting, a compact design of µDMFC was

implemented. The complexity and cost of the system can be

reduced by eliminating the gas/liquid separator and the external

pump. Without the external fuel pump, significant portion of

power consumption on fuel delivery (estimated to be more than

10%) can be saved. The fuel circulation has been verified both

visually and by confirming the self-sustainability of the fuel cell.
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ABSTRACT

The formation of various nanoporous silicon membranes,
their usage for the solid electrolyte in silicon-based direct formic
acid fuel cells compatible with silicon micro-fabrication
technology, and an improved fuel cell design for higher power
output is reported in this presentation.

INTRODUCTION

Recently there has been considerable interest in the
development of micro fuel cells for portable electronic devices due
to their advantages over conventional batteries, including rapid
recharging and much higher stored energy density. Micro-
fabricated fuel cells using silicon are particularly promising for
power generation for MEMS and IC devices. Among many options
of fuel, pioneering work in our research group has demonstrated
that direct formic acid fuel cells with novel electro-catalysis are
interesting for micro power generation [1].

A solid electrolyte membrane that is compatible with standard
silicon processing is crucial. Although perfluorinated polymer
membranes like Nafion® are widely used in proton exchange
membrane fuel cells, they are not compatible with standard silicon
microfabrication techniques. One can fabricate silicon-based
miniature fuel cells by sandwiching a Nafion® membrane between
two silicon chips [2], but the Nafion® membrane will shrink and
swell in response to their environment. This drawback can fail
practical operation of silicon devices with Nafion® membranes.
Previous work in our research group has shown that nanoporous
silicon membranes exhibit properties comparable to Nafion®

membranes for usage as solid electrolyte membranes [3].
Primitive micro fuel cell models based on nanoporous silicon
membranes have been designed, fabricated, and tested [4].
However, the power output of the devices in our previous work
was limited to below the useful range. Similar concept for
nanoporous silicon based micro fuel cells was proved to work
independently by another research group [5], but the reported
performance also left significant room for improvement. This
paper presents further improvement and investigation of
microfabricated direct formic acid fuel cells based on nanoporous
silicon compared to our previous work reported in [4].

EXPERIMENTAL DETAILS

The fabrication process for porous silicon membranes is
illustrated in Figure 1. Starting with n-type, highly antimony doped
silicon wafer, silicon nitride film was deposited by LPCVD and
patterned as mask for both KOH etching (Figure 1, A to D) and
nanopore formation (Figure 1, E). Nanopores were formed by
electrochemical etching of silicon substrate in ethanolic

hydrofluoric acid solution using three different anodic current
densities. Reactive ion etching on silicon substrate backside was
applied to open up nanopores on the backside (Figure 1, F). Micro
fuel cells with structure illustrated in Figure 2 were fabricated as
follows. Cathode electrode was formed by painting one side of
nanoporous silicon surface with a catalyst ink consisting of w.t.
5% Nafion solution, millipore water, and platinum nanoparticles.
Anode electrode was formed by painting the other side with a
similar catalyst ink consisting of same solvent but with palladium
nanoparticles. Current collector was formed by sputtering a gold-
palladium alloy thin film on top of the catalyst film and painting
gold ink at the edge of catalyst film. Performance tests were
carried out in ambient air without pumping neither fuel to anode or
gas to cathode.

Figure 1. Fabrication process of nanoporous silicon membrane.
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Figure 2. Micro fuel cell structure.

RESULTS AND DISCUSSIONS

Figure 3 is the picture of a micro fuel cell based on
nanoporous silicon membrane compared to a penny coin. The
effects of nanoporous silicon thickness, nanopore size (depending
on the pore formation current density), and formic acid
concentration on micro fuel cell performance were studied, as
shown in Figures 4 to 9.

Using 5 M formic acid with 0.5 M sulfuric acid as the fuel,
polarization curves (in Figure. 4) show that micro fuel cell with
150 �m thick nanoporous silicon produced higher open cell
voltage of 0.7 V than those with the other two thickness (50 �m
and 100 �m). It can be seen that the thinner nanoporous silicon
was used, the lower open cell voltage was obtained. It is possible
that fuel crossover from anode to cathode increased as nanoporous
silicon thickness decreased, and lowered the open cell voltage.
Figure 5 shows the power density curves of the three micro fuel
cells and the one with 100 �m thick nanoporous silicon produced
the highest peak power density among the three.

It has been reported that for nanoporous silicon produced
from n-type silicon substrate, pore size increases with current
density used to form the pores [6]. To investigate the pore size
effect on the miniature fuel cell performance, three different
current densities of 20, 40, and 80 mA/cm2 were used to produce
various nanoporous silicon with same thickness of 100 �m.

Figure 3. Picture of a miniature fuel cell based on nanoporous
silicon.

Figure 4. Fuel cell polarization curves with three different
nanoporous silicon thickness.

SEM (scanning electron microscopy) images of nanoporous
silicon prepared using different current densities are shown in
Figures 10 and 11. In nanoporous silicon made using current
density of 20 mA/cm2 or 40 mA/cm2, a spongelike structure was
observed throughout the substrate. But in nanoporous silicon
made using 80 mA/cm2, nanopore structure changed from
spongelike (near the top region) to treelike (near the bottom
region), as can be seen from Figure 11. This structural change was
possibly due to electrolyte concentration gradient along the
nanopores during pore formation. It can be seen that nanopore size
in treelike structure was larger than that in spongelike structure.

The effect of nanopore size on fuel cell performance can be
seen in Figures 6 and 7. Micro fuel cell with nanoporous silicon
made using 40 mA/cm2 produced higher open cell voltage than the
other two. Under the same operation voltage, micro fuel cell with
nanoporous silicon made using 80 mA/cm2 produced higher
current density and also higher peak power density.

For miniature fuel cells with 100 �m thick nanoporous
silicon, three fuel solutions with different formic acid
concentrations of 1 M, 5 M, and 9 M were used to test the fuel cell
performance. All the fuel solutions contain 0.5 M sulfuric acid.
The results are shown in Figures 8 and 9.

Figure 5. Fuel cell power density curves with three different
nanoporous silicone thickness.
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Figure 6. Fuel cell polarization curves with three different
nanopore formation current densities

From Figure 8, it can be seen that open cell voltage decreased
as formic acid concentration increased. It was possibly caused by
increase in fuel crossover to cathode side. Micro fuel cell
performance suffered fuel transport limit more significantly when
using 1 M formic acid than when using 5 M and 9 M, as can be
seen from the more rapid drop of current density output. And this
rapid drop of current density output contributed to lower power
density output when using 1 M formic acid than the other two fuel
concentrations, as shown in Figure 9.

CONCLUSIONS

From the above results, using 5 M formic acid with 0.5 M
sulfuric acid as fuel, 100 �m thick nanoporous silicon produced
using the highest current density in this study (80 mA/cm2) gave
the best micro fuel cell performance in general. Factors such as
fuel crossover, proton conductivity, and fuel transport limit were
proposed to explain these observations. The fuel cell peak power
density reached 94 mW/cm2 at current density level of 314
mA/cm2 when fuel cell voltage being 0.3 V. This power output is
three times of that reported in our previous work [4].

Figure 7. Fuel cell power density curves with three different
nanopore formation current densities

Figure 8. Fuel cell polarization curves with three different
formic acid concentrations (100 �m thick nanoporous silicon)

Figure 9. Fuel cell power density curves with three different
formic acid concentrations (100 �m thick nanoporous silicon)
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Figure. 10. SEM pictures of nanoporous silicon made using
(a) 20 mA/cm2 and (b) 40 mA/cm2 (scale bar length: 90 nm).

Figure. 11. SEM pictures of nanoporous silicon made using
80 mA/cm2 (a) top region, (b) bottom region (scale bar length: 120
nm for (a) and 150 nm for (b)).
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ABSTRACT

We report a new capability in on-chip sample preparation

for digital microfluidic lab-on-chip systems: “channel-to-

droplet” sample extraction by integrating proven capillary

electrophoretic (CE) separation and electrowetting-on-dielectric

(EWOD) droplet manipulation. This sample preparation

approach consists of: a) separating particles within a channel

using conventional in-channel CE methods and then b)

extracting the concentrated particle bands from a channel

opening in a mobile droplet form using EWOD actuations. The

extraction enables the concentrated sample droplet to be further

processed on chip or presented to ancillary devices for

amplifications or sensing. The concept is successfully

demonstrated by separating two types of bead particles by CE

separations in a channel and extracting particles from a channel

opening in droplet form with EWOD. Integration of proven CE

technology with new droplet-based EWOD digital microfluidics

will enable highly flexible sample separation and transport

options while minimizing sample and reagent consumptions.

INTRODUCTION

While high performance liquid chromatography (HPLC)

dominates capillary electrophoresis (CE) in analytical practice, CE

is also popular to implement on microfluidic analysis and sensing

chips due to simple fabrication methods and a low reliance on high

pressure fluidics. Since early 1990’s [1], there have been numerous

reports on microfabricated on-chip CE devices including

demonstration and performance improvement. [2, 3] However,

conventional CE separation methods typically require sample

analysis to be conducted within or about the CE channel to

minimize transport-driven diffusion/mixing of concentrated

sample/solute bands; this imposes certain limitations on the choice

and interchangeability of sensing mechanisms. If the purified

samples can be transferred to off-channel and user-selected

analytical sites without undergoing diffusion or pressure-driven

dispersion, highly flexible and multi-staged sample preparation and

analysis processes can be devised, opening the door for many

powerful and cost effective analytical or immuno-sensing devices.

To enable transport of channel-concentrated samples to off-

channel analysis or extraction points with little or no reduction in

sample concentration, we have developed novel “channel-to-

droplet” sample extraction capabilities that combine well-proven

on-chip CE separation methods [1] with electrowetting-on-

dielectric (EWOD) based droplet transport [4]. In our approach

(Fig. 1):

unconcentrated samples can be pipetted or driven in a droplet

form by EWOD transport into a channel,

then separated and purified in the channel by CE (Fig. 1 (a)),

and finally extracted out of a channel side opening in droplet

form by EWOD (Fig. 1 (b)).

Figure 1. “Channel-to-droplet” sample extraction and

purification is achieved by integrating channel based CE

separation and EWOD droplet extraction.

Figure 2. Conceptual lab-on-chip system

combines proven CE separation methods with

EWOD-based digital microfluidics to achieve

channel-to-droplet sample extraction for: 1)

routing of concentrated sample droplets to on-

chip sensing sites (shown in the figure) or 2)

off-chip transfer to ancillary analytical

devices (not shown in the figure). Since the

concentrated sample bands are isolated as

discrete droplets, the concentration is not

compromised by dispersion or diffusion

during sample handling downstream.

e. Extracted droplets are
driven to immuno-capture,
sensing and imaging sites.

a. Sample droplet is
merged into buffer-filled
channel (insertion site).

d. On-chip reservoirs
generate reagent
droplets.

c. Particle bands are extracted from
channel opening in droplet form.

b. CE channel separates samples into
concentrated particle bands

CE separation…. then droplet extraction

channel opening

Separated samples

(a) (b)

CE channel



2. but capillary forces
resist fluid stretching,
yielding poor droplet
extraction results

3. By adding a refill
droplet to mitigate pull-
back force,

4. sample droplet is
now fully extracted

1. EWOD drive pads can
withdraw fluid from
channel opening,

(a)

Refill
droplet

EWOD pads to extract droplet

EWOD pads to add refill droplet

Contact pads

Sample input

CE channel

(b)

Extraction
site

Refill
reservoir

Figure 3. Chip design for channel-to-droplet extraction.

(a) Refill droplet is introduced to mitigate channel

capillary forces and enable full droplet extraction from

channel opening. (b) Mask layouts, showing EWOD drive

pads merge refill droplet to CE channel and extract sample

droplet from it

The concentrated sample droplet (sub-µl) can then be routed

to other downstream processes (Fig. 2) or extracted for off-chip

analysis. Figure 2 shows a conceptual EWOD digital microfluidic

system with an integrated CE channel. Transportations of sample

droplets and down stream processes are also illustrated.

EWOD based digital microfluidics enables the unique

extraction and transport of sample droplets out of the CE channel,

but also achieves: a) a reduction in sample and reagent

consumption from more conventional continuous microfluidics,

and b) a simplification of device design and fabrication since no

pumps, channel structures or high pressure valve elements are

needed.

To demonstrate the concept, CE separation of bead particles

and extraction of sample with droplet by EWOD transport are

designed and carried out. Two types of bead particles (i.e. ~10 µm

red carboxyl modified aatex (CML) beads and white amino-sulfate

coated latex beads from Interfacial Dynamics Corp.) were selected

in the tests to simulate biological particles.

DESIGN AND FABRICATION

A key for complete and repeatable EWOD droplet extractions

from a channel side opening lies in the mitigation of the high

pull-back forces within a channel (caused by hydrophilic

channel interiors) that resist fluid extraction (Fig. 3(a)). This

competition between inherent capillary forces and active EWOD

wetting effects yields inconsistent, if not failed, droplet

extraction. We found this pull-back can be mitigated by

inserting an additional fluid volume (refill droplet) into one side

of the extraction opening when a concentrated sample droplet is

extracted out the opposite side. By merging a refill droplet into

the channel just prior to or during droplet extraction, the

resistive tension of the capillary forces was temporarily

neutralized, enabling a successful and repeatable droplet

extraction. This simultaneous insertion and extraction can be

achieved with a column of EWOD drive pads positioned to pass

through the channel opening (Fig. 3(b)).

Test chips (Fig. 4) consisting of top/bottom plates and

~1.25”x2.0” in dimensions were fabricated for concept

demonstration. The bottom plate contained EWOD and CE

electrodes patterned and passivated with SiO2. Additionally, a

100µm-wide and 60mm-long CE channel was constructed with

photoreist (PR) walls. For sample extraction from the channel,

the constructed channel has side openings or breaks to allow

pass-through of the EWOD driving electrodes. The top plate is

coated with ITO and SiO2 and provides electrical referencing

during EWOD operation. A Cytop® layer is spin-coated onto

both plates to achieve hydrophobic surface conditions (inner

channel surfaces were not exposed to Cytop® to enable capillary

loading of buffer). The extraction site is shown magnified in the

photo inset.

Figure 4. Testing chip. Top plate is removed for a better picture

quality. The inset magnifies the extraction site (with top plate in

place), showing the open section of the channel.

EXPERIMENT AND RESULT

To demonstrate the concept, we have tested CE separation

and sample extraction by EWOD separately with the devices

described above. The fabricated chips were evaluated on a

testing stage, which provided the connections for programmed

electrical signals from our control circuit for EWOD and

microscope based imaging. For the separation tests, a DC power

supply was connected to the test stage instead of EWOD control

circuit connectors.

For CE separation, the microchannel was first filled with

water or buffer solutions by capillary force to provide filling

medium in the channel before loading sample solutions. Since

inner surfaces of the channel are hydrophilic, an introduction of

Spacers
CE
electrodesCE

channel

Extraction
path

Droplet
extraction
path

Channel
path

Menisci

Channel wall

100
µm

1.5
mm

EWOD
electrode
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liquid at any end of the channel fills the channel. However, it is

important to ensure that water column is connected throughout

the channel (including the channel break for extraction) between

two CE electrodes. Once the channel was filled, a drop of

solution containing mixtures of two bead particles (i.e. red CML

and white Amino-Sulfate beads) was added at the sample input

reservoir (Fig. 3 (b)) and a voltage (~75 VDC) was applied across

two CE electrodes located at the ends of the channel to initiate

the separation.

Figure 5 illustrates the result of successful separation of

bead particles. During the separation, the red CML beads move

faster than white amino-sulfate beads due to mobility difference

and become concentrated in band while moving to the extraction

point (Fig. 5(a)). A concentrated band of white beads is also

formed in the channel (Fig. 5(b)) as they became separated.

The two separated bands of particles then enter the

extraction site, with the red beads entering first (Fig. 5(c)) and

then followed by the white beads (Fig. 5(d)).

(a) Red beads are
separated along the CE
channel and are
concentrated in a band
while moving to the
extraction site

(b) White beads are also
concentrated in a band-like
formation while moving
through the CE channel to
the extraction site

(c) Red beads arrive first at
extraction site.

(d) White beads arrive later
at extraction site

Figure 5. CE separation of two bead types and collection of the

separated beads at the extraction site.

For the droplet extraction test, a water droplet (~2 µl) was

pipetted onto the bottom chip and pushed down with top cover

plate during the assembly of the device. A solution with two

types of beads particles was also preloaded in the channel.

Successful sample extraction by EWOD is illustrated in Fig. 6.

A refill droplet was moved into the left side of the channel

opening, just as droplet extraction was initiated to the right by

EWOD actuation (~60 Vrms (@1kHz)). Refill droplet insertion

and sample droplet extraction were performed simultaneously to

neutralize the channel pull-back force. (Figs. 6(c)–6(f)) Based

on visual inspection, more than 90% of particles were extracted

from the channel break into a separated and mobile droplet.

(Figs. 6(g)–6(h))

Refill droplet at rest
before moving right to
the extraction site.

Extraction site (channel
break) with bead solution.

Refill droplet approaches
extraction site from left

and merges during
sample extraction.

Sample droplet drives
right to neck down fluid

Just before full
extraction of sample
droplet.

Extracted sample droplet
is filled with beads

Fewer particles in
channel break after
extraction

Figure 6. Photos show merging of refill droplet and

extraction of sample droplet from channel break

(opening). Channel and EWOD drive pad dimensions are

annotated in extraction site close-up on Fig. 4.

CONCLUSIONS

The concept of “channel-to-droplet sample preparation”

utilizing well-established capillary electrophoresis and EWOD

digital microfluidics has been introduced and demonstrated with

micromachined devices. We have successfully introduced and

separated a mixture of red CML and white amino-sulfate bead

particles in a CE channel. We also have successfully extracted

samples from a channel in droplet form using EWOD actuations

nd established the proposed functionalities.a
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ABSTRACT

This paper presents the principle, fabricated structure,

characterization and experimental results obtained for a new class

of surfaces—“hydrophobic non-fouling surfaces”—for droplet-

based microfluidics. Building on the theory of wetting of rough

surfaces, we have developed novel surfaces which are chemically

hydrophilic, i.e., the droplet is in contact with a non-fouling

hydrophilic material but has high contact angle as a result of

thermodynamically stabilized air traps beneath the droplet. This

paper also presents the experimental characterization of rough

super-hydrophobic surfaces, dynamic measurements of sliding

angles of water droplets, and a modeling approach to estimate

bounds on contact angle hysteresis—a major dissipative

mechanism in droplet based microfluidic systems. A

comprehensive study of the dependence of hysteresis on texture

parameters is presented to evaluate the current model, propose a

modification, and show that the two models—original and

modified—provide useful bounds on the hysteresis of the surface.

INTRODUCTION

Microscale bioanalysis offers assay possibilities useful for

diagnostic applications and as research tools for biologists. The

promise to enable spatially and temporally resolved chemistries [1]

has fuelled the emergence of droplet-based “digital” microfluidics.

Electrowetting, the electrical approach to droplet manipulation,

involves voltage-controlled actuation of droplets on a

“hydrophobic” surface. Proteins are ubiquitous components of

bioassays. Past studies have confirmed, however, that hydrophobic

interactions are involved in protein adsorption [2, 3]. Also, most

non-fouling materials are hydrophilic [3]. The use of hydrophobic

surfaces therefore presents a challenge. It is important to devise a

strategy to minimize protein adsorption on the surface to not only

guard against the system being rendered defunct but also to

minimize protein loss from the limited quantity present in a

droplet.

While minimizing bio-fouling is one worthwhile pursuit,

developing low energy schemes of moving droplets is another.

Low energy schemes are particularly interesting as they can enable

microfluidic platforms with integrated electronics. While drag and

contact angle hysteresis are the two energy dissipative mechanisms

at work, it is the latter that decides the actuation voltages [4].

Bringing actuation voltages down to the sub-CMOS regime is

critical to the development of integrated microfluidic platforms.

One route to lower actuation voltages and to reduce energy

dissipation involves employing low hysteresis, low drag rough

hydrophobic surfaces [5, 6]. Understanding the quantitative

relationship between the impeding force of contact angle

hysteresis and surface parameters is an important milestone in this

pursuit.

We first review the theory of wetting of rough surfaces and then

explain the principle of our hydrophobic non-fouling surfaces.

Next we detail the fabrication of rough hydrophobic surfaces and

the non-fouling hydrophobic surfaces. Experimental work, results

and discussion follow. We conclude by summarizing the on-going

efforts to complete these studies.

THEORY AND PRINCIPLE

Consider a rough surface realized by creating pillars of controlled

geometry on a smooth surface. Here the roughness is characterized

by r, the ratio of rough to planar surface area, as explained in Fig.

1. The basic effect of surface roughness on wetting is modeled by

Wenzel’s relation (Eq. 1), which relates the apparent contact angle

W of a droplet on a rough surface with r 1 to Young’s intrinsic

contact angle i [7].

iW r coscos (1)

In the Wenzel state the droplet is conformal with the topography,

as seen in Fig. 2(b). The droplet can also sit on the pillar tops with

air pockets trapped beneath it, as shown in Fig. 2(a). This

configuration is referred to as the “Fakir” state. In the Fakir state,

the base of the droplet essentially contacts a composite surface of

pillar tops and air. The apparent contact angle CB on a composite

surface is determined using the Cassie-Baxter relation given in Eq.

2.

i

j

jCB coscos (2)

Figure 1: The texture parameters and r are expressed in terms

of the design parameters a (gap length), b (pillar size) and h

(pillar height), where is the fraction of pillar top area over total

horizontal surface area and r is the fraction of total surface area

over total horizontal surface area.

Here, j is the surface area fraction and j is the intrinsic contact

angle of water with material j. For a sessile Fakir droplet, a surface

area fraction (Fig. 1) of its base rests on pillar tops that have an

intrinsic contact angle of i; the remaining surface area fraction of

(1 ) suspends freely, contacting air with a contact angle of 180o.

Substituting these values, the apparent contact angle in the Fakir

state—a special case of Cassie-Baxter contact—is readily

computed [7,8] to yield Eq. 3.

1)1(coscos iF
(3)
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Figure 2: Droplets of volume 5 l, on a Teflon-coated silicon

surface with = 0.05 and r = 1.4 in a) Fakir state with a footprint

diameter of 1 mm, F = 156.6o (expected: 164.5o) and b) Wenzel

state with a footprint diameter of 1.96 mm, W = 118o (expected:

112.8o). Air pockets are visible between pillars under the Fakir

state droplet. Pinning of the droplet edge causes significant

deviations from the predicted equilibrium value.

The angles F from Eq. 3 and W from Eq. 1 are equilibrium values

of the apparent contact angle in the two states. Equilibrium angles

of the droplet are expected when there is no impending movement.

When there is impending movement, the difference between the

cosines of maximum advancing and minimum receding angles that

a droplet makes with a surface is defined as contact angle

hysteresis. Hysteresis results from the pinning of the three-phase

contact line to the solid surface and is attributed to physical and

chemical inhomogeneities [6]. At equilibrium, we notice by

comparing F from Eq. 3 and W from Eq. 1 that the Fakir state has

a lower energy relative to the Wenzel state (i.e.,

FW coscos ) if the following inequality proposed by Bico

et al. [8] (Eq. 4) holds true.

r
i

1
cos (4)

Figure 3: Fakir, Wenzel and Film regimes are shown for a typical

rough surface with r =5 and =.25.

A droplet at a given location on a surface does not spontaneously

transit from one state to the other because of the presence of an

energy barrier. This energy barrier is analogous to the activation

energy of a chemical reaction that prevents spontaneous

conversion to products (Fig. 4). This energy barrier is easily

estimated [9]. In situations where Eq. 4 does not hold, the energy

barrier gives a useful bound on the energy that needs to be coupled

to a “metastable” Fakir droplet before risking its transition to the

Wenzel state.

Figure 4: A schematic showing energy levels of the Fakir and

Wenzel states. The choice of texture parameters makes the Fakir

state metastable in this case. The energy of the intermediate state

is calculated by assuming nearly complete penetration of the

droplet; only a thin film of air separates the liquid-air and solid-

air interfaces at the bottom of the valleys. A Fakir droplet needs to

overcome the energy barrier Ebarrier,F = EIS EF to transit to the

Wenzel state.

From this analysis, we realize that the contact angle depends only

on and i—it is independent of the coating on the sidewall. But

the energy barrier depends only on the coating of the sidewalls—it

is independent of the i of the pillar tops. A Fakir droplet can exist

with hydrophilic, non-fouling pillar tops pillar tops but

hydrophobic side walls.

Figure 5: Schematic diagram of liquid deposited on physically and

chemically patterned surface. The top surface is hydrophilic non-

fouling polyethylene glycol (PEG). The trough and side-walls are

hydrophobic. Although the liquid-vapor surface may be curved,

the large size of the droplet relative to the spacing between pillars

allows the profile to be approximated as spanning straight across

surfaces in the derivation.

We therefore proposed composite micro-textured surfaces with

hydrophobic troughs and side walls of the pillars and a hydrophilic

non-fouling material polyethylene glycol (PEG) on the pillar tops

(Fig. 5).

FABRICATION AND EXPERIMENT

The fabrication process employed for the hydrophobic-non –

fouling surfaces is detailed in Fig. 6. A thiol-ending molecule

formed a self assembled monolayer to provide the hydrophobic

coating on gold. Contact angles of the droplets were measured on

these surfaces to test the hypothesis.

PEG
Hydrophobic
layer

a) b)
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Figure 4:
Fabrication steps for

the non fouling

hydrophobic surface

and the all-

hydrophobic surface

(SEM micrograph B),

are shown. In SEM micrograph A, the non-conducting oxide shows

up dark while conducting metal film (Ti-Au) on the sidewalls of the

pillars and on the trough shows up bright.

Figure 6: a) The advancing contact angle is plotted as a function

of time for a sessile droplet (on a surface with = 0.04) b) Contact

angle values in the entire video for the advancing angle

measurements were used to create the histogram shown.

We built another set of test surfaces with similar physical texture

but uniformly covered with a hydrophobic coating of Teflon AF

1600 as detailed in Fig. 5. These test surfaces were used for

hysteresis characterization. Sessile droplets on these surfaces were

expanded and contracted by adding and removing water using the

syringe pump while a video was recorded at 60 fps; contact angles

were measured on each frame. As seen in Fig. 6a, the contact angle

increases as the advancing edge expands forward but drops

precipitously as it eventually lands on the next pillar. For the

contracting droplet, the receding angle jumps to a high value as the

receding edge snaps off a pillar. Each landing (or snapping) is an

experiment and the mode value is reported (Fig. 6b) as the

advancing or the receding angle for a surface. Movies were made

for surfaces of varying texture ( ranging from 0.025 to 1), data

plotted, and trends analyzed.

RESULTS AND DISCUSSION

Figure 7: A droplet of volume 7.68 l in Fakir regime with F =

137o. Light below the droplet confirms that it is the Fakir regime.

For the droplet placed on the hydrophobic surface with hydrophilic

pillar tops, its contact angle was measured using a goniometer. The

light filtering through the air traps beneath the droplet established

that it rested as expected, in the Fakir state, contacting only the

hydrophilic oxide layer on the pillar tops. It therefore made a high

contact angle as seen in Fig. 7. The measurements were repeated

over several test surfaces—with a range of pillar widths and

gaps—as summed up in Fig. 8.

For the hysteresis experiments, the cosines of advancing and

receding angles were observed to decrease linearly with —for

both the Teflon AF 1600 and FOTS coated surfaces—as evident

from Fig. 9. The advancing angle model is

)cos1(1cos ,AiA , a heuristic relation proposed

by He et al. [11] —obtained by replacing the intrinsic equilibrium

contact angle i with the intrinsic advancing angle i,A.

These results provide the first experimental validation of this

relation. The current model for the receding angle in the Fakir

state, 12cos R , is obtained assuming a trailing film

remains on the pillar tops [11]. As seen in Fig. 8a, this

assumption, originally proposed for hydrophilic surfaces [10],

overestimates hysteresis—providing an upper bound (for >0.1).

We re-derived the relation from first principles, heuristically

replacing “1” (=cos0) by cos I in the coefficient of to obtain

1)cos1(cos ,RiR . This model accounts for

partial coverage of pillars by the trailing film—as expected for a

hydrophobic coating. Our model provides the lower bound to

hysteresis (Fig. 9c).

Silicon Oxide
(SiOx)

Gold A B100 m
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Figure 8: Measured contact angle values for Wenzel and Fakir are

plotted along with the predicted angles based on the measured

pillar dimension b and spacing a. Predicted values for Fakir,

Wenzel with h/b = 0.8, and Wenzel with h/b = 1.9 .

Figure 9: Mode values of advancing and receding contact angles

obtained on a) Teflon coated surfaces and b) FOTS coated

surfaces are plotted as a function of along with the linear fit

lines and model predictions. c) The contact angle hysteresis (CAH)

is plotted as a function of for Teflon, as well as model lines and a

fit line.

CONCLUSIONS

We have introduced a new class of non-fouling surfaces and have

obtained the “proof-of-concept” results demonstrating

hydrophobic surfaces where droplets contact only the in the

“hydrophilic” portions of rough surfaces. The ongoing effort

entails quantifying their fouling behavior using radio-labeled

protein adsorption on a well characterized PEG layer deposited on

the oxide.

For very low ( <0.1), study is under way to evaluate our

hypothesis that the perimeter per unit area, and not , controls the

hysteresis behavior. The non-fouling hydrophobic surfaces and

bounds on contact angle hysteresis thus mark two important steps

towards droplet based open microfluidic systems for bioanalytical

applications.
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ABSTRACT

We report, for the first time, simultaneous measurement of

temperature and heat flux with a resolution of about 35 µm

underneath/around a bubble. This was achieved by fabrication

of a multilayer Silicon/Benzocyclobutene (BCB) structure with

embedded temperature sensors. The sensors are radially

distributed around a cavity, with energy input by a thin film

heater microfabricated on the backside of the membrane

structure. Single bubbles were generated from the cavity while

the temperatures and the bubble images were recorded with a

sampling frequency of 8 kHz. Analysis of the results revealed

unique details of the nucleation dynamics and its associated

heat transfer processes.

INTRODUCTION

Boiling heat transfer has been considered one of the most

efficient mechanisms of heat transfer, and as such, has been

implemented in wide variety of applications ranging from

nuclear reactors to electronic cooling. Over the past 50 years,

scientists have developed several competing mechanistic

models to describe the boiling heat transfer process. Although

the developed models are intended to predict the heat transfer

coefficient at macroscales, their fundamental assumptions lie

on complex microscale sub-processes that remain to be

experimentally verified. Two main unresolved issues regarding

these sub-processes are: 1) dynamics of bubble growth and

associated heat transfer processes and 2) the bubble’s role in

surface heat transfer during the boiling process.

Although it is common knowledge that bubble growth in

heterogeneous boiling is due to liquid evaporation at the

bubble/liquid interface, the mechanism of heat transfer during

this process is yet unknown. The two main competing views on

the mechanism of heat transfer to a bubble are typified by the

models of Mikic and Rohsenow [1] and Cooper [2]. Mikic and

Rohsenow [1] suggested that energy transfer into a bubble

predominately comes from the superheated liquid that covers

the bubble dome. In contrast, Cooper [2] suggested that

evaporation of a thin liquid layer (the so called microlayer)

underneath the bubble (i.e. at the bubble/surface contact area)

is the main contributing factor into the bubble growth.

Numerous studies (e.g. Mei et al. [3] and Robinson and Judd

[4]) have been conducted to evaluate the accuracy of the two

proposed models. Unfortunately, the lack of experimental data

at microscales, where the phenomenon takes place, hasn’t

allowed a full examination/verification of the two models and

their fundamental assumptions.

The second unresolved issue in the boiling process is how

a bubble affects the heat transfer around the nucleation site, or

in a broader sense how the individual bubbles contribute to the

net energy flux from the heated surface. In general, boiling

models can be classified into two following categories: 1)

single phase convection models and 2) combined single phase

convection and latent heat transfer models. The first group of

models suggests that surface heat transfer is mainly due to

liquid motion induced by bubbles. The exact nature of this

convection process is still unknown. Different analogies have

suggested convection at macro- and micro-scales. The macro-

scale models suggest that heat transfer to the liquid is the result

of local agitation generated by the wake of departing bubbles

from the heat transfer surface [5]. The micro-scale models

suggest that bubbles act as micropumps and continuously pump

the hot liquid away from the surface [6]. The second group of

studies (e.g. Judd et al. [7]) accounts for latent heat transfer

from the surface along with the single-phase convection. To the

best of our knowledge, the accuracy of the fundamental

assumptions of these heat transfer models hasn’t been

experimentally verified.

Motivated by a need to develop an advanced two-phase

microcooler for electronics thermal management, we have

conducted a comprehensive study to understand the nucleation

dynamics and mechanism of heat transfer during the boiling

process. This was achieved through fabrication of a composite

wall with embedded Resistance Temperature Detectors (RTDs)

that can measure the surface temperature and heat flux

distribution near the nucleation site. The device consists of an

array of temperature sensors embedded in an 10.5-µm thick

multilayer Benzocyclobutene (BCB) structure on a 60-µm

thick, 3.6×3.6 mm2 square-shape silicon membrane. The 60-µm

thick silicon membrane was designed to keep the lower surface

of the BCB structure at a constant temperature level during the

bubbling process. BCB was selected among several other low-

conductivity polymers such as SU-8, polyimide, and PDMS,

because of its microfabrication properties and its stability at

high temperatures. The thickness of the BCB layers and the

sensor geometry were determined in a design trade off between

the heat flux measurement accuracy and interference with the

nucleation process.

The surface is heated by a thin film resistor

microfabricated on the backside of the membrane. Bubbles are

generated at a dedicated nucleation site at the center of the

sensor array. The surface temperature and heat flux

underneath/around a bubble along with the images of the

bubbles were recorded at a frequency of 8 kHz. Results

provided the necessary data to explain nucleation dynamics and
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different mechanisms of heat transfer involved in the boiling

process. This paper describes the fabrication and testing of the

device.

FABRICATION PROCESS

The device was fabricated on a 300-µm thick n-type

<100> silicon wafer with silicon oxide and silicon nitride

layers on both sides. The nitride and oxide layers were

patterned and etched using the RIE process over a 3.6×3.6 mm2

square-shape area on the backside of the wafer. The silicon was

then etched through KOH anisotropic etching to make a 60-µm

thick membrane. Temperature sensor T1 (see Figure 1) was

fabricated on the silicon nitride layer, followed by a 7.5-µm

thick BCB layer that was spin-coated and fixed by a soft bake.

The T2 sensor was then fabricated on the preceding BCB layer,

with its sensing element centered and aligned to the T1 sensor,

but the two sensor’s leads rotated to the opposite side. Note

that the temperature difference between sensors T1 and T2

determines the spatially averaged heat flux in the boiling site

region. The structure was subsequently covered with a second

BCB layer (2.5 µm thick), and the sensor array was then

fabricated on the resulting surface. Note that the temperature

difference between each element of the sensor array (Ti) and T1

determines the spatially resolved heat flux. The sensor array

was subsequently covered with a 0.5-µm thick BCB layer and

was hard baked. The BCB layer over all the bond pads was

then etched. Initial trials determined that the Cr/Ni/Au bond

pads constructed during the sensor fabrication were not stiff

enough to allow direct wire bonding. The original pads were

etched and 0.5 µm Ti/1.5 µm Al bond pads were fabricated at

their place. Figures 2 and 3 show the top view of the device. A

0.3-µm thick alumina layer was then deposited on the backside

of the membrane and a chromium heater with Au leads was

subsequently fabricated on the alumina layer. In the last

fabrication stage, three cavities (shown in Figure 4) were

fabricated at the center of the sensor array using Focused Ion

Beam (FIB).

EXPERIMENTAL APPARATUS

The device was attached and wire bonded to a custom

made Pin Grid Array (PGA). The PGA was then installed on

the bottom cap of a chamber that contains the test liquid. FC-72

(developed by 3M company) was used for the tests, as it is a

strong candidate for electronic cooling applications. The

chamber pressure was controlled via a connecting bellows and

a pressure regulating system (see Figure 5). A hot water line

was connected to the external jacket of the test chamber to

control the test liquid temperature. The PGA was connected

from below to a custom signal conditioning board, and routed

to an A/D card installed in a PC. All sensors were sampled

with a frequency of 8kHz. Also, a CCD camera, synchronized

with the A/D board, was used to capture the bubble images

with a rate of 8000 frames/sec.

DATA REDUCTION AND ANALYSIS

Temperature of the test liquid was set at different levels

by adjusting the temperature of the hot water supplied to the

chamber jacket. Data was collected at different surface

temperatures by varying the power applied to the thin film

heater on the backside of the membrane. An example set of

data at a liquid temperature of 52.7 °C under 1 atm pressure is

presented and analyzed in the following.

Figure 6 shows a typical bubbling event with its

corresponding temperature data shown in Figure 7. An

approximate value for the heat flux could be calculated using

)( 1 iBCB TTkq −= . This assumes, however, essential a perfect

material with zero heat capacity. To properly account for

transient thermal energy stored in the BCB, a numerical model

of the BCB layer was built using Icepak (a numerical software

developed by Fluent Corporation) to accurately determine the

surface heat flux. The experimental temperature profiles were

applied to the model and surface heat flux at the area covered

by each sensor was determined. Figure 8 shows the numerically

calculated heat flux profiles. The temperature and heat flux

results and the images of the bubbles have been used to analyze

different aspects of the nucleation dynamics and the boiling

heat transfer sub-processes. A detailed interpretation and

analysis of the experimental results is far beyond the scope of

this paper and will be presented in future publications. Only a

brief analysis of the results, limited to the broad overview of

the phenomena presented in the introduction section, will be

discussed in the following.

As can be seen in Figure 8, formation of a bubble is

associated with a sudden spike in surface heat flux at the

bubble/surface contact area. This indicates a rapid cool down of

the surface due to microlayer evaporation. Comparison of the

microlayer evaporation energy with the total bubble energy

(calculated using the bubble volume) indicated that microlayer

accounts only for 12.8% of the total energy transferred into the

bubble for this particular case. The rest of the bubble energy

came from the superheated liquid surrounding the bubble

dome. This indicates that neither of the bubble growth models

[1,2] accurately represents the actual bubble growth mechanism

observed in this study.

The results also revealed the details of the heat transfer

process from the surface. As can be seen in Figure 8, after the

initial heat flux spike at the contact area caused by microlayer

evaporation, the heat flux at the contact area approached to zero

due to surface dry-out. This trend continued until the contact

line started to recede shortly after it reached a radius of 225

µm, near the middle of the S-5 sensor. The liquid front started

to cool the surface in a process commonly known as transient

conduction heat transfer mode. Contrary to what has been

commonly assumed in classical boiling models, transient

conduction mode occurred mainly before, and not after, the

bubble departure. Calculating the total heat transfer during this

process suggested that transient conduction accounts for 24% of

the total heat transfer from the sensor area. Also, comparison of

the heat transferred by the microlayer with the total heat

transfer from the sensor area suggested that latent heat transfer

(i.e. microlayer evaporation) accounts for about 13% of the

total heat transfer. The rest of the heat transfer from the sensor

area (63%) occurred outside the contact area. As can be seen in

Figure 8, temperature of this region didn’t change during the

bubble growth and departure and the steady state heat flux in

this region can be reasonably calculated using

)( 1 iBCB
TTkq −= . An additional test in natural convection

mode (in the absence of the bubbles) showed that although heat

flux at this region didn’t change with the frequency of the

bubbling event, it was approximately 3 times higher than the

natural convection heat flux at the same wall temperature.
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CONCLUSIONS

A novel device for direct measurement of the temperature

and heat flux fields around a bubble nucleation site with an

unprecedented spatial resolution of 35 µm was developed.

Capability of the device in revealing some aspects of the

processes involved in the boiling heat transfer was

demonstrated. Results of this study enhance the understanding

of the physics of heat transfer process in boiling that is the

building block for development of more efficient microcooling

devices for electronics cooling applications.
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Figure 1. Cross section of the device.

Figure 2. Top view of the device showing sensor array on

top of sensors T1 and T2. Sensor array covers a 1mm in

diameter circular area

35µm

3

4a

5a6a

7a
8

9a
10

12
11a

13a

3 2

1

Figure 3. Wide view of the device showing leads of the sensor

array and two pairs of leads for sensors T1 and T2.

Figure 4. SEM view of the central sensor with cavities about

0.7, 1.3, 2.4 µm in diameter at the center. Each cavity is active

in a certain temperature range.
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Figure 6. Images of a sample bubbling event. Note that the particular bubble for which the temperature and the heat flux variations are

shown in Figures 8&9, forms at t=128.428 ms (image “c”) and departs at t=135.749 ms (image “m”).

Figure 7. Surface temperature variations under the bubble shown in Figure 7 (see Figure 1 for positions of sensors S-1 to S-8a).

Temperature of sensors 9a to 13a is equal to sensor 8a. Temperatures are symmetric at the four sensor array quadrants.

Figure 8. Heat flux variations at the surface for the bubble shown in Figure 7. The area under each curve shows the total heat transfer.

These results are numerically modified to account for sensor thermal cross talk and some very fast transient events.
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STREAMLINE BASED DESIGN OF A MEMS DEVICE
FOR CONTINUOUS BLOOD CELL SEPARATION

Siyang Zheng, Yu-Chong Tai
Electrical Engineering, California Institute of Technology

Pasadena, California 91125, USA

ABSTRACT

We report a new MEMS device for continuous separation of
particles based on size. Unlike previous passive fluidic devices for
particle separation, fluidic streamline design based on local
geometry and fluidic resistance of side channels are used. The
filtering effect is achieved not by physical device boundaries, but
by the collection zones established by fluidic field. The separation
region of the device has a small footprint of 1.5mm by 0.8mm for
separation of particles in micron range. The particles are
automatically collected in different exit channels after they are
separated, which facilitate further sensing and processing. Like
crossflow filters, particles are separated perpendicular to flow
direction. The minimal feature size of the device is designed to be
larger than the diameter of the largest particles, so clogging can be
minimized. Solvent exchange can be accomplished for larger
particles. We demonstrate separation of 5 m and 10 m
polystyrene beads, as well as erythrocytes and leukocytes of
human blood with better than 96% efficiency.

INTRODUCTION

Size based particle separation is a basic technique in
chemical and biological analysis. Centrifugation, traditional
filtration and size exclusion chromatography are incorporated into
various sample preparation procedures. As devices are
miniaturized to micron scale, there are efforts on separation of cell
size particles, for examples, field-flow fractionation [1-3],
dielectrophoretic force separation [4], magnetic separator [5],
micro-fabricated filtration [6] and microstep [7]. Recently, there
are a group of passive, continuous flow devices that utilizes the
flow properties in micro domain, for example pinched flow
fractionation [8], pillar structure based deterministic lateral
displacement separation [9, 10] and channel based hydrodynamic
separation [11]. Unlike active separation, these devices only
require simple flow control without moving parts, signal sensing
and actuation. Unlike traditional filtration plagued with membrane
clogging and fouling, malfunction of devices due to clogging can
be minimized.

Table 1. Comparison of erythrocytes and leukocytes [12, 13].

One good application for size based particle separation is to
separate erythrocytes (red blood cells, RBCs) and leukocytes
(white blood cells, WBCs). As shown in table 1, erythrocytes are
smaller than leukocytes with a diameter overlap. But because of
their shape, erythrocytes have a significant smaller height and
volume. The challenge is to design microfluidic system that

utilizes this difference and achieve separation with high efficiency.
Successful separation of erythrocytes and leukocytes can facilitate
leukocyte purification or downstream cell sensing and counting in
a lab-on-a-chip application.

PRINCIPLE

The principle of the device under discussion is based on
separation streamline theory. For low Reynolds number laminar
flow, the centers of particles follow streamlines if there are no
interactions between particles and device walls. When obstacles,
such as device walls or pillar structures inside channels, are
introduced into the flow, there are special streamlines that ended at
the stagnation points of these obstacle structures. We call these
special streamlines as separation streamlines, for example the
labeled streamline in figure 1. The special property about the
separation streamlines is that it sets up asymmetry for particle flow.
Particles with centers lying on one side of the separation
streamline will always stay that side if there is no particle to
obstacle direct interaction. As the flow is separated by an obstacle
into two flows so are the particles. The region between a
separation streamline and the boundaries of the obstacles (device
walls in the case of figure 1) defines a collection zone. The
minimal width of a collection zone is the critical separation size R.
For a particle with radius larger than R (for example the large
white one in figure 1), if at upstream its center is inside one
collection zone, because of particle and obstacle interaction, the
center of the particle is forced to shift out of the collection zone
downstream at the place where R is measured. On the other hand,
a particle with radius smaller than R (for example the small grey
one in figure 1), it always stay in the same collection zone. As a
result, particles originally flowing in the same collection zone are
physically separated based on the critical separation size R after
they pass the obstacle.

DESIGN AND FABRICATION

A streamline based design is applied to the separation region.
For this device, perpendicular side channels with shifted
downstream edges serve as obstacles. Inside the device (figure 2),
the particle flow is first pinched against main channel wall by the
buffer flow so that all the particles flow in the collection zones of
downstream side channels. Then they enter a separation region
with an array of side channels perpendicular to main channel.
Particles with radiuses smaller than the critical separation size R
exit from these side channels, while larger particles are displaced
by main channel wall so much that they continue to flow along it.
The collection zones are defined by the channel walls and the
streamlines ended at stagnation points on the downstream edges of
side channels.

The critical separation size R measures the minimal distance
between the separation streamline ended at a stagnation point and
the upstream edge of the same side channel. R can be controlled

Erythrocyte Leukocyte

Cell shape Biconcave disc Sphere
Diameter range ( m) 5-8 7-20

Height ( m) 1.5-3.5 7-20
Volume ( m3) 80 - 100 160 - 450
Count (109/L) 4,200 – 5,800 4.5 – 11.0
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by local geometry of separation region and the flow resistance of
the side channels. The flow pattern inside the device is simulated
by solving 2D incompressible Navier-Stokes equation with
FEMLAB. No-slip boundary conditions are used for the device
walls. Also assumed are parallel velocity field profile at the inlet
and zero pressure at the outlet. As shown in figure 3, R increases
exponentially as the distance of upstream and downstream edge
of the same exit channel increases linearly. On the other hand, R
decreases linearly as the length of side exit channels increases
exponentially (figure 4).

Figure 1: Principle of device operation. Particles with diameter
smaller than the critical separation size R (grey) exit from side
channel. Larger particles (white) are displaced by the main
channel wall so much that they can not flow into side channel.
Grey scaled lines are streamlines from FEMLAB simulation. The
separation streamline ended at the stagnation point is labeled.

Figure 2. Device layout: Two inlets are labeled as sample inlet
and buffer inlet. Outlets are labeled as main outlet and side
channel outlets from 1 to 10. Particles are pinched against main
channel wall before entering the separation region. The critical
separation size is controlled by side channel lengths (as shown left)
and the distance between upstream and downstream edges of the
same side exit channel (as shown right).

From the separation streamline theory, it’s clear that the
separation is binary for one geometry design, meaning there is a
fixed single critical separation size and the particles are separated
into two groups. To separate particles with a wide size range into
more groups, geometries have to be changed. In our current
design for blood cell separation, there are ten groups of side

channels and each group consists of three individual channels. For
different groups, from upstream to downstream, increases
linearly from 0 m to 9 m and the length of the exit channels
decreases linearly from 22,000 m to 2,200 m. The width of the
side exit channels is kept at 40 m.

Figure 3. Effect of side channel edge distance on minimal
separation lane width R. Simulation results are based on a T
shape channel structure.

Figure 4. Effect of side channel length on critical separation size
R. Simulation results are based on a T shape channel structure.

The critical separation size increases from upstream to
downstream as predicted by FEMLAB (table 1). Each side
channel group works like a bucket to collect particles of a certain
range. From side channel group number one to ten, the critical
separation size R increase exponentially, which means the
collection range of the bucket is fine for small particles and coarse
for large particles. This is good for erythrocyte/leukocyte
separation because the ratio of small erythrocytes to large
leukocytes is on the order of one thousand to one.

Devices are fabricated with DRIE etched silicon molds and
mounted on a glass slide by overnight baking at 80 degree Celsius.
We chose PDMS (Sylgard 184, Dow Corning, MI) for the device
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because of its blood compatibility and ease of use. The channel
height is 20 m.

Side Channel
Group Number

Side Channel
Length L ( m)

Edge Distance
( m)

Critical Separation
Size R ( m)

1 22000 0 2.28
2 19800 1 2.57
3 17600 2 2.88
4 15400 3 3.08
5 13200 4 3.54
6 11000 5 4.12
7 8800 6 4.79
8 6600 7 5.76
9 4400 8 7.39
10 2200 9 10.75

Table 2. Prediction of critical separation size R by simulation of
2D incompressible Navier-Stokes equation with FEMLAB.

RESULTS AND DISCUSSION

Calibration is accomplished with fluorescent polystyrene
beads (Duke Scientific, CA). Flows were pumped into devices by
syringe pumps (Pico Plus, Harvard Apparatus, MA) with volume
flow rate of buffer flow to sample flow about ten to one.

5 m green beads exit mainly from side channel groups one
and two and 10 m red ones exit mainly from side channel groups
nine and ten (figure 5 and 6). Under microscope, we observed the
10 m beads flow in a “jumping” mode in separation region,
meaning they move towards the stagnation points of side exit
channels and slow down. After passing these stagnation points,
they quickly flow to the next side exit channel. Assuming 5 m
beads exit from side channel groups one to three and 10 m beads
exit form four to ten, after normalization statistics analysis shows
the separation has a high efficiency of 96% (figure 7).

Figure 5. Typical trace of 5 m fluorescent polystyrene beads.

Human blood cells are obtained from healthy donors and
used within 48 hours. Human blood cells are prepared by
sedimentation based Wintrobe method. The erythrocyte portion is
diluted 1500 times with Ficoll-Paque Plus (Amersham Biosciences,
Sweden). Ficoll-Paque Plus is a mixture of diatrizoate sodium and
Ficoll 400. Ficoll 400 is a neutral, highly branched, hydrophilic
polymer of sucrose. Traditionally it has been used as a reagent to
purify lymphocytes from human peripheral blood based on density

gradient centrifugation. Its density is 1.077 g/ml, which is more
close to blood cell density than aqueous saline. Diluting blood
with Ficoll-Paque Plus enables us to run experiment over one hour
without severe sedimentation.

Erythrocytes exit mainly from exit channel groups two and
three (figure 8). To study leukocytes flow inside the device,
leukocyte rich plasma is stained with fluorescent cell nucleus dye
Aridine orange. Erythrocytes, which have no nucleus, do not
fluoresce. Only leukocytes are stained and fluoresce. As shown in
figure 9, leukocytes demonstrate a different separation profile from
erythrocytes. Assuming erythrocytes exit from side channel
group one to three and leukocytes exit from side channel group
four to ten, a separation efficiency of 97% can be achieve after
data normalization (figure 10).

Figure 6. Typical trace of 10 m fluorescent polystyrene beads.

Figure 7. Statistics of 5 m and 10 m polystyrene beads separation.

For the flow rate ratio used during testing, the solvent in the
sample flow is observed to exit from the side channel groups one
and two. So all the larger particles exit from side channel groups
three and above are flow in the solvent of the buffer flow.
Although in our testing, there is no difference between the solvent
in the sample flow and that in the buffer flow, this can be a unique
and useful property when solvent exchange for larger particles is
desirable.
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Figure 8. Typical trace of erythrocytes as pointed by arrow under bright
field of microscope.

Figure 9. Typical trace of Acridine Orange labeled leukocytes.

Figure 10. Statistics of erythrocytes (RBCs) and leukocytes (WBCs)
separation.

CONCLUSION

We have produced a MEMS device for erythrocytes and
leukocytes separation. Based on the separation streamline theory,
streamline based design is applied. Local geometry and fluidic

channel resistance are shown to change the critical separation size
by simulation. The fabricated MEMS device demonstrates
separation of 5 m/10 m beads and erythrocytes/leukocytes with
high efficiency. The advantages of the device include high
efficiency, small footprint, continuous flow, particle collection in
channels after separation, minimized clogging and solvent
exchange for larger particles. Further work should integrate the
device into lab-on-a-chip systems.
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A LOW-POWER PRESSURE- AND TEMPERATURE-PROGRAMMABLE µGC
COLUMN

Joseph A. Potkay, Gordon R. Lambertus, Richard D. Sacks, and Kensall D. Wise
Engineering Research Center for Wireless Integrated MicroSystems (WIMS ERC)

The University of Michigan, Ann Arbor, MI 48109-2101

ABSTRACT

This paper presents the theory, fabrication and experimental
results for the highest performance, low-power micro gas
chromatography ( GC) column realized to date. The suspended-
dielectric 1m-long column is split into two sections, permitting
pressure programming. Furthermore, each section is individually
temperature programmable. The integrated heaters have a mean
resistance of 6.8 k and a TCR of 1439 ppm/ºC. A single heater
in the fully suspended column requires 6 mW to raise the local
column temperature by 100 ºC in vacuum (10 µTorr). The column
has separated 10 alkanes in 52 s and four chemical warfare agent
simulants and an explosive simulant in 60s.

INTRODUCTION

Accurate chemical (gas) sensing is critically needed for a
wide variety of applications, including those in industrial process
control, food processing/monitoring, environmental monitoring,
pharmaceutical screenings, health care, and homeland security.
However, past devices have often lacked speed, sensitivity,
stability, and, in particular, selectivity. A miniaturized gas
chromatograph (GC) potentially provides a solution to all of these
problems, especially selectivity, since it is able to separate
components in space and time.

In a typical gas chromatography system, the separation
process begins when a gaseous sample is injected into a separation
channel (column). The column is usually coated with a thin film,
known as the stationary phase, which enhances the separation
ability of the column and can be chosen based on the targeted
compounds. As a carrier gas transports the sample through the
column, the individual components in the mixture spend different
amounts of time adsorbed in the stationary phase on the wall of the
column. This adsorption process is dependent on several variables,
including the component vapor pressures and their polarities, the
column temperature, the carrier gas velocity, the stationary phase
characteristics, and the component retention factors. In general,
compounds that spend less time in the stationary phase exit the end
of the column first, where they are detected. Thus, the elution time
can be used to identify the compound, and the magnitude of the
detector signal can be used to determine its concentration.

Commercial GC systems exist, but are inconvenient in field
use due to their size and power. In some cases, gas samples are
collected in the field and analyzed in the laboratory using a
conventional GC, but this process is inefficient at best. By
miniaturizing such systems, lower power levels may be achieved,
facilitating analysis directly in the field. The addition of integrated
pre-concentrators to such miniaturized microsystems could also aid
in reducing analysis time relative to commercial systems.

The first efforts to produce a µGC began in 1970 at Stanford
University [1], with more recent efforts at Lawrence Livermore [2]
and Sandia National Laboratories [3]. Various column structures
have been explored, including anodically-bonded glass-silicon
columns [2,3,4], silicon/silicon dioxide fusion-bonded columns [5],
metal LIGA-based columns [5], and parylene columns [6].
Although these efforts have yielded important progress, they have
not yet provided the high performance and low-power operation
needed for many applications. In addition, none of the systems

developed to date have been completely miniaturized or fully
integrated.

The column described here is aimed at substantially lower
power, smaller size, and higher performance than anything
reported in the past. It leverages previous work at Michigan on
column design [4], coating and testing [8], and process technology
[9]. It forms the heart of a µGC intended for an environment
monitoring system that is currently under development as part of
the NSF-funded Engineering Center for Wireless Integrated
MicroSystems (NSF WIMS ERC). This microsystem, which will
monitor temperature, pressure, humidity, and gas composition with
part-per-billion sensitivity, is targeted at less than 5cc with an
average power of less than 1mW. The finished system will
analyze 30+ volatile organic compounds (VOC’s) in less than 5
mins. The following sections describe the theory, fabrication, and
experimental results for the column portion of this microsystem.

THEORY AND DESIGN

The column structure is shown in Fig. 1 and is designed to
minimize power and maximize performance. As shown, the
column is suspended and vacuum-sealed to reduce conductive and
convective heat losses, etched back to improve the thermal
response time, and coated with metal to decrease radiation losses
and improve temperature uniformity across the column. The
structure consists of two individually-suspended and heated
columns so that the first column may be bypassed (in order to
increase flow in the second column) using integrated microvalves.
Thus, the column has two zones, both temperature and pressure
programmable. As µGC columns decrease in size, their resolution
also decreases; temperature and pressure programming provide a
powerful means to increase performance. The column is made up
of semi-circular channels, which were chosen for ease in
processing and to minimize stationary phase pooling. In general,
circular-cross-section channels perform well over a larger range of
flow than other column shapes, permitting increased system design
flexibility.

The performance of gas chromatography columns is
conventionally measured in terms of the total number of theoretical
plates (N) (a measure of the resolving power of the column) and in
terms of the height equivalent to a theoretical plate (H) (a measure
of the efficiency of the column). Golay performed the first
analytical modeling of gas chromatography channels in 1958 [10].
The H of a column with a circular cross section is given by:
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Figure 1. Drawing of the CVD column structure.

Solid-State Sensors, Actuators, and Microsystems Workshop
0-9640024-6-9/hh2006/$20©2006TRF 144 Hilton Head Island, South Carolina, June 4-8, 2006



where Dg and Dl are the diffusion coefficients in the gas and liquid
phases, respectively, k is the retention factor, h is the thickness of
the liquid phase, and d is the channel diameter. The average
carrier gas velocity, u, is given by (2), where uo is the outlet gas
velocity, f2 is the Martin-James gas compression correction factor,
given in (3), po is the outlet pressure, pi is the inlet pressure, and L
is the column length.
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To determine the total resolving power of a column, the total
number of plates, N, is calculated as

H
LN , (4)

where L is the total length of the column. Finally, the holdup time,
tm, is the time it takes for an unretained component to be injected
into the system and travel through the column to the detector. It is
calculated as in (5):

u
Ltm (5)

For the GC under development, many factors constrain the
design and performance of the column. Integration with a MEMS
vacuum pump further facilitates miniaturization and low-power
operation, but hinders the ability to increase the performance of the
column by increasing its inlet pressure as is conventionally done.
The use of air as a carrier gas eliminates the need for gas storage
and facilitates miniaturization. However, air has a higher viscosity
and smaller diffusion constant than conventional carrier gases such
as hydrogen, resulting in a diminished flow rate in (2) and
decreased resolving power in (4). In addition, the total analysis
time was limited to less than 10min, and because of fabrication and
power issues, the diameter of the low-mass columns was limited to
between 50µm and 120µm. Total length was limited to 4m.

The plots shown in Figs. 2 and 3 were generated using (1-5)
and show the tradeoff between various design parameters. Figure
2 shows the column flow rate for various channel dimensions.
Although a low flow rate is preferable for the MEMS vacuum
pump (less than 2sccm at 0.5atm of pressure), a high flow rate is
favorable for sweeping components out of the preconcentrator and
across the detector. However, other techniques can also be
applied, such as split flow injection to improve the gas flow rate
over the preconcentrator and detector. Thus, flow should be

maximized while remaining within the requirements of the vacuum
pump.

Figure 3 displays the relationship between the resolving
power of the column and its diameter and length. There is an
optimum column diameter for each length (for a fixed differential
pressure). Based on fabrication and power considerations, it is
desirable to keep the column diameter and length small. However,
a high resolving power is required to be able to separation all of
the components in a complex mixture of 30+ VOC’s. Thus, a
column diameter of around 90µm and lengths of 0.5m, 1m, and 2m
were chosen as a compromise among all of the system
requirements. Nearly all of the data points of interest correspond
to a total analysis time of less than 5 minutes, assuming a
maximum retention factor of 10.
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Figure 2. Effect of the channel diameter and length on the
theoretical flow rate of the column.
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Figure 4. Thermal model and the equivalent circuit for the
suspended CVD column.

Figure 5. Power loss as a function of pressure for a 0.5 m column
suspended at 4 points using the model in Fig. 4. The model

predicts a power consumption of 14 mW in vacuum.
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Next, a thermal model of the device was developed to
optimize the device speed and power and predict its behavior. The
model in Fig. 4 considers the effects of conduction (through the
supports and air), convection and radiation. Conduction occurs
both through the oxynitride supports and through the air above and
below the column. Conduction through the supports was modeled
assuming a thermal conductivity of 1.4 W/mK for the oxynitride.
The thermal conductivity of air between two enclosed plates is a
function of pressure, approximated in [11] by:

TdP
x

kk airair

/
106.71

1
50,

(6)

where kair,o is the thermal conductivity of air at room temperature
and pressure (0.0284 W/mK), P is the pressure, d is the distance
between the plates and T is the average temperature of the plates.
Due to the transparency of the dielectric column, radiation occurs
from both the column top and bottom in an enclosed space. In
both cases, heat loss can be modeled as [12]:
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where SB is the Boltzmann constant, A is the area, and TS1 and
TS2 and S1 and S2 are the temperatures and emissivities of the two
surfaces, respectively. Due to the size of the cavity, viscous
forces in the air are much larger than buoyancy forces and no fluid
motion occurs. Thus, the Rayleigh number is very small and
convection can be neglected [13].

The plot in Fig. 5 was generated using (6), (7) and Fig. 4. It
predicts the heat loss as a function of pressure for the column. In
vacuum, the model predicts a heat loss of 14mW at a temperature
rise of 100 ºC.

FABRICATION

Fabrication of the column (Fig. 6) requires 6 masks. First, a
grid is anisotropically etched in a 2µm-thick PECVD oxynitride
dielectric layer using a reactive ion etch (RIE). A vertical sidewall
is necessary in order to prevent voids when the channel is later
sealed and, thus, improve the strength of the column. The grid is
then undercut using a 25 minute long dry isotropic etch and sealed
using a 12µm-thick PECVD oxynitride layer (Fig. 7). Both
oxynitride layers are designed to be stress free and require less
than 15min for deposition.

Next, a 200/400Å Ti/Pt metal layer is deposited and
patterned to form the heaters and temperature sensors. The Ti/Pt
layer is also used to reduce radiation losses and increase
temperature uniformity across the column. Next, the Ti/Pt layer is
protected with another 2µm-thick oxynitride layer and then a
300/1000/5000Å Ti/Pt/Au bond ring is deposited via evaporation.
The intermediate platinum layer serves as a diffusion barrier
during the later bonding step. Finally, the oxynitride is wet etched
for device isolation and to open metal contacts. The cap wafer
requires 3 additional masks. Two DRIE etches form a recess and
low-dead-volume fluidic connectors, and a 300Å/4µm Cr/Au bond
ring is plated. Finally, the two wafers are bonded together utilizing
Si/Au eutectic formation, and a dry etch is used to release the
device (Fig. 8). Stress minimization of both the metal and
oxynitride films is critical to device release. In addition, low-dead-
volume fluidic interconnects are crucial in preventing band
broadening. It should be noted that the structure in Fig. 5(d)
contains a dielectric layer connecting the column to the substrate.
This layer is used for structural support; however, it may
optionally be etched away to fully suspend the device and reduce
its power consumption. The process can also be extended by

bonding a second cap wafer to the bottom of the device and, thus,
vacuum encapsulating the column.

RESULTS

A fabricated 1m column is shown in Fig. 9. The three low-
dead-volume fluidic interconnections are visible on the top
substrate and permit individual coating of the two column
segments and pressure programming. The electrical interconnects
can be seen on the shelf along the bottom of the column and
provide contacts to the heaters, temperature sensors and substrate.

Figure 6. Process flow for the released dielectric columns.

Figure 7. Cross section of a sealed buried channel with a height
of 72 m, width of 97 m, and ceiling thickness of 15 m.

Figure 8. SEM of the bottom side of a released column. A picture
of the backside of the transparent dielectric column is shown

(inset). The heater is visible through the column.
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After fabrication, initial tests were done to examine the
strength of the eutectic bond and its hermeticity. First, a gross
bond strength test was completed by prying apart the two wafers
using a razor blade. The bond area was extremely hard to break,
and when it did, the breaking occurred in the substrate and not
along the bond interface. Next, capillary tubing was epoxied into
the fluidic connectors and fluidic pressure of up to 0.5atm was
applied to the input. The device was immersed in acetone and no
leaks were visible, verifying the gross hermeticity of the bond and
viability of the fluidic interconnections. Complete characterization
of a similar bond technology can be found elsewehere [14]. The
current bond technology differs from [14] in that it utilizes metal
feedthroughs and a PECVD isolation layer.

Next, the device was placed in an environmental oven and
the temperature was varied from 25ºC to 125ºC. The resistances of
the temperature sensors were found to have a mean resistance of
6.88 k and a TCR of 1439 ppm/ºC. The devices were then
placed in a custom vacuum chamber at 10µTorr. Power was
applied to a single heater in a fully suspended column and only 6
mW was required to raise the local column temperature by 100ºC.
The devices were then coated with a PDMS stationary phase.
During coating, the devices withstand an inlet pressure of 25psi
without damage. Next, the device was hooked up to an injection
system and flame ionization detector (FID). The separation of 10
alkanes in 52s is shown in Fig. 10. The separation of four
chemical warfare agent simulants and an explosive simulant in 60s
is shown in Fig. 11. Both separations utilized a temperature ramp
from of 30 to 100ºC at 50 ºC/min.

CONCLUSION

This paper presented a high-performance low-power µGC
column operating at milliwatt power levels and capable of
separating 10 alkanes in under 52 s. Such columns are critically
needed for remote chemical monitoring systems for homeland
security, environmental monitoring and health care.
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Figure 10. Separation 10 components in 52s using the 1 m
column. A temperature program of 30-100°C at 50°C/min was

used in conjunction with a flame ionization detector.

Figure 11. Separation of 4 CWA simulants and an explosive
simulant in 60s utilizing the 1 m column. A temperature program

of 30-100°C at 50°C/min was used in conjunction with a flame
ionization detector.

Figure 9. Picture of a finished 1 m column next to a dime.
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ABSTRACT

This paper presents an integrated nano interdigitated

electrodes array (IDA) on polymer substrate with microfluidic

system. It can be used as a miniaturized, sensitive, and easy-to-use

impedimetric sensor for genomics, proteomics, and cellular

analysis. A gold (Au) nano IDA has been successfully patterned on

polymer (Cyclic olefin copolymer, COC) substrate, which can be

widely used for disposable lab-on-a-chip applications. The

fabricated device has been characterized in KCl salt solution using

electrochemical impedimetric spectroscopy (EIS). The preliminary

result of monitoring protein binding is demonstrated as well,

which insures the potential of this device to be used for protein

immunosensors.

INTRODUCTION AND MOTIVATION

Electrochemical impedance spectroscopy (EIS) shows

detailed information on capacitance and resistance changes from

the biorecognition events occurring at the electrode or substrate

surface directly, thus, allowing for label-free biosensing [1]. When

target DNA hybridizes to oligonucleotide probes or when

antibodies bind to antigens, the change in electric properties results

in a change of impedance, enabling the measurement of a direct

electrical signal. The nanoscale interdigitated electrodes array

(nanoIDA) can be introduced to improve the sensitivity since the

generated electric field between a gap of 100 nm matches the

region of interest (i.e. on the order of 10-100 nm for protein

immobilization and up to 200 nm for DNA binding) [2]. In

addition, the space confinement of the nanogap minimizes the

noise from the electrical double layer [3].

Nano IDAMicrochannels

Sensor chip

Figure 1. Schematic view of the device including an Au nano IDA

on polymer substrate and a polymer microfluidics chip.

High density IDA has been used as a sensing surface to

analyze cellular and biomolecular activities in solution using EIS.

A small AC voltage is applied to the electrode pairs, thus different

concentrations of cells or biomolecules bound to the surface will

yield different changes in electrical impedance between the

electrodes. This effect has been theoretically analyzed by

calculating the electric field between the interdigitated electrodes,

and the result is shown and discussed in [2,4]. The sensitivity of

biomolecular analysis has been improved by shrinking the

electrodes array size down to the nanoscale due to the electric field

being confined much closer to the binding surface. The theoretical

calculation indicates that 80% of the electric field and current flow

between two electrodes is in a layer which has thickness less than

L/2, where L is the sum of the electrode width and spacing as

shown in Figure 2a. Because the DNA and protein molecular

binding layer is less than 200 nm, by applying voltage on one pair

of electrodes, most electric field and current flow are limited in

this region for nanoscaled electrodes while most parts of the

electric field are out of this region for conventional

microelectrodes.

Most reported nano IDA structures were fabricated on Si or

glass substrate whereas recently polymer has been considered as

one of the most suitable substrate materials for low cost lab-on-a-

chip devices. Patterning metal nano IDA on polymer provide a

direct way to integrate the high sensitivity nano biosensor into

polymer biochips to utilize both benefits of high sensitivity and

low cost. In this work, the nano IDA is patterned on polymer

substrates (Cyclic Olefin Copolymer, COC) since COC offers

excellent material properties for nano biosensors and is very

suitable for disposable polymer lab-on-a-chips [5].

Figure 2. NanoIDA: (a) Design of an Au nano IDA protein

binding impedimetric sensor on polymer and (b) FEA simulation

of the electrostatic energy distribution of nano IDA in water. (L=

700 nm, W= 200 nm, and V= ±25 mV).
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DESIGN AND FABRICATION

A schematic illustration of the Au nano IDA on polymer with

integrated microfluidic system is shown in Figure 1. By using

polymer microfluidic chips, the analyte consumption and the total

sensing time are significantly reduced.

FEA simulation is used to analyze the electric field energy

around the Au nanoIDA in water. Three pairs of Au electrodes are

modeled with 100 nm height, 200 nm width, and 500 nm spacing

in water medium as shown in Figure 2. The simulation result

clearly indicates that all the electric filed is concentrated within

600 nm of the sensor surface where protein binding occurs.

The fabrication processes is summarized in Figure 3. A 3-inch

blank COC wafer with very good surface smoothness is prepared

by plastic injection molding techniques using a highly polished,

mirror face Ni mold-disk. A Cr layer of 10 nm is first evaporated

on the COC to make the substrate compatible with e-beam

lithography. Electron resist Polymethylmethacrylate (PMMA) is

spin-coated and the pre-baking condition is adjusted due to the

relatively low melting point of COC. E-beam lithography is

performed by Raith-150 system, exposing the PMMA. The nano

pattern is defined after developing and Cr etching. Subsequently, a

Au layer of 100 nm is evaporated on the patterned substrate by e-

beam metal evaporator. The sample is then placed in acetone for

lift-off; the Au nanoIDA is created in this step. After

nanofabrication, photolithography techniques are used for nano-

micro interface patterning and integration of Au nanoIDA with

electrical connection pads. A second Au layer (200 nm) is

evaporated, covering the existing contact pads achieved by the

nano fabrication. The sample is then dipped in acetone for lift-off.

Finally, all the redundant Cr is etched out.

1stAu deposition

Nano pattern Lift-off

2nd Au deposition and lift-off

Photolithography,S1818 patterning

E-beam lithography
Cr

Au

1stCretching

2nd Cretching

COC

Ni

S1818

PM M A

SU-8

SU-8 patterning

Nielectroplating

SU-8 rem oval

Therm albonding

Injection m olding

Figure 3. Fabrication processing for the nanoIDA with polymer

microfluidic channels.

In order to fabricate the polymer microfluidic system, the

plastic injection molding and thermal bonding techniques have

been developed [6]. The SU-8 2035 photoresist is spin-coated on

the 3-inch nickel disk to achieve 100 um thickness. Then, a pre-

bake process is performed. After the photoresist layer is exposed

with UV source, it is baked again for the cross-linking. After

developing the SU-8 photoresist, the electroplating is performed in

a nickel plating bath, using a two-electrode system with a nickel

anode and a nickel disk cathode with SU-8 patterns. Finally, a

nickel mold with a plating microstructure is attained after removal

of the residual SU-8 photoresist. The microfluidic chip was

replicated from this mold over a plastic substrate of COC by

injection molding. After drilling holes for fluidic interconnection

at inlets and outlets, the microfluidic chip is bonded with the

sensor chip using thermal fusion bonding technique to make the

final device.

Photographs of the fabricated device are shown in Figure 4.

Figure 4a and 4b illustrate the configuration of Au nanoIDA,

electrical connections and microchannel. The images of

nanofabricated IDAs on polymer by SEM and AFM are shown in

Figure 4c, 4d, and 4e. The nanoIDA consists of 100 electrode

fingers with 100 µm length, 200 nm width, 100 nm thickness and

500 nm spacing in the 0.01 mm2 sensing area.

Figure 4. Photographs of the nanodevice: (a) the entire chip; (b)

microscope image of nano IDA, electrical connections and

microchannel; (c), (d) AFM; and (e) SEM images of the nano IDA

array on polymer substrate.

1 m m

M icrochannel

(d)(c)

500 nm

200 nm
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RESULTS AND DISCUSSION

The nano device is electrically characterized in KCl solution

with various concentrations using HP 4284A LCR meter (Figure

5). The EIS is performed at 50 mV with the frequency range 20 Hz

to 1MHz after the sample solution is injected into the sensing

channel. The DI water and KCl solutions are measured from low

to high concentration using the same method. By analyzing a

typical impedance response of the nano IDA in 10-3 M KCl

solution, three regions can be subdivided as shown in Figure 6a.

Figure 5. EIS of a nanoIDA under KCl electrolyte with different

concentrations: a) amplitude response and (b) phase response.

A simplified electrical model [2] (Figure 6a) can be used to

explain these three regions. They correspond to three major

electrical components: the serial double layer capacitance Cdl, the

serial electrolyte resistance Rsol, and the parallel solution

capacitance Cdi. At the low frequency range, Cdl determines the

signal. Phenomena occurring in the neighborhood of the electrode

are measured in this region, thus surface related processes

influence this capacitance. At intermediate frequencies, Rsol

governs the signal, and the conduction of ions in the solution

determines the signal. At the high frequency end, the dielectric

behavior can be observed. The dielectric behavior of solution Cdi

dominates the signal in this region. Further measurement and

analysis of this simplified model is presented in Figure 6. In the

range from 20 Hz to 100 KHz, the capacitance of 10-2 M KCl

solution Cdi can be neglected. The agreement of the fitting curve

coming from the model and the measurement data is shown in

Figure 6.

Figure 6. Electrical modeling for the nanoIDA in the electrolyte:

(a) impedance amplitude spectrum in the 10-3 M KCl solution and

the three different impedimetric response regions which can be

explained by the (inset) simplified electrical model and (b)

Impedimetric response in a 10-2 M KCl solution in the frequency

range from 20 Hz to 100 KHz. The fitting curve coming from the

simplified electrical model is also given with Cdl= 15 nF and Rsol=

5 K .

One of possible applications for an integrated

microchannel/EIS system is the investigation into the dielectric

properties and bio-affinity interaction of proteins, which includes

the protein binding to functionalized electrode surface and the

antibody-antigen specific binding. These interactions create a new

charged layer as a capacitance that is serial to the Cdl; hence

decrease the Cdl and increasing the impedance at the low

frequency range. This analysis has been verified by the

preliminary test. Figure 7 gives the result of impedance change

when proteins (Mouse monoclonal anti-rabbit immunoglobulin,

mouse anti-rabbit IgG) are immobilized. The immobilization of

proteins is based on the formation of based self-assembled

monolayer (SAM) of alkanethiols group on Au electrodes surface.

The sensor chip is preconditioned in a 11-Mercaptounadecanoic

acid (MUA) and 3-Mercaptopropionic acid (MPA) mixing solution

and activated with 1-(3-Dimethylaminopropyl)-3-

ethylcarbodiimide (EDAC) and N-hydroxysuccinimide (NHS)

before testing [7]. The sample solutions with different

concentrations of mouse anti-rabbit IgG are injected into the

sensing microchannel and held for 5 minutes for incubation. After

completely washing out the samples, the EIS is performed in the

same PBS buffer solution. As shown in Figure 7a, impedance

change occurs at the low frequency range in which Cdl dominates

as we expected. Accordingly, the relative impedance increase at
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100 Hz with varying protein concentrations are recorded (Figure

7b).

Figure 7. (a) Impedimetric response: (a) Before and after protein

binding (0.25 mg/ml mouse anti-rabbit IgG) and (b) Calibration

curve of relative impedance change versus different mouse anti-

rabbit IgG concentrations at 100 Hz.

As proof of concept, this preliminary results show a potential

of the device as an immunosensor with high sensitivity. Further

investigation is under progress to improve the sensor’s

performance such as the sensitivity and specificity. Specificity of

the target protein could be achieved by utilizing the antibody-

antigen specific binding and Bovine serum albumin (BSA) surface

pre-blocking. Moreover, COC shows the natural property to

absorb protein molecule by hydrophobic force for an excellent

specific binding [8]. Thus, future investigation can be employed to

monitor the impedance change caused by the COC surface

absorbed protein between the electrodes pair, which would greatly

shorten the sensor preparation by eliminating the SAM formation

step.

CONCLUSIONS

In this work, a novel nanoIDA on polymer has been

nanofabricated and successfully characterized as EIS biosensors.

Using KCl solution, the measured impedance spectra has shown a

good matching to the theoretically predicted impedance spectra.

Preliminary testing results for the EIS nano biosensor indicate that

this nano biosensor has a high potential for rapid, direct, and label-

free biomolecular and cellular analysis. In addition, the nanosensor

can be easily integrated with disposable polymer lab-on-a-chip.
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A MICROMACHINED INKING CHIP FOR SCANNING PROBE

NANOLITHOGRAPHY USING LOCAL THERMAL VAPOR INKING METHOD
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ABSTRACT

A new method for inking scanning probes, based on
local thermal evaporative inking transfer, has been demonstrated in
this paper. The new method results in low loss and rapid parallel
inking action. The scanning probes are accommodated at the
opening of each ink reservoir. A underneath resistive heater is
provided local heating to initiate vaporization of inks to uniformly
coat individual probe. 1mM 16-Mercaptohexadecanoic acid
(MHA) in the ethanol solution is used to characterize this inking
chip. After 2 minutes heating and following 2 minutes cooling,
MHA patterns are successfully written on the fresh gold-coated
silicon substrate at 25 ºC room temperature and 30 % relative
humidity environment. The minimum feature is less than 60 nm.
Moreover, the different ink channels can be loaded different inks
so this chip has multiple inking capabilities potential. Also, due to
special design of ink reservoirs, each probe is completely sealed
inside individual reservoir so the ink cross contamination is limited
Keywords: Scanning Probe Nanolithography, Micromachining,
Surface Tension and Reservoir Array

INTRODUCTION

Scanning Probe Nanolithography (SPL) has been widely
used to generate nanometer scale pattern on the various substrates
[1-3]. The chemicals (inks) need deposit on scanning probe tips for
subsequent writing onto a substrate [4,5]. The inking is a very
critical and challenging step. Ideally, the inking procedure should
be fast, highly efficient, and paralleled ink transfer onto an array of
SPL probes. Existing methods of inking face severe limitations.
The liquid phase dip inking is simple and popular, but it provides
non-uniform, uncontrollable inking. It also suffers from high rate
of evaporative ink loss from reservoirs and cross-contamination
[6]. Inkpad based probe inking method is proposed to overcome
this issue. It employs a porous membrane (e.g., PDMS) for
containing/capping the inking solution. However, it takes long
time (> 6 hours) for thiol molecules to diffuse through the thin
membrane from ink-delivery channels [7]. Vapor-phase inking is
uniform, reliable, and much faster than liquid phase inking.
Traditionally, vapor phase inking is conducted by placing probes
in a container filled with liquid chemical solutions or crystallized
chemical compounds. Unfortunately, this method does not support
multi-probe and multi-ink delivery [8].

We report a new method for inking scanning probes,
including the design, fabrication, and testing of the new chip and
the validation of performance. The new method, based on local
thermal evaporative inking transfer, results in low loss and rapid
parallel inking action (minutes). The inks are delivered to the
closely spaced ink sites that provide local, on-demand vaporization
and ink transfer to the scanning probes.

DESIGN AND FABRICATION

Heater

SPN Probe

Inking Reservoir

Hydrophobic Parylene Layer
Hydrophilic Nitride Layer

Heater

SPN Probe

Inking Reservoir

Hydrophobic Parylene Layer
Hydrophilic Nitride Layer

Microchannel

(a)

Inking Reservoir Array

Heater

PDMS Fluidic Network

(b)

Figure 1. (a) Mechanism of local thermal vapor inking for SPL (b)

Schematic of local thermal vapor inking based inking chip for SPL

This novel inking chip consists of two parts: PDMS fluidic
network and silicon inking reservoir array. The ink loading
channels are made inside PDMS layer using softlithogrpahy. The
inking channels are made of hydrophilic silicon nitride using the
standard micromachining techniques. Also, in order to keep ink
solution from overflowing the reservoirs, a 2-µm thick highly
hydrophobic Parylene layer is deposited on the top of silicon
nitride layer. Each ink reservoir is designed to accommodate each
SPL probe. A thin film heater is fabricated underneath the silicon
chip to locally heat up thiol molecules inside reservoirs (Fig. 1a).
At first, the specific ink is delivered into the specific inking
channel through PDMS fluidic network. Due to the dominant
surface tension force inside hydrophilic silicon nitride
microchannels, the thiol solution would be automatically pumped
into individual ink reservoirs. After the probes are located on the
right inking reservoirs, the temperature is locally increased by
applying the current to the underneath thin film heater. When the
temperature is up to the certain melting point (> 60 oC), the
deposited thiol molecules inside each ink reservoir are evaporated
and uniformly coated on the tip of SPL probe (Fig. 1b).
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Figure 2. Inking chip fabrication flow: (1) Au thin film heater

fabrication on oxide wafer; (2) flat bottom cavity array EDP

etching; (3) scarification layer ZnO deposition and patterning and

function layers PECVD nitride / Parylene deposition, then RIE

etching windows;(4) hydrochloride acid solution chip releasing;

(5) Silicon molding surface treatment;(6) PDMS liquid polymer

heat curing; (7) loading hole punching and cutting; (8) PDMS

layer alignment with silicon chip

Many advantages are associated with this novel inking chip:
(1) no active pumping or vavling is required to transport ink
solution and inks transport in the microchannel is mainly due to
automatically surface tension force, (2) it is low loss and rapid
parallel uniform inking, (3) the cross contamination of adjacent ink
reservoir is limited because of the special inking reservoir design,
(4) it is scalable to high density parallel inking, (5) it has multiple
ink coating capability due to the fact that the different
microchannels can be filled different inks.

Underneath Thin Film Heater

Ink Reservoir Array

Inking Chip

Figure 3. The assembled thermal vapor-inking chip

The fabrication process to realize the novel-inking chip is
shown in Fig. 2. (1) First, a 2600-A thick silicon dioxide layer is
thermally grown on the 2” <100>-orientation silicon wafer
(International Wafer Service, Portola Valley, CA, USA). A Cr/Au
thin film resistive heater is deposited on the substrate using
thermal evaporation (Cr / Au = 50 A / 5000 A). (2) Using the
photolithography with backside alignment, the SiO2 layer at the
front side is wet etched to open square windows to etch 5 µm
depth reservoir cavities using EDP silicon etchant. (3) A 1 µm
thick ZnO is sputtered on the substrate as sacrificial layer, then the

ink channels are photolithographically patterned. A 2-µm thick
silicon nitride layer and a 2-µm Parylene layer are deposited to
cover the ink microchannels, respectively. A 1200-A thick Al thin
film is deposited as etching mask for subsequent reactive ion
etching to etch inking loading holes and ink reservoir windows. (4)
The whole chip is released using diluted HCL solution (38 % HCl:
H2O = 2 ml: 400 ml) for 48 hours shaking on an orbit shaker. The
rotation speed of the shaker is set as 60 RPM. (5) The silicon
mold is etched using deep reactive ion etching. The depth of mold
pattern is 60 µm. (6) Before the molding, the silicon mold was
deposited a thin carbon layer to enhance PDMS layer releasing,
then PDMS prepolymer (10:1 mixing ratio with curing agent,
Dow Corning Sylgard 184, Midland, MI, USA) is poured on the
silicon mold. (7) After 30 minutes curing at 90 oC, PDMS layer is
peel off and punch the access holes using a sharpened needle. The
blade cuts the PDMS layer into final dimensions: 30 mm wide and
40 mm long. (8) Finally, the PDMS layer is aligned and assembled
with silicon chip. Fig.3 is an optical picture of the final assembled
inking chip.

TEST RESULTS

Thiol chemical MHA is used to characterize this inking chip.
At first, 1mM ethanolic MHA is filled into PDMS channels. Once
the ink solution reaches the loading holes at the beginning of the
silicon nitride microchannels. Due to dominant surface tension
force inside hydrophilic silicon nitride microchannels, the ink
solution is automatically pumped to individual ink reservoir.
Finally, due to quickly evaporation nature of ethanol, MHA ink is
deposited inside ink reservoirs (Fig. 4). The measured resistance of
the thin film heater is around 150 . After applied 20 DC voltages
using a power supply (E3612A, Agilent, CA, USA), we found the
local temperature at the ink reservoirs quickly reached MHA
melting point (64 oC) within 2 minutes. The inking chip
subsequently cooled down for another 2 minutes to make sure
uniform coating on the scanning probe tips (Fig. 5). After 2
minutes heating and following 2 minutes cooling, the inked probe
(type A, NanoInk Inc. Chicago, USA) is loaded on Nscriptor
(Nanoink Inc, Chicago, USA). MHA patterns are successfully
written on the fresh gold-coated silicon substrate (Au / Cr = 30 nm
/ 5 nm) at 25 ºC room temperature and 30 % relative humidity
environment (Fig. 6a and 6b). The minimum feature is less than 60
nm. In order to prove that the ink transfer is mainly due to the
thermal evaporation, the tip of the scanning probe was sealed
inside the ink reservoir and the thin film heater did not turn on.
After 15 mins inking, the probe was loaded on Nscriptor to write
the pattern on the fresh gold-coated substrate under the same
working temperature and humidity. It was found the same patterns
written on the substrate at the least 10 times slower even after 15
minutes inking.

MHA Thiol Molecules

Figure 4. The chemical thiol was deposited inside individual

ink reservoir
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The ink reservoir is specially designed as Fig. 1(a) and the tip
of each SPL probe was sealed inside individual reservoir, so the
ink cross contamination is expected to be limited. A cross-
contamination test was performed by filled the ink solution in the
specific ink channel as shown in Fig. 3 and leave the adjoined ink
channels were empty. After using the aforementioned method to
finish inking, we perform writing on fresh gold substrates. But
only the probe, which is inked from the filled channel, can write
the patterns on the substrate. For other probes, no MHA patterns
were detected. We can conclude that no appreciable cross
contamination occurs during the local thermal vapor inking.
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Figure 5. Transient temperature measurement during local

thermal vapor inking using IR microscope
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Figure 6. Characterization of local thermal vapor inking chip (a)

dots array writing (3.58 µm by 3.58 µm scanning size) and (b)

lines writing (3.3 µm by 3.3 µm scanning size) at 25 ºC and

relative humidity 30 %

CONLUSION

In this paper, we report a novel method to ink scanning
probes for nanolithgraphy based on local thermal vapor ink

transfer method. This method can finish low loss and parallel
inking scanning probes within several minutes. At the same time,
the special design ink reservoir can accommodate probe tip into
individual reservoir to limit the possible ink contamination.
Moreover, the different ink channels can be loaded different inks
so this chip has multiple inking capabilities.
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A PNEUMATICALLY-ACTUATED MICROVALVE FOR SPATIALLY-SELECTIVE

CHEMICAL DELIVERY
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ABSTRACT

Figure 1. A drug delivery probe with integrated microvalves

This paper reports a drug-delivery probe (Figure 1) with on-

chip normally-open microvalves that are used in blocking mode,

preventing flow to non-selected orifices and allowing drugs to be

injected into spatially-localized areas of the brain to modify

cellular activity. The present valves are driven pneumatically to

allow detailed studies of valve operation, but will be used with on-

chip thermo-pneumatic actuators that operate from low voltage,

produce negligible tissue heating, and have several microns of

throw while holding off drive pressures as high as 50kPa. For a

valve having a diaphragm radius of 200µm, the fully-open

pressure drop at a flow rate of 513pL/sec is only 7.4kPa. For

diaphragm radii of 180, 200, and 220µm, leak rates of 32, 21, and

15pL/sec, respectively, are measured at an actuation pressure of

35kPa.

INTRODUCTION

Silicon microelectrode arrays have become widely used in

neurophysiological research over the past decade. Micro-electrode

arrays capable of stimulating or recording from the nervous system

are one of the principal tools used today for studying the central

nervous system at the cellular level. They are also the basis for a

number of neuroprosthetic devices being developed to address

neurological disorders such deafness, blindness, epilepsy, paralysis

and Parkinson’s disease. To understand the cell function in an

electrochemical system, there is growing interest in combining

multi-site stimulating/ recording probes with the ability to deliver

drugs to the nervous system with high spatial specificity, both for

basic research in neuropharmacology and for possible use in

neuro-prosthetics [1, 2]. For such probes, used for multi-site,

multi-chemical injection, there must be a way to select the desired

chemical and route it to the proper site in order to minimize the

fluidic lead count. In this way, if two chemicals are to be used,

there only three lines are needed for the implant: the first chemical,

the second chemical, and perhaps a saline flushing solution. By

being able to direct the fluid flow, any of the chemicals can be

routed down any number of channels to the respective site.

Without these capabilities, only the chemical in a particular line

can be injected down that line to a single associated site. A

separate line would be needed for each individual site, making

multi-delivery site devices excessively tethered by external tubing

coming off the back end. The solution to this situation requires on-

chip multiplexers (Figure 2), which are an integral part of every

chemical delivery system in the macro world.

REQUIREMENTS FOR MICROVALVES

The integrated microvalves on a neural probe must be

compatible with probe fabrication technology [1] without adding

excessive complexity. They should also be robust and compatible

with chronic use in-vivo. Due to the difficulty of replacing a

chronic device, any such device needs long-term reliability (>5

years) and packaging that is able to withstand the extracellular

environment. The valves reported here will be used with the on-

chip thermo-pneumatic actuators in Figure 3. For thermo-

pneumatic actuation, the use of high voltages within any living

organism difficult due to the risk of electrical leakage and shock.

In order to avoid damaging the neural system, a low actuation

voltage (<10V) is required. Any temperature rise in the tissue must

be no more than 2°C to avoid neural damage. Moreover, the entire

delivery system must be kept small enough to avoid excessive

tissue displacement and disruption of the cellular system.

Pressure ejection is the method used on the Michigan drug

delivery probe. In operation, nitrogen pressure is applied at the

back end of polyimide tubing, and the fluid in the channel moves

in the direction of the pressure gradient. The flow rate is

determined by the liquid properties, the applied pressure, and the

channel cross-sectional area. A typical cortical neuron can be

recorded electrically over a distance of roughly 50-100µm. In

order to effectively alter the neuronal environment, the minimum

amount of injected chemical can arbitrarily be taken at about 10%

of a 100µm-diameter sphere, which is equivalent to about 50pL.

This amount of chemical is generally injected into the tissue in

100mSec, resulting in a typical flow rate of 500pL/Sec, or

30nL/min. Drugs have previously been delivered to tissue using a

1-2Psi pressure pulse having a duration of 100msec [2]. Recently,

it has been observed that fast chemical injection can mechanically

damage or even kill cells, so the trend is to deliver drugs over

longer pulse-durations (5nl for 10Sec) or to deliver smaller

volumes of liquid with higher drug concentrations [3]. The

minimum acceptable leak rate varies greatly among target
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diseases. A negligible amount of injected chemical can arbitrarily

be taken at about 0.5% of a 100µm-diameter sphere, which is

equivalent to about 2.5pL. For example, for a 100mSec pulse

duration, the leak rate should be less than 25pL/Sec.

FABRICATION

Fabrication should be compatible with a standard buried-

channel probe process that allows electrical recording and

stimulation as well as integrated flowmeters [4] on the same

structure. The basic microvalve structure used is shown in Figure 3

and is realized using a 13-mask process. Fabrication of the

microvalve takes only two masks in addition to the normal probe

with microchannels [5]. The process begins with blank (100)

silicon wafers. The first step is to define the probe shape using a

patterned a 1.2µm-thick silicon dioxide layer grown over the entire

wafer in about 3 hours at a temperature of 1100oC. The second

step forms the buried channels. Screen masking structures with

2µm openings are patterned along the <110> direction in the

silicon. 4µm openings are used for the output port of the actuation

channel, which delivers driving pressure to the corrugated

diaphragm. 4µm-deep trenches for the channels and corrugations

of the valve diaphragm are etched with a deep reactive ion etcher

(DRIE), which selectively etches silicon anisotropically by

creating a chemically-reactive RF plasma and a DC bias. This

etching process needs to penetrate through the shallow boron layer

and into the lightly-doped silicon beneath. Once formed, the

trenches are connected by undercutting the undoped silicon

between the trenches to form channels using 50 minutes in

ethylenediamene pyrocatchol (EDP) at 110 oC (Figure 4 a,b). An

unsealed 20~25µm-deep channel is formed with shallow boron

ribs on the ceiling spaced by the trench areas. Then, low-pressure

chemical vapor deposited (LPCVD) 1.2µm thick-SiO2/Si3N4/SiO2,

which normally isolates the electrodes from the substrate, also

seals the channel by filling in the trench gaps (Figure 4c). Wider

openings not fully sealed by stacked dielectrics still have enough

space to deliver actuation pressure. Following the formation of the

microchannels in the probe substrate, the space between the

substrate and the valve diaphragm is formed using a 3µm-thick

CVD sacrificial polysilicon layer. Stress-compensated 1µm-thick

silicon oxide/silicon nitride/silicon oxide dielectrics are then

deposited to form the corrugated diaphragm itself (Figure 4d).

Etch access holes are formed around the perimeter of the

diaphragm to allow removal of this first sacrificial polysilicon

layer. The sacrificial layer is removed using a 3-hour tetramethyl

ammonium hydroxide (TMAH) etch (Figure 5). After diaphragm

release, the etch holes are filled by depositing additional silicon

nitride/silicon dioxide dielectric. A 3µm-thick sacrificial

Figure 2. The probe with multi-shanks and microvalves

(a) (b)

(c) (d)

Figure 3. A diagram of the thermopneumatic microvalve

Figure 4. (a) Drug-delivery microchannel after EDP etching,

(b) Actuation channels after EDP (c) Top view of actuation

channel after filling in trench gaps through stacked dielectrics

(d) Cross-section view of corrugation diaphragm after

covering CVD polysilicon by stacked dielectrics

(a) (b)

Figure 5. (a) Dark circular shape in diaphragm area is the CVD

sacrificial polysilicon. (b) After diaphragm release, fully etched

out cavity is shown through the transparent diaphragm made of

silicon dioxide/ silicon nitride/ silicon dioxide. The cavity is

connected to actuation channel through wider openings
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Figure 6. A corrugated diaphragm after the second polysilicon

sacrificial layer is removed.
Figure 8. Schematic diagram of the flow testing tools illustrating

pneumatic microvalve characterization. A small diagram shows

a pressure-equivalent circuit. RA is a hydraulic flow resistance of

a capillary and RB is a hydraulic flow resistance of a drug-

delivery probe.

polysilicon layer is now deposited to form the flow path through

the valve and is beveled along 20µm of its outer edge to improve

the ability of the diaphragm to seal to the valve cap. The second

etch access holes are patterned to allow removal of this second

sacrificial polysilicon layer (Figure 6). After the second sacrificial

layer is etched by a 4 hour TMAH, a 7µm-thick stress-balanced

silicon dioxide/ silicon nitride/ silicon dioxide stack is now

deposited and patterned to form the cap. (Figure 7) The thick cap

is to maximize the deflection of diaphragm.

RESULTS

To confirm that the fabricated microvalve is suitable for a

chronic drug-delivery device, it is necessary to measure the flow

hydraulic resistance across system and the leak rate at certain

pressure range. To measure the hydraulic flow resistance and leak

rate across the drug-delivery system, the flow testing tools were

set up as shown in Figure 8. The flow is driven using a volume

flow controlled syringe pump (WPI UltraMicroPump) and a micro

syringe (Hamilton 0.5µL). Pressure is measured with a differential

pressure transducer (Omega P26). The fluid is filtered through a

0.2µm in-line filter (Corning, Inc.) to remove trace particulates.

Complete saturation of the flow system is ensured by using the

procedure [3]: the testing device (Figure 9) is first back-filled with

fluid using a vacuum pump system; then a flexible polyimide tube

(WPI MicroFil) is inserted into the glass capillary; and finally a

syringe assembly provides the required flow through the device.

The seal between the syringe and the glass capillary of the device

assembly is maintained with biocompatible epoxy.

Figure 9. A picture of testing device. Each device has three

pneumatic microvalves. Each microvalve has two actuation

channels and one drug-delivery channel.

Figure 7. A pneumatically-driven microvalve with corrugated

diaphragm after release in EDP.

PRESSURE DROP MEASUREMENTS

The pressure difference across the microvalve and its series

microchannel has been analyzed to understand the drug delivery

rate as a function of drive pressure. A pneumatic microvalve is

composed of two channels. One is for drug-delivery and the other

is for actuation (Figure 9). A first experiment was performed to

measure the pressure variation (P2) across the system for water for

different input pressures (P1) as shown in Figure 8. No pressure is

applied to the actuation channel to make the valve open. A 30µm-

ID, 10cm-long capillary (Polymicro Inc.) with a hydraulic

resistance of 5x1015 Pa•s•m-3 and a diaphragm radius of 200µm

was used. As shown in Figure 10 and 11, the total hydraulic

resistance of the entire testing system was around 19.5x1015

Pa•s•m-3 at an input pressure of 10kPa, which shows that the

hydraulic resistance of the open-microvalve is 14.5x1015 Pa•s•m-3.

At a flow rate of 513pL/sec (Figure 11), the pressure drop across

the system is 7438.5Pa, which is slightly lower than the simulated

result of 8410Pa using FLUENT. The difference results from the

fact that the size of a fabricated microvalve is larger than that of

the simulated one. As the input pressure (P1) increases, the cross-

sectional area of liquid-path in microvalve increases due to the

liquid pressure to a flexible diaphragm for a microvalve and

consequently the hydraulic flow resistance decreases. It results in
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Figure 10. A pressure variation across the testing device as a

function of input pressure (P1)
Figure 12. The pressure (P2) variation across the testing

device as a function of actuation pressure at an input pressure

(P1) of 10kPa.

Figure 11. An open-flow rate variation as a function of input

pressure (P1) Figure 13. The leak rate measured as a function of actuation

pressure at an input pressure (P1) of 10kPa.
the nonlinearity of the flow rate (Figure 11) as the input pressure

(P1) increases.

LEAK RATE MEASUREMENT

The pressure difference across the microvalve has been

measured (Figure 12) to understand the leak rate (Figure 13) as a

function of drive actuation pressure at the fixed input pressure of

10kPa. A 10cm-long capillary with an inner diameter of 15µm

(Polymicro Inc.) and a hydraulic resistance of 80x1015 Pa•s•m-3

was used with diaphragm radii of 180, 200, and 220µm. The

corresponding measured leak rates are 32, 21, and 15pL/sec,

respectively, at an actuation pressure of 35kPa (Figure 13). These

experiments show that the closed leak rate for a diaphragm radius

of 200µm at 10kPa input pressure (P1) is 21pL/Sec and the open

flow rate is 513pL/Sec at the same pressure.

CONCLUSIONS

The pneumatically-actuated on-chip microvalve is

completely compatible with the existing process for recording and

stimulating probes and with the use of on-chip circuitry. It requires

only two masks in addition to those for the standard probe process.

As discussed earlier, the minimum effective flow rate of injected

chemical is estimated at 500pL/Sec and the amount of injected

chemical that can be considered negligible can be taken at about

0.5% of a 100µm- diameter sphere, corresponding to 25pL/Sec for

a 100mSec pulse-duration. Therefore, this valve structure fulfills

the requirements of leak rate (<25pL/Sec) and minimum open flow

rate (>500pL/Sec) at 10kPa input pressure (P1).

the requirements of leak rate (<25pL/Sec) and minimum open flow

rate (>500pL/Sec) at 10kPa input pressure (P1).
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ABSTRACT

We report characterization and precise control of droplet
volume for digital microfluidics under electrowetting-on-dielectric
(EWOD) actuation both in air and oil environments. By using
multi-layer printed circuit board (PCB) as an EWOD chip and
custom-making an automatic control board, the restrictions on the
electrode pattern design and driving signal are eliminated,
empowering us to run various electrode sequences and electric
signals. Reading droplet volumes optically or electrically, we
characterize and optimize the droplet creation and cutting
processes. The results lead to more uniform and repeatable droplet
volume, which is essential for a precision instrumentation
application. The tunable droplet volume is also available by
changing the digitizing parameters.

INTRODUCTION

Digital microfluidics fulfill fluidic operations by manipulating
droplets through various mechanisms such as thermal, chemical,
surface wave, dielectrophoresis (DEP), or electrowetting-on-
dielectric (EWOD), the last currently being the most prominent. In
digital microfluidics, droplet volume uniformity and accuracy
(digital unit) are two essential factors for many applications such
as drug discovery or quantitative analysis. Although the digitizing
processes (e.g., creating droplets from bulk liquid) are already
included in the device design, the results are further affected by the
liquid dynamics. Externally controlled pumps and valves are
usually used for droplet dispersion in micro-channel or parallel-
plate configuration [1][2], which requires extra setup and
compromises the simplicity digital microfluidics can bring about
for the final systems.

Using EWOD [3], which allows for local modulation of
surface wettablity through embedded electrodes, the process of
droplet creation, moving, mixing and cutting has been studied in
[4]. The droplet creation integrated into the microfluidic chip free
of external setup has significantly simplified the system
development and device package [5]. The next question is how
accurate and precise the volume of such droplets can be. Since the
droplet digitization on EWOD chip is affected by details of
operation procedures and parameters as well as electrode sizes and
shapes, a systematic study has been difficult. Helped by the recent
development of a multi-layer EWOD chip and a custom-built
electrical control board, which make parametric studies practical,
we report the first results of such a study.

EWOD CHIP AND EXPERIMENT SETUP

Recently we have developed a new EWOD chip fabrication
technology by taking advantage of the multi-layer printed circuit
board (PCB) that allows direct and independent electrical access to
each electrode [6], as shown in Fig. 1. This multilayer electrical
connection eliminates the limitation on electrode pattern design

and the side connection wires which disturb the droplet digitizing
process in the single electrode layer EWOD chip [5].

In Fig. 1, the EWOD chip is made of a PCB substrate and a
glass plate. A 4-layer PCB is lapped, polished, and then 8000Å
Parylene C is deposited as dielectric layer and 2000Å Teflon® as
hydrophobic coating. The top glass is coated with 2000Å
transparent ITO as a ground electrode and 2000Å Teflon® as
hydrophobic coating. Droplets are then sandwiched between the
PCB and the glass by spacers. The device is either exposed to air
or filled with oil. In this paper, the EWOD chip has 1.5 mm x1.5
mm electrode pads and a 100 µm-thick spacer between the parallel
plates.

Our experiments are performed using the setup shown in Fig.
2, which measures the droplet volume on chip and controls the
EWOD driving voltages by high voltage relay array. Different
droplet digitizing processes are tested, and the optical images and
electrical signals of the droplet footprint are recorded.

To provide designed electrical signal sequences to the EWOD
device, we have custom-built a dedicated automatic electrical
control board. In this control board, one 96-channel relay switch

Figure 1. Direct-referencing EWOD chip fabricated with four-

layer printed circuit board (PCB) technology [6].
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Top glass plate
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Figure 2. Experiment setup to measure the droplet volume on chip

and control the driving signals.
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board is controlled by a National Instruments (NI) DAQPAD-6507
96-channel digital I/O control board. We also developed control
program in the upstream PC, which can design, store and send the
high voltage switch sequence to the I/O board through a USB port.
The resulting control board can switch the high voltage up to 500
V and simultaneously control the 96 channels as fast as 1 ms.

The droplet volume is calculated by multiplying the measured
droplet footprint area with the spacer size. Since the electrodes are
much larger than the spacer in the current EWOD chip (15:1) and
liquid contact angle is typically near 90˚, the error is expected to be
less than 1%. We measure the droplet footprint by two different
methods. One is by capturing droplet optical images and having
their areas read and calculated by Scion Image®. We also
determine the footprint electrically by measuring the capacitance
between the electrodes on the top and bottom plates [5]. Because
the droplets are quite flat, i.e., the contribution of the fringe-field is
relatively small, a linear relationship is expected between the
capacitance and the footprint area. Fig. 3 shows the measured
capacitance vs. the optically-measured droplet size. A linear
relationship is confirmed, and the calibration between the
capacitance and droplet volume can be obtained.
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EXPERIMENTAL RESULTS

For droplet creation, the typical method and electrode pattern
are shown in Fig. 4 as Creation Procedure I. In this configuration,
we design one big electrode (9 x bigger than normal size) as the
liquid reservoir and two normal size electrodes for pulling and
creation sites. To create one droplet from the reservoir, the liquid is
first pulled out by the pulling electrode. A droplet is created by
activating both the reservoir and creation electrodes but not the
pulling electrode. For each step, the turned-on electrodes are
activated with 80VAC@1kHz for 500ms. Using this method, we can
create droplets until the reservoir has less than one droplet volume
left. The reservoir is initially filled 70-80% to ensure enough space
for the liquid to be pulled back during the first creation. Overall, 5-
6 droplets can be generated without replenishing during one
creation cycle. The results of Creation Procedure I are summarized
in Fig. 5, which shows 25 creations over 5 cycles with overall
volume variation of ±5%. It is worth noting that the variation was
several times worse when the creation procedure was operated
manually. The electronic operation was possible only after the
custom-built control board became available. Fig. 5 also shows
that the volume of generated droplets increases as the liquid left in
the reservoir decreases. This is most probably due to the dynamic
droplet necking involving competition between two liquid

movements at the same time. Because the remaining liquid volume
in the reservoir becomes smaller and the resulting pulling back
force from the reservoir decreases, more liquid would drift into the
creation electrode, generating a bigger droplet.

To reduce the dynamic competition between the two
movements, we designed the Creation Procedure-II shown in Fig.
4, which adds an extra step of pre-filling the creation electrode.
Since the creation electrode is pre-filled, during droplet necking,
there’s just one main liquid movement – pulling back by the
reservoir. The liquid already in the creation electrode is held there
and its volume is maintained during the droplet necking. Then the
droplet volume in the creation site is well defined, and the dynamic
effect is minimized. The droplet volume is only determined by
where the neck would break. As shown in Figs. 6 and 7(a), the
droplet volume distribution by Creation Procedure II is more
uniform (±2%) than that by Creation Procedure I (±5%) and not
affected by the volume of liquid remaining in the reservoir.
Creation Procedure II was also tested in silicone oil (5cs, Clearco®
product), which is another common environmental fluid for
EWOD digital microfluidics. Water droplets immersed in oil have
much smaller contact angle hysteresis than those in air. Smaller
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Figure 3. Capacitance measurement vs. droplet footprint area.

Figure 4. Two different types of droplet creation procedures.

Arrows show the droplet movement direction.

Figure 5. Droplet volume distribution for Creation Procedure I at

80VAC@1kHz. Dotted vertical lines separate different creation cycles.

Droplet volume increases within a cycle as creation repeats.

Creation Procedure I:
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hysteresis means the contact lines move with less resistance and so
do the droplets. The small resistance makes the EWOD actuation
easier, allowing for lower driving voltage, although it in turn
reduces the stability of droplets (e.g., against gravity and
disturbances). The use of oil also raises such concerns as oil
contamination and packaging but helps preventing evaporation of
water droplets. Requiring only 30V in oil (vs. 80V for in-air
operation), Creation Procedure II produced droplets with increased
volume, as shown in Fig. 7(b).
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The ability to tune the droplet volume is also desirable for a
more powerful system. As noticed in the experiments, droplet
volume changes with various signal parameters such as driving
voltage and signal duration. Using Creation Procedure II, we
conducted a series of experiments by varying the voltage applied to
creation site. As shown in Fig. 8, we can control the droplet
volume from 225 nL to 245 nL (10%) by changing the creation
voltage from 70 V to 95 V with ±2% accuracy at every voltage
level.
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Dividing a big droplet into two of exactly the same size is
more difficult since any asymmetric condition before or during the
cutting would lead to an uneven division. As shown in Fig. 9(a) as
an example, when a big droplet moves from right to left, its tail
would cover more adjacent electrode than its head. If we apply
voltage to the two adjacent electrodes on the path of droplet
movement to divide the droplet, more liquid would stay in the tail
side during the droplet necking, causing the new droplet on the tail
side to be bigger than the one on the head side. We may apply a
short pulse voltage to the head side electrode to pull the droplet
toward the middle, but consistent results are not expected without
automatic feedback control. Realizing that the symmetry is
maintained perpendicular to the direction of droplet moving, a
solution is to cut the droplet perpendicularly, as shown in Fig. 9(b).
As shown in Fig. 10, size distribution of the cut droplets is also
uniform (±2%), and the average cutting ratio (1:0.988) is close to
1:1.

(a) Droplet cutting with asymmetric initial position.

(b) Droplet cutting with symmetric initial position.

Figure 9. Droplet cutting affected by the initial position. Droplet

initially moves from right to left.

Figure 6. Droplet volume distribution during Creation

Procedure II with 80VAC@1kHz. Dotted vertical lines separate

different creation cycles (24 creations over 5 cycles). There is no

apparent trend of droplet volume changes within one cycle.

Figure 7. Volume distribution of droplets made by Creation

Procedure II on EWOD PCB device in air and oil.

(a) In air. Creation voltage of 80 VAC@1kHz was used.

(b) In oil. Creation voltage of 30 VAC@1kHz was used.

Figure 8. Volume of droplets made by Creation Procedure II for

varying voltages (1 kHz RMS value).
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DISCUSSIONS

As we have observed and shown in this paper, droplet
creation and cutting are very sensitive processes affected by many
factors. By precisely controlled signals and properly designed
digitizing procedures, we have alleviated the uncertainties
including dynamic effect and improved the uniformity and
repeatability of droplet volumes. Although we can control the
electrical signal well, the variation among fabricated chips and
environmental conditions during operation are unavoidable, such
as surface hydrophobicity deteriorating over a long cycle. In a
well-controlled lab environment, we can continue monitoring the
device performance and tuning the driving signals to compensate
for the variations, such as tuning the droplet volume by changing
the creation voltage. This means feedback control is desirable for
fully automatic digital microfluidics systems. Fast electronic
reading of droplet volume is essential for closed-loop feedback
control systems, for which the capacitive measurement confirmed
in this paper is a good candidate. Currently, the capacitive
measurement of droplet volume is being added to the control
system board and different feedback algorithms are being
investigated to achieve more uniform and tunable droplet volume
for digital microfluidics system.

CONCLUSIONS

We have designed and characterized droplet digitizing
processes using the PCB EWOD chip and dedicated electrical

control board. Uniform droplet volume distribution (±2%) has
been achieved for both creation and cutting by a properly designed
digitizing procedure and precise electrical control. Tunable droplet
volume by changing a control signal parameter suggests that
droplet volumes may be prescribed in digital microfluidics system
with real-time feedback control.
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ABSTRACT

A polymer microfluidic system for monitoring of volatile
organic compounds diluted in water is presented. The sensor
platform employs silicon-based microhotplate gas sensors as active
detection elements, using a silicon-in-plastic microfabrication
technology to enable integration of individual sensor chips into a
larger polymer microfluidic substrate. The fabrication process
provides seamless fluidic and electrical interconnects between the
silicon and polymer substrates. The chemical monitoring system is
designed to sample a water source, extract solvent present within
the aqueous sample into the vapor phase, and direct the solvent
vapor past the integrated gas sensor for analysis. Design,
fabrication, and characterization of a prototype system is described,
and results from illustrative measurements performed using
methanol, toluene, and 1,2-dichloroethane in water are presented.

INTRODUCTION

There is growing concern regarding the quality of water
supplies, which are susceptible to both natural and man-made
chemical contamination. Contamination by volatile organic
compounds (VOCs) is of particular concern because many VOCs
produce serious health effects, such as liver or nervous system
problems, reproductive difficulties, and increased risk of cancer [1].
The U.S. Environmental Protection Agency (EPA) currently sets
maximum contaminant levels for safe drinking water on 53 VOC
contaminants. A variety of detection methods have been employed
for water analysis, such as LC/MS and GC/MS [2]. However, these
methods generally rely on labor-intensive sample collection and
laboratory-based analysis, which limit the quality, quantity, and
frequency of data collected. These factors have led to a need to
develop new technology for in-situ VOC monitoring system which
is sensitive, selective, and compact, and which involves low power
consumption for use in long-term monitoring applications.

Reports from the U.S. EPA have suggested that polymer-
absorption and metal-oxide-semiconductor sensors are viable
candidates for use in such a sensing system based on their
simplicity and robustness [3], and several efforts have addressed
the development of such sensing systems. For example, researchers
at Sandia National Laboratories have developed an in-situ
polymer-based chemiresistor sensing system for real-time
detection of VOCs in soil and groundwater [4]. Ho et al. reported a
surface acoustic wave sensor for in-situ monitoring of VOCs
which consists of a chemically adsorbent polymer film on a
piezoelectric substrate [5], and a microscale gas chromatography
system for biomedical and environmental monitoring applications
was recently reported [6]. However, these devices rely on passive
transport of gas from a water source, and do not support higher
levels of integration for water delivery or vapor pressure control.
Furthermore, the performance of these devices was impacted by
environmental temperature fluctuations.

In the present work, we report the application of silicon-in-
plastic microfabrication technology to the development of an
integrated microfluidic gas sensor for the monitoring of VOCs in
water supplies. The silicon-in-plastic microfabrication method
provides the ability to use no more than the necessary high cost
silicon area, and thereby offers the potential to substantially reduce
overall system fabrication costs. The microfluidic system provides
the required fluid routing, while offering several advantages for
efficient solvent extraction such as large specific interface area,
large ratio between interface area and channel volume, and short
diffusion distance and time [7]. Furthermore, microfluidic systems
can readily support integrated microheaters to control the liquid
and vapor temperature, and thereby enhance the solvent
concentration delivered to the gas sensor chip.

FABRICATION

The fabrication process developed for integration of bare gas
sensor chips into a polymer microfluidic substrate is depicted in
Figure 1. A round hole 3 mm in diameter is first milled through a
1.5 mm thick polycarbonate (PC) substrate. A microhotplate gas
sensor chip is next placed face-down on a flat layer of partially
cured polydimethylsiloxane (PDMS, Sylgard 184; Dow Corning,
Midland, MI). The PC substrate is aligned over the chip and placed
onto the PDMS with the chip centered inside the milled hole. The
assembly is placed in a vacuum chamber and the milled hole is
filled with epoxy (353ND; Epoxy Technology, Billerica, MA).
After the epoxy is cured for 12 hr at room temperature, followed
by 12 hr at 50 C, the PDMS layer is removed. The epoxy serves
to secure the chip within the PC substrate, while leveling the chip
surface to within 1 m of the PC surface. But small gaps can form
at the silicon/epoxy/PC interfaces due to thermal mismatch and
epoxy shrinkage during curing. These gaps, which are typically on
the order of several microns deep, can cause several problems
when forming metal interconnects between the PC substrate and
on-chip bond pads. To overcome these problems, a 6 m layer of
parylene C is deposited to passivate the sidewalls and bridge small
gaps prior to metal deposition. Parylene C covering the bondpads
and microhotplates of the gas sensor is removed by oxygen plasma
etching using a Cr/Au mask. After the parylene layer is patterned,
the mask metals are stripped, and new Cr (20 nm) and Au (500 nm)
layers are deposited and patterned to provide interconnections from
the bondpads on the gas sensor to connection pads on the PC
substrate. Finally, conductive epoxy was applied at the connection
pads to provide electrical access to the system. A photograph of a
typical substrate fabricated using this approach is shown in Figure
2.

The integrated sensor array platforms used in this work are
4-element microhotplate gas sensor chips designed by NIST
researchers [8] and fabricated at MIT Lincoln Laboratory. Each
chip is 1.6 mm square. After integrating the silicon chip, a XeF2
isotropic silicon etch is used to remove silicon from beneath the
hotplate, allowing final release of the suspended microhotplates in-
situ. After release, semiconducting metal oxides are grown on the
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1 cm

Fig 1. Fabrication process for the integrated
microfluidic gas sensing system.

Figure 2. Photograph of a fabricated microfluidic
substrate with integrated microhotplate gas sensor chip.

microhotplate elements to provide the required sensor films by
chemical vapor deposition.

Gas-phase solvent extraction from the aqueous phase is a key
requirement for the water monitoring system, since solvent sensing
is ultimately performed in the gas-phase. The solvent extraction
subsystem was fabricated using polymer microfluidic technology.
The design consists of two microchannels separated by a porous
hydrophobic membrane. The microchannels are trapezoidal in
cross-section and 100 m deep with a width at half-depth of 640

m, and were fabricated by hot embossing using a bulk-etched
silicon template. A 50 m thick polytetrafluoroethylene (PTFE)
membrane with 70% porosity and 0.22 m average pore size was
thermally bonded between the upper (straight microchannel) and
middle (U-shape microchannel) PC layers, creating a porous
interface where the channels overlap. Next, a bottom PC layer was
bonded to the composite structure using solvent bonding. The
bottom PC layer contains a microchannel on the exposed side,
which is in fluid connection with the straight channel in the upper
PC layer by aligned two 1.5 mm diameter holes premilled at the
end of the middle and bottom microchannels before bonding. This
microchannel is used to deliver gas to the microhotplate sensor

chip. The 3-layer PC microfluidic assembly was fixed to the
bottom substrate containing the silicon sensor chip by mechanical
clamping, with the microchannel in the bottom of the 3-layer
structure aligned over the sensor elements. In the final assembly,
the middle U-shaped channel delivers a continuous stream of water
which passes over the middle microchannel with the PTFE
membrane preventing the aqueous solution from entering the upper
channel. Due to its native vapor pressure, solvent within the water
passes through the membrane in the gas phase. A continuous flow
of dry air is supplied to one end of the upper channel, which
delivers the solvent to the gas sensor through the channels in the
upper and bottom PC layers.

VAPOR TRANSPORT MODEL

In order to optimize the design of the air-liquid two-phase
flow system, a model for vapor transport across the porous
membrane was employed. TeGrotenhuis et al. previously reported
a model for a solvent extraction system having two immiscible
fluids flowing through rectangular microchannels separated by a
porous plate [9]. This model can be readily modified for the case
where the water channel contains a liquid phase, while the
membrane and the air channel support a gas phase. As described in
the TeGrotenhuis model, the boundary condition governing analyte
flux between the liquid phase within the water channel and gas
phase within the membrane is given by,

lam
l

l CmCk
y
CD (1)

where Dl is the diffusion coefficient of the solvent in liquid, and Cl
and Cm are the solvent concentrations within the liquid and
membrane, respectively, at the liquid/membrane interface. The
parameter ma is the equilibrium distribution coefficient which is
defined by the ratio of the equilibrium analyte concentration in the
air channel to analyte concentration in the liquid channel at the
liquid/membrane interface. This parameter is equivalent to the
Henry’s law constant for the solvent. The parameter k is an overall
gas phase mass transfer coefficient defined by the mass transfer
resistance across the liquid/air interface. For the present case, k
was assumed to be 0.1 cm/sec based on the mass transfer
coefficient of six organic compounds provided by Guo and Roache
[10]. Beyond these modifications, the original TeGrotenhuis model
was used to predict solvent effluent concentration within the air
microchannel.

A numerical simulation of effluent concentration was
performed over a range of air and liquid flow rates for the case of
methanol. Air and liquid diffusion coefficients of Da = 0.159 cm2/s
and Dl = 1.9×10-5 cm2/s [11] were used. The diffusion constant for
methanol within the membrane, Dm, was estimated analytically
using a model for gas diffusion in porous media [12],

4
3

m aD D (2)
where is the membrane porosity. Using this model with = 0.7
yields Dm = 0.079 cm2/s. A 1 cm long, 100 m deep intersection
region was defined between the liquid and air microchannels. The
results were normalized to the saturated vapor concentration of the
liquid analyte as determined from the Henry’s law constant for
methanol, given on a mole fraction basis as 0.29 at 25 oC [11]. As
can be seen from Figure 3, the effluent concentration may be
increased by raising the liquid flow rate and reducing the air flow
rate. This result is reasonable, since higher liquid flow rates will
rapidly replenish analyte in the water as gas-phase analyte is
delivered across the membrane. Similarly, lower air flow rates will
allow gas-phase analyte to accumulate in the microchannel,
leading to higher effluent concentrations.
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Figure 3. Numerical results of methanol effluent
concentration with different air and liquid flow rates.

Figure 4. Example response over two TPS cycles to methanol
at constant concentration levels from 0 ppm to 100 ppm.

EXPERIMENTAL RESULTS AND DISCUSSION

While the equilibrium responses of the metal oxide films
have been employed for various detection and monitoring
applications, it has been shown that the transient (or kinetic)
responses can be particularly useful to distinguish between various
analytes. The imposed temperature change in a hotplate element
results in a transient response in the sensor film conductance which
provides a basis for achieving gas identification as well as
measuring concentration by employing a temperature programmed
sensing methodology [13,14]. The TPS program used in this work
alternates the sensor temperature between a ramp value (from 60
C to 480 C in 29 equal steps) and a base value (200 C) every

500 ms. In this way, 58 data points (conductance of the sensing
film, 29 corresponding to the ramp temperature and 29 to the base
temperature) are collected for each sensor in 14.5 sec. After 5 sec
at the base temperature, this temperature sequence is repeated
throughout the analyte delivery program.

A microfluidic water monitoring system with an integrated
microhotplate gas sensor was fabricated with a 1 cm overlap region
between the liquid and air channels to evaluate the performance of
the water monitoring sensor platform. A syringe pump was used to
deliver a precise flow of water/solvent mixture in the liquid
channel, and a mass flow controller was used to deliver dry air
flow in the gas channel. A laptop computer provided temperature
control and monitoring of conductometric response for the
integrated gas sensor elements. Based on the model results, the
flow rate of dry air was set to the minimum value supported by the
mass flow controller of 500 L/min, and the flow rate of liquid
was set to a relatively high value of 20 L/min. While higher
liquid flow rates are desirable to enhance the solvent concentration
in the air channel, flow rates above 20 L/min were often observed
to produce leakage in the microfluidic system. At the start of each
experiment, air and liquid were pumped to their channels for
several minutes to stabilize the air/liquid interface. After
stabilization, the TPS program was started. Measurements were
performed using 3 different VOC analytes: methanol (0, 1, 10, and
100 ppm), toluene (0, 10, and 100 ppm), and 1,2-dichloroethane (0,
10, 100, and 1000 ppm). Measurements of sensor response for
toluene and 1,2-dichloroethane were not performed at 1 ppm due
to the relatively low signal observed at 10 ppm. All reagents were
procured from Fisher Scientific (Fair Lawn, New Jersey).

Conductance measurements over two TPS cycles from a
single microhotplate for different concentrations of methanol are

shown in Figure 4. This data has been filtered using a running
normalization approach, in which the initial conductance
measurement for each cycle is normalized by the final value
measured in the previous cycle, thereby limiting the effects of
baseline signal drift. As can be seen from Figure 4, the
characteristics of the TPS response vary as a function of
concentration, and these features may be used as signatures for
analyte identification and quantification. Artificial neural networks
(ANNs) offer an efficient and rapid means of recognition and
classification of analytical data, and have recently been applied to
the problem of analyte identification and quantification from
microhotplate gas sensor data [15].

In this work, the Guterman-Boger ANN modeling approach
was applied to the methanol, toluene, and 1,2-dichloroethane TPS
data measured using the integrated microfluidic platform. The data
from a minimum of 25 TPS cycles for each analyte and analyte
concentration were presented to the ANN as a 116-input vector (29
temperature steps on four sensors). The ANN was trained using 2/3
of the sensor data selected randomly, and the remaining 1/3 of the
data was reserved as a validation data set. The random training and
validation selection measures the consistency of the data within
each analyte concentration value test. The resulting ANN model
was applied to both the training and validation data sets. The
estimated concentrations for each analyte are shown in Figure 5(a)-
(c). Because the sensing films generally take about 1 min to reach
equilibrium after being exposed to a new analyte concentration, the
first 3 TPS cycles were removed from the these plots.

The average estimated concentrations are given in Figure 6
as a function of the known concentrations. The error bars in this
figure represent +/- for the estimations at each concentration
level. Due to the logarithmic axis, any non-positive concentration
estimates are not shown in this figure. A summary of the estimated
concentration error and standard deviation relative to the known
concentrations is provided in Table 1. Predictions for methanol
concentrations down to 10 ppm are quite good, with the
concentration underestimated by 8%. When reducing the methanol
concentration to 1 ppm, the estimation error increases to 40%, but
with minimum deviation in the estimations. In contrast, the toluene
estimation error is -3.6% at 10 ppm, but with a large standard
deviation equal to 28.5% of the actual concentration level. The
estimation error for 1,2-dichloroethane is even larger, with -62.2%
error at 10 ppm and high variance in the data. Based on the
measured data, approximate detection limits for the fabricated
system are 1 ppm for methanol, 10 ppm for toluene, and 100 ppm
for 1,2-dichloroethane.
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Figure 5. Experimental measurements of VOC concentration
by ANN for methanol, toluene, and 1,2-dichloroethane.

Figure 6. Summary of sensor performance for each VOC
analyte. Error bars indicate standard deviations for the
ANN data provided in Figure 5.

CONCLUSIONS

The demonstrated water monitoring platform combines a
silicon-based microhotplate sensor chip capable of conductometric
measurement of organic solvents in the gas phase with a
microfluidic 2-phase flow network for effective solvent extraction.
This study has primarily focused on evaluating the sensitivity of
the system to a suite of VOCs diluted in water, with results
indicating approximate detection limits of 1 ppm for methanol, 10
ppm for toluene, and 100 ppm for 1,2-dichloroethane. Although
the sensitivity is lower than that required for effective monitoring
of drinking water supplies, the system in its current form could be
amenable to monitoring point source contaminant emissions where
higher concentrations are present.
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1 ppm 10 ppm 100 ppm 1000 ppm

Methanol 40.1% 15.7% -8.0% 2.4% -0.4% 0.6% n/a n/a
Toluene n/a n/a -3.6% 28.5% 0.3% 2.9% n/a n/a
1,2-dichloroethane n/a n/a -62.2% 214% 05.4% 24.2% 0.2% 2.4%

Table 1. Summary of estimated concentration average error ( ) and standard deviation ( ) relative to the known concentration.
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EXPERIMENTAL CHARACTERIZATION OF FREQUENCY DEPENDENT

ELECTROSTATIC ACTUATOR FOR AQUEOUS MEDIA

Vikram Mukundan and Beth L. Pruitt
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Stanford, CA, USA

ABSTRACT

We have designed and fabricated an electrostatic actuator for
operation in ionic media. The device was designed to mechanically
stimulate cells and to study their mechanical properties. The
frequency dependence of the device has been characterized for
different media. A simple lumped capacitor circuit model for the
device agrees fairly well with the experimental results. Surface
treatment techniques to avoid stiction in the device have also been
studied.

INTRODUCTION

Mechanical stress is known to affect cell life [1] and the role
of forces acting on a cell is an important field of study. Initial work
utilized soft-lithographic techniques to study the interaction
between cell and substrate [2]. A number of biophysical
techniques have also been developed to study the properties of
cellular and sub-cellular components [3, 4]. Some of these
techniques include optical tweezers, atomic force microscopy
(AFM), micropipette aspiration and shear flow chambers. Optical
tweezers and AFM provide high force resolution but are limited to
low force ranges. Micropipette aspiration is a technique that has
been successfully applied to study the properties of cell
membranes and non-adherent cells. However, these techniques do
not interact through the focal adhesions of a cell on a substrate.
Other single cell manipulations have been demonstrated using off
chip actuators. For example, Lin et al measured the forces in
cardiac myocyte contraction with microfabricated polysilicon
cantilevers [5]. Saif et al [6] and Yang et al [7] employed a
functionalized micro-cantilever with an external piezoelectric
actuator to measure the mechanical properties of fibroblasts. For
on chip actuation, Chronis and Lee developed an electrothermally
actuated SU-8 microgripper for cell manipulation without control
of the loading profile[8]. Most similar to our design, the dual comb
electromechancial nano-material testing devices developed by Zhu
and Espinosa are used in air or vaccum for characterizing carbon
nanotubes [9].

The device presented here will enable simultaneous
stimulation and measurement of mechanical properties. We have
incorporated two pairs of comb-drives to enable drive and sensing
functions for force-displacement, strain rate and cyclic loading
characterization of cells patterned and cultured on the devices. The
actuator is designed with thin-film gold islands to be
functionalized with molecules suitable for cell adhesion. Ionic
shielding effects are circumvented by operating the device at high
frequency. The system response is estimated from lumped model
capacitor models for the electrodes, which can be related to the
properties of the electrolyte using the theory of diffuse charges.

THEORY

The comb-drive actuator comprises interdigitated pairs of
electrodes, with one suspended and free to move. When a voltage
V is applied across the electrodes, the electrostatic force is
balanced by the stiffness in the suspension [10]. The force
displacement relation is given by

2V
d

bN
kxF (1)

Where k is the suspension stiffness, is the permittivity of the
medium. N is the number of fingers, d is the gap length and b is the
thickness of the device. However, this relation holds only for a
dielectric medium in the gaps. The cells also need to be kept away
from the regions of fringing electric fields. A FEMLAB (now
COMSOL Multiphysics) model was used to estimate the field
distribution in such a system. Figure 1 shows that the field is

practically zero at locations more than 200 m above the right
electrode. Moreover, the moving electrode will be grounded along
with the substrate, so that the cell binding substrate is well shielded
from the electric field effects.

Fig 1. Electrostatic field distribution for a pair of comb-drive electrodes

Electrostatic actuation in ionic media was demonstrated by
Sounart et al. [11] and Pachawagh et al [12]. They demonstrated
that the ionic screening of the electrodes can be avoided by using a
high frequency signal that modulates the required actuation signal.
The frequency is such that the polarity of the field changes at a rate
faster than the ions can respond to and the shielding of the field is
avoided.

Bazant et al [13] argued that the charging dynamics of an
electrode-electrolyte system is governed by the RC time constant
of the system. When a solid surface is immersed in an electrolyte,



there is spontaneous accumulation of ions near the electrodes due
to surface potential at the interface. The same occurs when an
external potential is applied at the electrode. The linearized
expression for the double layer capacitance per unit area is given
by,

D

c
EDL

(2)

where D is the Debye length of the double layer. Its dependence
on the electrolyte properties in terms of the ionic charge valence z,
average solute concentration C, Boltzmann constant kb and
temperature T is given in terms of as follows [13].
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The conductivity of a symmetric electrolyte with ions of
charge z can be expressed as follows.
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b
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where D is the diffusivity of the ions. For an electrode pair of
spacing d immersed in a symmetric electrolyte of charge z, the
effective time constant is as follows.

D

dD
C
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The electrode pair (Figure 2) is silicon with native oxide of
thickness t~2 nm. The gap of length d is filled with the electrolyte
medium. The circuit model for this is shown in Figure 3 where, Cox,
CEDL and CW are the capacitances of the oxide, double layer and the
actuator respectively. RW is the resistance of the medium between
the electrode, which is derived from the electrolyte conductivity
relation above. The term RSi is not part of the electrode system, but
arises due to the resistivity of the substrate through which the
signal propagates. Specifically in this case, it is the resistance of
the beam suspensions through which the shuttle is grounded.

Fig 2. The electrodes are

modeled as capacitors with

gap d, and series

capacitance of the dielectric

native oxide.

Fig 3. Lumped parameter circuit of the

system. The resistance of the silicon, RSi

is currently the limiting term in

performance.

The dominant time constant of this circuit is evaluated as
follows.
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where, ox and w refer to the relative permittivity of the
oxide and water respectively.

FABRICATION

The devices are fabricated on a Silicon-On-Insulator (SOI)
wafer; a fabrication schematic is shown in Figure 4. The silicon
electrodes and suspension beams are etched into the device layer
by Deep Reactive Ion Etching (DRIE) process. The metal lines
comprising of Chromium/Platinum/Gold are patterned by a lift-off
process. The wafer saw is used to obtain single dies before the
sacrificial layer release etch. The devices are released by a timed
wet-etch of the underlying oxide. The devices are then dried in a
liquid CO2 critical point dryer (CPD) to avoid stiction. Figure 5 is
a Scanning Electron Micrograph of a released device.

(a) Silicon DRIE etch

(b) Pattern metal

(c) Wet oxide etch release

Fig 4. Schematic of fabrication steps

Fig 5. Scanning Electron Micrograph of a device

The device design consists of a drive electrode to actuate, a
sense electrode to measure displacement by change in capacitance
and a cell binding substrate with gold islands to adhere cells to.
The beam suspension is designed as a folded fixed-guided beam.
The stiffness of the cell and that of the beam would be in parallel,
necessitating the beams to be as compliant as possible to extract
stiffness properties of the cells. For fibroblasts, the average
stiffness has been reported as 0.001 N/m with a maximum
elongation of about 15 m [6]. The suspension in the devices has
stiffness of k = 0.24, 0.58 or 1.46 N/m. The maximum
displacement of these devices is about 20 m, which is set by the
onset of side instability.
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EXPERIMENTAL DETAILS

The device was packaged on a ceramic Dual Inline Package
(DIP) as shown in Figure 6. The actuation voltage was applied
between the electrodes, with the substrate grounded. The actuator
requires tens of volts for actuation in air, while it needs less than
ten for actuation in water or ionic media. The DC signal was
supplied through Kepco power amplifier. The AC signal was
applied from an Agilent 33120A function generator. The actuator
displacement was measured optically by a CCD camera attached to
an upright microscope.

The package cavity was filled with the fluid for measurement.
The device with the leads was setup under the microscope as
shown in the Figure 7. The displacement between the two gold
pads as shown in figure was measured by a code written in
MATLAB. Pixel resolution of the camera enables a measurement
with an accuracy of about 200 nm in displacement. Image
processing techniques to improve resolution are under
investigation as are improved signal conditioning circuits for using
the sense electrodes signal for feedback control.

Fig 6. A chip with 6 devices is

mounted and bonded in a leaded

chip carrier. The carrier creates a

natural well for cell culture media.

Fig 7. Experimental setup with a

Leica DMRXA2 upright

microscope, and Leica 350fx CCD

camera.

RESULTS

DISPLACEMENT CHARACTERIZATION

Displacement as a function of frequency and amplitude of
applied voltage was evaluated in air, de-ionized water, and ionic
media. The displacement was found to be linear with the square of
voltage. Two different tests were conducted for the same device in
DI water. The first test is to measure the voltage-displacement
curve and the second is to measure the frequency response of the
displacement. The results are plotted in Figures 8 and 9
respectively. The theoretical estimate of the displacement is also
shown.
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Fig 8. Actuator displacement vs. square of applied voltage for a device

immersed in DI water, operated at 1 MHz.
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Fig 9. Actuator displacement vs. signal frequency for a constant

amplitude of 3.5 V. The plots are normalized to the maximum

displacement. The model predicts the square of the voltage across the

actuator for different frequencies, which is proportional to the

displacement.

The frequency response does not flatten out at higher
frequencies but rolls off due to substrate losses that were larger
than anticipated. The path resistance due to the long suspended

beams of about 0.02 -cm is 2.67 k . This causes a low-pass
effect as the resistive component dominates at higher frequencies.

In order to stimulate cells, the device needs to operate in ionic
media. The device displacement was characterized in different
concentrations of Potassium Chloride (KCl) solution and
Dulbecco’s Modified Eagle Medium (DMEM). The results of the
tests are plotted in Figures 10 and 11. The theoretical predictions
according to the lumped capacitor model are also indicated on the
graph.

Fig 10. Normalized actuator displacement in varying concentration of

KCl solutions. Solid lines represent theory and symbols represent data.
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The curves show an increase in transition frequency with
media concentration. However, there is little difference between

the curves for 1 M KCl and 10 M KCl, which is thought to be
due to the presence of impurities in the solution and at the die
surface. The effective conductivity of the medium is increased by
these impurities. The effect of dissolved impurities would be lower
in the case of higher concentrations of KCl. It was not possible to
achieve actuation for concentrations higher than 10 mM in the case
of KCl and less than 1:100 dilution in the case of DMEM.
Applying signals of amplitudes greater than 5V also caused
electrolysis at the electrodes, accompanied by the release of gas
bubbles.

SURFACE TREATMENT

The devices need to be released in a CPD to avoid stiction of
the suspended structures. This limits the reusability of the devices
as they cannot be dried and cleaned before reuse. This becomes
important in the case of biological samples, where the substrates
need to be cleaned between subsequent experiments. Anti-stiction
self-assembled monolayer (SAM) coatings for MEMS may
improve the reliability of these devices [14]. We coated the devices
with 1, 1, 2, 2-Perfluorodecyltrichlorosilane (FDTS) in water vapor
plasma. The contact angle after treatment was measured to be
104±30. However, the increased surface energy made it difficult to
displace air from the narrow gaps in the devices as shown in figure
12. Moreover, the highly hydrophobic surfaces likely collapsed
when immersed in water as no actuation was observed in these
devices. When the devices were dried and tested in air, they did not
show any actuation. Further work is required to tune the surface
energy to an optimum level.

Fig 12. Image of a FDTS coated device immersed in water

CONCLUSIONS

We have designed and fabricated an electrostatic actuator for
stimulating cells in ionic media. The displacement characteristics
of the device have been measured in media of different
concentrations. Two limitations will be addressed in the future
designs. First is the potential drop across the path resistance at
higher frequency. High path resistance prevents the use of the
device at frequencies required by cell culture media. It will be
reduced by using a higher doped substrate or by plating the
conducting path with metal lines. The second limitation of these
devices is their re-usability. Once immersed in media, the devices
cannot be dried in air without stiction problems nor returned to the
CPD in a clean room. In order to mitigate this, silane surface
treatment was investigated. However, the highly hydrophobic
surface causes stiction when immersed in water. Moreover the
surface tension causes air bubbles to be trapped between narrow

gaps in the device. Tuning the surface energy to an intermediate
value may solve both the problems.
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ABSTRACT

We describe the functional elements of a diagnostic
instrument and disposable enteric card (DEC) system under
development that rapidly identifies and differentiates Shigella
dysenteriae serotype 1, Escherichia coli O157:H7, Campylobacter
jejuni, and Salmonella and Shigella species in stool samples. These
elements, currently realized as microfluidic subcircuits on
individual cards, are (1) whole pathogen immunocapture, (2)
nucleic acid extraction, (3) on-chip rapid PCR, and (4) lateral flow
detection of amplicons. The system utilizes a low-cost disposable
lab-on-a-card platform designed to identify enteric bacterial
pathogens in patients with acute diarrhea. Special emphasis is
placed on the utility of the device to diagnose both intentionally
released enteric biothreat agents as well as to provide a platform to
identify infections that are common worldwide. All reagents are
stored in dry form on the card.

In this paper we report on the design and validation of
individual subcircuits, identification and validation of capture
antibodies and strategy for organism immunocapture, and
identification and validation of specific PCR primer sequences for
over 200 clinical isolates of enteric pathogens as well as spiked
and pathogenic stool samples.

INTRODUCTION

Bioterrorist use of enteric pathogens is a significant potential
threat, and naturally occurring enteric infections already burden
global health. Enteric disease can result from bacterial, viral, or
protozoal contamination of food and water, and infectious diarrhea
is the second leading cause of morbidity and mortality worldwide–
accounting for an estimated 3,100,000 deaths annually. In the
United States, the rate of infectious diarrhea is lower than in
developing countries, but it is estimated that 375,000,000 cases of
diarrhea occur in the U.S. annually resulting in 73,000,000
physician consultations, 1,800,000 hospitalizations, and 3,100
deaths [1-3]. The cost of medical care and lost productivity from
infectious diarrhea in the U.S. is estimated at $6 to $23 billion.

The intentional contamination of a salad bar with Salmonella

[4] and a laboratory coworker’s food with Shigella stolen from the
laboratory [5] are two examples of bioterrorism on US soil. In both
cases, an enteric pathogen was effectively being used as a biothreat
agent.

Diagnosing the pathogen that causes diarrhea is a nontrivial
undertaking under the best conditions, and not feasible when
resources are extremely limited as in resource-poor countries, or if
developed systems are stressed during a biothreat crisis.
Syndromic management of diarrhea without any laboratory
information for the patient and/or health care worker is not ideal,
yet it is a reality in many settings. Where available, culture
methods are used to detect and identify organisms that may be
present, but the application of these methods is sporadic, time
consuming, expensive, and lacks specificity. Technology in
clinical laboratory identification of enteric pathogens has changed
little since the early 1900s, and utilizes a series of culture plates
with selective media to isolate and culture target organisms (Figure
1). This process is consumes time, requires skilled labor, and is

costly. C. jejuni and E. coli O157:H7 require typically 1 to 2 days
from receipt of specimen to result, while Salmonella and Shigella

require between 2 and 4 days.

Figure 1. Culture plates representing a thorough clinical workup

including Aeromonas, Campylobacte, E. coli O157:H, non-

O157:H7 STEC, Plesiomonas, Salmonellae, Shigellae, Vibrios,

Yersiniae, at a cost of ~ US$199.

Culture methods to detect E. coli O157:H7 generally utilize
selective media based upon the observation that E. coli O157:H7
do not ferment sorbitol. However, other enteric bacteria can share
this phenotype, and there are reports of sorbitol-fermenting,
toxigenic and pathogenic E. coli O157 that are fairly common in
Europe [6]. Screening that is based solely on the sorbitol
phenotype may therefore result in falsely negative results.
Furthermore, confirmatory testing is required for sorbitol
nonfermentors utilizing additional resources and time. Excellent
results can be obtained retrospectively with complete
bacteriological characterization, but it is a technology that is too
slow for practical use in response to an outbreak or in clinical
situations.

Other identification techniques include enzyme
immunoassays (EIAs) that detect organism antigens or their toxins
and genotyping. Tu et al. [7] reported an EIA that detects E. coli

O157:H7. Recently, a triplex PCR assay for the detection of
Campylobacter jejuni, Salmonella spp., and Escherichia coli

O157:H7 was reported [8] that used genomic identification of the
bacteria but was not specific to virulence factors associated with
these pathogens.

The importance of all four of these agents (Shigella

dysenteriae type 1 (Sd1), STEC, C. jejuni, and Salmonella spp.) is
demonstrated by their classification as Category B priority
pathogens based on NIAID Biodefense Research [9]. In addition,
with the possible exception of E. coli 0157:H7, these agents are
common pathogens in many developing settings.

Sd1 is an especially virulent pathogen that causes regional
outbreaks of dysentery. Symptoms of cramps, diarrhea, blood or
pus in the stool, fever, and/or vomiting can begin in as few as 12
hours after ingestion. Sd1 is a plausible bioterrorism agent because
of its virulence, highly infectious nature, and hardiness in the
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environment. An infectious dose can be as few as 10 organisms.
During infection, Sd1 invades and destroys the cells that line the
large intestine and is very prolific–shedding one million to one
hundred million organisms per gram of stool. Without prompt and
effective treatment, the fatality rate of Sd1 can be as high as 15%.

E. coli O157:H7 produces one or more toxins similar to Sd1,
which often leads to hemorrhagic colitis. Like Sd1, STEC
disproportionately affect the young and elderly. Symptoms include
crampy abdominal pain, vomiting, and watery diarrhea, which
usually progresses to bloody diarrhea. While STEC infections are
self-limiting, up to 10% of patients will develop hemolytic uremic
syndrome (HUS) [10]. It is estimated that there is an overall
mortality rate of 1 to 35 percent among patients infected with
STEC. E. coli O157:H7 is the most commonly occurring STEC
and in 2001, 3,478 cases of STEC were reported in the U.S. alone.

Campylobacter jejuni is the leading cause of bacterial
diarrhea in the U.S. with an estimated number of cases exceeding
four million annually [10]. Symptoms include fever, nausea,
muscle pain, and watery diarrhea that may contain blood. Most
infections are self-limiting, but complications, especially in
susceptible populations, may include reactive arthritis, septicemia,
and Guillain-Barré Syndrome.

Salmonella species are responsible for two to four million
cases of diarrhea in the U.S. each year [11]. Salmonella has
previously been used as a bioterrorism agent. In 1984, a religious
cult in Oregon poisoned salad bars with Salmonella causing
disease in 751 people [4].

THEORY

The multiplex DEC test we are developing (see schematic in
Figure 2) will be an automated, easy-to-use, point-of-care platform
to detect simultaneously and rapidly, multiple different enteric

Figure 2. Schematic of DEC approach. Showing a combination of

whole pathogen immunocapture (immunocapture agents for

Salmonella, Shigella, and Campylobacter are grouped together),

nucleic acid extraction, PCR, and lateral flow detection of

amplicons.

pathogens that cause disease with similar symptoms, ie. diarrhea.
The method is unique in that it seeks the bacterial agent using a
orthogonal approach via antigen capture and the amplification of
specific virulence genes for precise identification of the specific
etiological agent. It will provide a mechanism for accurate, point-
of-care diagnosis with a rapid turn-around time for results. The
method is based on microfluidic lab card technology developed at

Micronics and the University of Washington. This technology has
been used in many different applications ranging from diffusion-
based separation and detection [12-17] to projects involving
cytometry on a chip [18-21] and nucleic acid-based amplification
and detection techniques [22].

EXPERIMENTAL DETAILS

Presently, we have implemented each of the four elements of
the DEC as microfluidic subcircuits on individual cards before
embarking on full integration of the disposable device. Fluid
transfer between the subcircuits occurs by pipette. The subcircuits
are (1) whole pathogen immunocapture, (2) nucleic acid extraction,
(3) on-card rapid PCR, and (4) lateral flow detection of amplicons,
and are described below. In addition, we have demonstrated the
feasibility of drying and resuspending all reagents needed for the
DEC, thus allowing the possibility of storage at ambient
temperature.

(1) Immunocapture of whole organisms: Our approach to capture
pathogens on the DEC is based on antibodies coupled to magnetic
beads. Figure 3 shows the current immunocapture subcircuit.

Figure 3. Whole pathogen immunomagnetic bead capture

subcircuit.

One (or more in most cases) antibody suitable for whole
organism capture has been identified for each target pathogens and
validated using EIA plates, a magnetic bead-based capture system,
or both. Organism capture has been validated from spiked stool for
E. coli O157:H7, Salmonella, and C. jejuni. In addition, freshly
shed stools containing E. coli O157:H7 have also been tested and
were positive. Further, E. coli O157:H7 is especially difficult to
identify by nonmultiplexed PCR. Therefore, we cultured and tested
14 confounder organisms (selected on a phylogenetic basis, to
increase the validity of the results) with the selected antibody to
determine that only pathogenic strains are captured. Additionally,
three microfluidic subcircuits (the nucleic acid extraction, PCR
amplification, and a qualitative lateral flow detection subcircuit),
have been completed and tested. PCR primers were designed for
all organisms and their specificity confirmed. 200 clinical isolates
were cultured and tested with PCR to validate primer specificity.
In addition a fourth subcircuit, the antibody capture subcircuit, has
been validated for feces in a tube format and is currently being
adapted to a lab card.

One significant technical accomplishment of this program is
its validation of the selectivity of antibody for whole organism for
direct capture from both frozen and fresh naturally infected human

172



stool, and spiked normal stools. It was unclear at the beginning of
this project if sufficient selectivity could be achieved in such a
microbially complex milieu and if the target organisms of interest
reliably express the critical surface antigens during infection.
However for all spiked and fresh stool samples so far tested, the
capture methodology was concordant with the EIA and culture
results. Another significant finding relates to the combined
selectivity approach provided by immunocapture and PCR. After
completing primer design and validation for all organisms, and
selecting and validating capture antibodies, we found that primers
for all target organisms except for E. coli O157:H7 are sufficiently
specific to amplify the target sequence in the presence of other
organisms. On the other hand, we found that the capture antibody
for E. coli O157:H7 is quite specific in the presence of other target
organisms, as well as in fresh and spiked stool samples. Thus,
antibodies can be used to partially purify E. coli O157:H7 from
generic E. coli and other flora in stool.

(2) Nucleic acid (NA) extraction on microfluidic card: A card that
can purify RNA from lysed leukocytes or bacteria (Figure 4) is
loaded with specimen in a lysis solution which contains a
chaotropic buffer that allows RNA from the sample to bind to
silica. On-card silica filter and microfluidic valves for fluid
control and automate RNA binding, washing, drying, and elution.
The card was initially validated in experiments in which we
processed 106 white blood cells using commercial kits or
suspended in lysis buffer, before applying samples to the port on
the lab card. LightCycler assays determined that the microfluidic
card solutions had a slightly lower crossing point (25.3) than the
control RNeasy solutions (27.1). This card also has been validated
for lysis and detection of Gram-negative bacteria in feces.

Figure 4. Schematic of nucleic acid
extraction subcircuit. The

operational steps currently are:

(1) sample injected

(2) nucleic acids captured on silica

membrane

(3) wash

(4) dry membrane

(5) elute

(6) eluent taken for analysis

The purification of nucleic acid on

the card is completed in < 5 minutes

and is under complete software

control.

3) PCR subcircuit: Micronics has developed a prototype thermal
control unit (TCU) for extremely rapid temperature ramps
(Figure 5). This TCU thermocycles the amplification chamber of a
disposable microfluidic card. For efficient thermal transfer, a
simple laminate card was designed with an amplification chamber
capped by one layer of 0.004" Mylar, permitting the capping layer
of the chamber to touch the TCU. The 16-second cycle time
(longest in tests) can be diminished considerably with heat sinks,
TCUs, and efficient thermal interface material. Even at 16 seconds,
30 full cycles requires only 8 minutes.

a b

c

Figure 5. 5A Micronics-developed TCU. 5B PCR amplification

lab card capable of performing six amplifications simultaneously,

5C and software interface with thermal couple trace showing 60

second 60ºC reverse transcription followed by 16-second PCR

cycles.

Figure 6 demonstrates the fluid control system that operates
both on-card valves (using a small air pump) and fluid control
(using positive displacement pumps).

Figure 6. DEC Instrument and disposable interface–current

prototype (shown without thermocycler attachment).

Figure 7 exemplifies the products of PCR subcircuit, with a
gel showing the products of extracted and purified Salmonella.
Similar results have been obtained with all target organisms. In the
case E. coli 0157:H7, we have applied this system to human stool
from children infected with this pathogen.

a
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Figure 7. Ethidium bromide
stained DNA in agarose gel of
salmonella amplified with the DEC
PCR subcircuit. The left lane for

the upper and lower gel is a MW

marker; lane 1 for each gel is the

result from a standard thermal

cycler; the other 16 lanes are

results for the DEC PCR subcircuit

run for 15 minute and 34 cycles.

(4) Lateral flow (LF) detection of amplicons: For this project, we
are adapting an existing endpoint detection system using a LF
amplicon detection method. This technique allows non-
electrophoretic detection of PCR products, and obviates the use
of gels or sophisticated optics to measure dye-coupled
amplicons.

Figure 8 illustrates the components in the LF strips and
how the reactions are created. In brief, amplicons (the bar with
5' and 3' ends) bind to dried capture probes to create detection
probes nested within the amplicon. One capture probe has a
biotin label and the other has a fluorescein (FITC) label (used
here as a hapten). As the solution wicks along the strip,
streptavidin-coated microparticles move with the solution, and
a streptavidin/biotin association is formed between
microparticles and the amplicon/capture duplex. As they
migrate through the LF strip, the microparticles with detection
probes bind to a previously deposited line of anti-FITC
antibodies through the FITC hapten on the other capture probe.
As the chromogenic particles accumulate on the antibody
stripe, a blue line becomes apparent, indicating successful NA
amplification and the presence of target. Procedural control
lines have been included, and results are available in a few
minutes.

5’ 3’
B FITC

3’
FITC

5’
B
A

FITCB
3’5’

A

A

5’ 3’
B FITC

Reaction
in process

Reaction
complete

Visually detectable
line (control line not
shown)

Figure 8: Schematic of amplicon detection using lateral flow
strips. The strips operate by simple wicking (no incubations
or washes are needed) and will be integrated on the DEC.

Figure 9 demonstrates amplicons with the lateral flow
strip, showing PCR products from the amplified Salmonella

DNA.

Figure 9: Gel and strip
detection of Salmonella
amplicon (MW = Molecular
weight control; 1 = amplified
on card template, 2 = on card
no template control, + =
thermocycler template
control.

5) Dry Reagent Storage: On-card dry reagent storage will
enable the use of the DEC system without refrigeration for
reagents and disposables. In addition, it will remove the need for
external, bulky, liquid reagents (except for stable aqueous
resuspension and driving fluid resevoirs). To determine the
feasibility of the reagent drydown and resuspension process, three
different reagent classes have been studied: 1) antibody coated
magnetic beads for pathogen capture, 2) lysis buffer for extraction
of nucleic acids from the pathogens, and 3) amplification of DNA
by polymerase chain reaction (PCR).

Several methods to stabilize proteins already exist and are
widely used in industry. These methods use trehalose, a non-
reducing disaccharide, which forms a glassy state above room
temperature. The protein is protected against degradation and
crystallization because low molecular mobility in the glassy state
[23]. The native state of the protein is thought to be maintained
largely because of the substitution of the waters of hydration of
protein by sugar molecules during drying [24]. However all these
methods use freezedrying. A novel method to control dissolution
of preserved biomolecules in a microfluidic device has been
previously studied in which enzyme is preserved in a trehalose-
dextran matrix at elevated temperatures.

The preservation method has been tested for the reagents for
immunocapture, lysis, and for the PCR master mix.

Bead preservation: Tosyl-activated magnetic beads of 1 µm
diameter (Dynal Biotech LLC) were covalently linked with
antibodies to E. coli (Abcam) according to the supplier’s
instructions. The beads were suspended in buffer containing
varying concentrations of trehalose (5-20% w/v) and trehalose-
dextran (1:1). Ca. 0.1 mg of beads in 20 µL of volume were
spotted on a Mylar membrane and dried in an oven at 37 º C under
15-18% humidity conditions. Resuspension was studied in a flow
channel constructed with Mylar around the bead spot. Antibody-
coated magnetic beads retained their ability to capture E. coli after
resuspension from dehydrated state. The beads aggregated as is
evidenced by SYTO 9 staining of the bacteria (Figure 10).

Figure 10. 10a shows magnetic beads after resuspension from

dehydrated state. 10b shows SYTO 9-stained E. coli captured by

the magnetic beads.

Lysis buffer preservation: The buffer reagent for lysis of the
pathogens as part of the nucleic acid extraction subcircuit does not
contain molecules that need protection from harsh conditions.
However, in the dry form the lysis buffer crystallizes, which may
be undesirable for incorporation into small channels of a
microfluidic device. The addition of trehalose formed a matrix; but
only 40% trehalose concentration produced a nearly complete
glassy matrix (Figure 11).

Lysis buffer containing 4.5 M guanidinium thiocyanate, 50
mM MES, pH 5.5, 20 mM EDTA, 1 % N lauroyl sarcosine and 5
% Triton X100 were prepared containing varying amount of
trehalose (0-40% w/v). About 10 µl of buffer were spotted on to
Mylar membrane and dried (37 ºC, 15-18% humidity).

MW 1 2 + 1 2
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Figure 11. Shows stereomicroscope images of dehydrated spots of

lysis buffer in varying concentration of trehalose (w/v).

Resuspension of the dehydrated buffer demonstrated no
difference in the presence or absence of trehalose. The crystals
readily re-solubilize, and the buffer successfully lysed the bacteria.
No colony-forming units were detected on agar plates.

PCR master-mix preservation: PCR master mix
(ThermoScriptTM Plus Platinum Taq mix from Invitrogen)
containing dNTPs, polymerase enzyme, Salmonella Primer mix
(Vanilla) and buffer were prepared and dissolved in equal volume
of varying concentration of trehalose to give a final concentration
of 0, 10, 15 and 20% (w/v). The master mix was pipetted into
polystyrene wells of a 96-well plate and dried (37ºC, 15%
humidity) for varying intervals. After drying, the master mix was
rehydrated with water. Ca. 1 x 105 CFU/µL DNA template
(Salmonella) was added and the sample loaded on to the PCR
subcircuit card. PCR was performed using the TEC prototype.
After an initial denaturation at 90ºC for 1.0 min, 35 cycles of
amplification were performed with denaturation (90ºC 8s),
annealing (50ºC for 10s) and elongation (6 ºC for 12s). Amplified
DNA was electrophoresed in 3% agarose, ethidium-stained, and
viewed under UV illumination.

The PCR master mixes retained their activity after storage in a
trehalose matrix (Figure 11). A 70 bp amplicon was detected after
PCR of the resuspended samples. Absence of trehalose resulted in
loss of enzyme activity within 24h and formation of primer-dimers.
The functionality of the master mix could be preserved even after
28 days.

Figure 12. Ethidium bromide-stained DNA in agarose gel
after PCR of trehalose preserved master-mix. 12A shows a 70 bp

amplicon in lane 2 (positive control) and corresponding amplicon

in lane 4-5 of samples preserved

in 10, 15 and 20% trehalose

respectively for 24h. Lane 7:

sample without trehalose during

dehydration and shows primer-

dimer formation. Lane 1: 50 bp

DNA ladder, and lane 3 is

negative control (no DNA

template). 12B shows 70 bp

amplified product after 28 days

of dry preservation (lanes 4-6

corresponding to 10, 15 and 20

% trehalose respectively). Lane 3

is positive control.

CONCLUSIONS

We have demonstrated the functionality of each subcomponent
of the DEC system. We have demonstrated selective antibody
capture for all target organisms directly from stool. We have
shown pathogen lysis and nucleic acid extraction and capture
on microfluidic cards. We have demonstrated PCR at the
required sensitivity on microfluidic cards rapidly (8 minutes).

We have shown that reagents needed for immunocapture, lysis,
and DNA amplification by PCR for pathogen detection can be
stored in trehalose matrix in dry form and retain their activi ty
upon reconstitution. In the future all of these components will
be incorporated into a microfluidic platform, an on-chip device,
for point-of care diagnostic systems. Finally, we have shown
detection of amplification products on lateral flow strips.
Current work is directed towards integration and field
validation.
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ABSTRACT

Cardiac hypertrophy is an established and independent risk
factor for the development of heart failure and sudden cardiac
death that may be regulated by growth factor such as Endothelin-1
(ET-1). The majority of existing techniques to monitor
hypertrophy in vitro is based on florescence probes designed to
show morphological and biochemical alterations indicative of
cardiomyocyte hypertrophy [1]. In this paper, a new
cardiomyocyte-based impedance sensing system with the
assistance of dielectrophoresis (DEP) cell concentration is
developed to monitor the dynamics process of ET-1 induced
cardiomyocyte hypertrophy. This device can increase the
sensitivity of the impedance system and also has the potential to
reduce the time for detection by a significant factor.

INTRODUCTION

Cardiac hypertrophy is an established and independent risk
factor for the development of heart failure and sudden cardiac
death [2] [3]. At the level of individual cardiac myocytes, the cell
morphology alters (increase in cell size and myofibrillar re-
organization) and protein synthesis is activated [4] [5]. Since
cardiac hypertrophy plays such a crucial role in many diseases
such as myocardial infarction and arrhythmia, a new bio-analytical
assay is expected to monitor hypertrophy in cultured cardiac
myocytes non-invasively and in real time.

Using microfluidic chip to perform cellular studies on cardiac
myocytes is currently a major interest due to its desirable
characteristics. Werdich et al. reported a method to study single
cardiac myocytes by recording the extracellular potential using
planar microelectrodes in sub-nanoliter volume [6]. Klauke et al.
developed a PDMS microfluidic chip to study the contraction of a
single cardiomyocyte by electrical stimulation [7].

In this paper, a new cardiomyocyte-based impedance sensing
system with the assistance of dielectrophoresis (DEP) cell
concentration is developed to monitor the dynamic process of
Endothelin-1 (ET-1) induced cardiomyocyte hypertrophy. A DEP
microfluidic device is fabricated capable of concentrating cells
from a dilute sample to form the cell monolayer with tight
junctions. This device can increase the sensitivity of the
impedance system and also has the potential to reduce the time for
detection by a significant factor. Studies herein are carried out to
examine the feasibility of this impedance sensing system for ET-1
induced cardiac myocyte hypertrophy. An equivalent circuit model
is introduced to fit the impedance spectrum to fully understand the
impedance sensing system.

DESIGN AND FABRICATION

In this task, glass microscope slides (2 in 3 in, Fisher
Scientific) were covered with a layer of positive photoresist (AZ
5214) by means of a spin-coater with 4000 rpm; the resist was then
hardened at 100°C for 6 min on a hot plate. After baking, the
photoresist was patterned with a mask aligner using an exposure
dose of 10 mW for 20s, and subsequently developed by AZ 400

MIF developer (1:3) for 35s. After this step, the glass slides were
cleaned by DI water and dried by nitrogen. The first metal layer
for the DEP electrodes was deposited by sputtering of aluminum
and patterned by lift-off to create the DEP electrodes. Then a thick
layer of silicon dioxide was deposited by plasma enhanced
chemical vapor deposition (PECVD) to completely isolate the
DEP electrodes. Windows were defined in the PECVD oxide layer
using conventional lithography and opened by reactive-ion-etching
to access the bond pads on the first metal layer. Subsequently, the
second metal layer, which serves as measurement electrodes, was
deposited by sputtering 800 Å over a chromium adhesion layer and
patterned by lift-off. The glass slide with microelectrodes was
sealed with a custom made silicone chamber which has inlet and
outlet tubes. An HP 33120A arbitrary waveform generator was
used as the ac signal source to produce sinusoidal signal with a
frequency specified at 2 MHz. Images were collected using a
Nikon microscope with and without fluorescence filters and
recorded by a charge-coupled device (CCD) digital camera (Pixera
Penguin 600 CL, Pixera Corp., Los Gatos, CA). Figure 1 shows
the cross section of the packaged device and the bioprocessor.

EXPERIMENTAL DETAILS

All fluids were injected into the chips using motor-driven
micropump. The flow rate in the main channel of the bioprocessor
was controlled by adjusting the pressure applied at the injector.
The flow rate through the incubation chamber was controlled by
applying a back-pressure at the chamber output using pressurized
nitrogen. In this biochip, external valves at the input and output
tubes were used to isolate the chip from the injection system
during incubation. While in the bioprocessor, all the microbore
tubes leading into and out of the chip were manually pinched to
achieve isolation.

Experiments with this biochip were performed with it
mounted onto a custom-made heated platform with a built-in RTD
temperature sensor. Electrical connections to the chips were
established by using probes mounted on micromanipulators
attached to the heated platform. Experiments with the bioprocessor
were done with the chip carrier mounted on the stage of a Nikon
Eclipse E600 epi-florescence microscope (Nikon USA Corp.,
Melville, NY). During all the experiments, a computer controlled
the temperature of the chips to be within ±0.2°C or better using the
readings from the off RTD sensors, depending on the chip being
used, to adjust the power delivered to the heaters on which the
chips were mounted. The chip stages were completely enclosed to
keep air drafts from disturbing the temperature.

The impedance of the electrodes in the chip was measured
with an Agilent 4284A LCR meter (Agilent Technologies Inc.,
CA) connected to the chip through an Agilent 16048A BNC test
fixture. All of these instruments were connected to a computer
through a GPIB interface. The impedance measurement process
was controlled by Labview (National Instruments Corp.) virtual
instruments. The impedance of interdigitated electrodes was
measured at 52 frequencies logarithmically spaced between 100
Hz and 1 MHz. with a 50-mV voltage excitation. Sinusoidal DEP
signals were generated by an Agilent 33120A function generator.



Figure 1. Simplified cross section of impedance based biosensor system with dielectrophoresis concentration.

All the experiments were performed with the bioprocessor
heated to (37±0.1) °C. The cells suspended in PC-1 serum free
media were injected at an input flow rate of ~ 1.4 µL/min, with the
capture electrodes excited with a 2 Vpp sinusoidal signal at 2MHz
(conductivity adjusted to 5 mS/m by addition of DI water). During
injection, the flow rate in the incubation chamber was manually
controlled to be between 4 and 10 nL/min. Flow rate control was
performed manually by adjusting the pressure applied to the
bioprocessor based on the observed velocity of the cells in the
channels. After the whole 40 µL of sample had been forced
through the bioprocessor the flow was stopped, the DEP capture
electrodes were turned off, and a solution of DMEM-M199 (4:1)
was injected at a flow rate of less than 0.5 µL/min. As the meida in
the chamber was replaced by DMEM-M199 (4:1), the excitation
voltage on the capture electrodes was increased to 3.5 Vpp and the
frequency to 3MHz to maximize the DEP forces acting on the
cells. After pinching the tubes, the impedance measurement
process was started and the cells were incubated for a minimum of
24h. When a reference measurement was desired, cells were
injected only into one of the two devices in a bioprocessor, where
the other device received DMEM-M199 (4:1) only. The device
with DMEM-M199 (4:1) provided baseline impedance in the
absence of any metabolic activity.

RESULTS AND DISCUSSION

The impedance spectrum of this system can be represented by
an equivalent circuit shown in Fig. 2. In this circuit, the resistor Rs
is mainly due to the conductivity of the bulk solution and the wire
connection whereas the ZCPE represents the dielectric properties of
the electrode/electrolyte and surface morphological information. R
and C are the resistance and the capacitance of the layer of the
absorbed proteins. Rc and Cc are elements related to the cell layer.
The model presented here is derived from a physical analysis of
the simplest electrochemical processes taking place at the interface
and is thus bound to better represent the phenomena being
measured [7]. In addition, fitting the model to impedance values at
a large number of frequencies over a large range makes the
measurement more sensitive. Such fitting essentially concentrates
small changes in the impedance at each frequency point into larger
changes in a small number of parameters that might have some
physical relevance.

The impedance spectra derived from equivalent circuits
composed of ideal elements, like capacitors and resistors, do not fit
the measured spectra in a satisfactory way because of the
inhomogeneity of the surface. To overcome this problem, it is
possible to replace the ideal elements by constant-phase elements
(CPEs) ZCPE which account for the nonlinearities and the
frequency of the elements. This is the simplest model that would

properly fit the measured data over the whole frequency range and
at all times during incubation.

Figure 2. Equivalent circuit for analysis. Rs is mainly due to the
conductivity of the bulk solution and the wire connection whereas
ZCPE represents dielectric properties of the electrode/electrolyte
and surface morphological information. R and C are the resistor
and the capacity of the layer of the absorbed proteins. Rc and Cc
are elements related to the cell layer.

The first biochip was used to perform preliminary tests of the
impedance technique with live cells incubated inside the chip.
Suspensions of different concentrations of cardiac myocytes were
injected into the chip and incubated in an on-chip temperature
around 37°C for more than 24 hours.

Figure 3 compares the first and last impedance spectrum
recorded in this experiment in two-dimensional representation.
The open circle (o) represents the frequency dependant impedance
spectrum before the cardiomyocyte monolayer was exposed to 100
nM ET-1 addition (t= 0h) whereas the square ( ) corresponds to
the impedance spectrum of the same electrode after the cells were
exposed to the 100 nM ET-1 and experienced the ET-1 induced
cell morphology change (t= 4h). As apparent from Fig. 2 the
difference in the total impedance between vital and hypertrophy
cells passes a maximum at roughly 4 kHz indicating that
impedance readings at this frequency are most sensitive to the
associated changes in cell morphology.

Figure 4 shows the change in impedance over time using DEP
concentration method for the two cardiomyocyte cases: 4.6×103

cfu/mL and 5.3×104 cfu/mL. It clearly shows that DEP method
dramatically increases the impedance amplitude which is related to
the increased cell numbers on the impedance microelectrodes.
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Figure 3. The first and last impedance spectrum recorded in this
experiment in two-dimensional representation.

Figure 4. DEP assisted cell concentration. As can be seen, DEP
method dramatically increases the impedance amplitude.

To assess the effects of ET-1 on the extent of cell-substrate
adhesion, we monitored changes in cell-substrate resistance after
the addition of ET-1. Typical results are shown in Fig. 5a. The
extent of cell-substrate adhesion is expressed as “normalized”
resistance, which was defined as a ratio of the resistance to the
initial value before addition of ET-1. The addition of 100 nM
induces a rapid increase in impedance after an initial lag phase of
around 0.3h. Within 3 hours the impedance magnitude approaches
the saturation value. To get a quantitative measure for the
dynamics of ET-1 induced changes we determined the time
necessary for half-maximum reduction of the impedance at 4 kHz
(tZ50). The analysis shows that the mean value of 20 similar time
courses is around 2.07.1 h. ET-1 induced a significant increase
in normalized resistance, indicating strengthening of the cell-
substrate adhesion at 4 h after addition of ET-1 (Fig. 5b).

Since focal adhesion kinase (FAK) has been reported to play
an important role in ET-induced hypertrophy such as promoting
sarcomere assembly, we compared the time course of the
impedance change with the time course of FAK activation upon
ET-1 exposure. Fig. 5c traces the activity of FAK before and
several hours after exposing the cells to 100 nM CHX. Comparing
with Fig. 5a, we can see that that even very small and clearly sub-
maximum levels of FAK activity is with large changes in
impedance. After 2h of ET-1 exposure FAK activity amounts to
less than 55% of its final value while the impedance of the cell
layer at 4 kHz has already increased for more than 80% of its total
change indicative of more sensitivity of our impedance assay.

The effect of DEP concentration on the impedance spectrum
with the addition of ET-1 is also explored for two cases: 4.6×103

cfu/mL and 5.3×104 cfu/mL (Fig. 6). The impedance spectrum on
the concentration of 5.3×104 cfu/mL is treated as the baseline. The
sample at concentration of 5.3×104 cfu/mL injected without the

Figure 5. Effects of ET on adhesion of cardiac myocytes to the
Extracellular Matrix (ECM). After starvation for 12 hours, they
were stimulated with ET-1 (nM). (a) Typical tracing representative
of four replicate experiments. In all these experiments, initial
resistance of cardiac myocytes was within the range of 3000 to
5000 . To simplify the comparison, ordinate represents
normalized. (b) Comparison of percentage increase in normalized
resistance at 4 hours after addition of ET-1, ET(+), with control
ET(-). Results shown are mean ± SD from four independent
experiments. (c). Focal adhesion kinase (FAK) activity as function
of ET-1 incubation time.

DEP-based concentration system active increased the impedance
amplitude by 10% corresponding to a cell size increase due to ET-
1 addition. On the other hand, for the sample at relatively low
concentration of 4.6×103 cfu/mL injected with the concentration
system active, a very strong hypertrophy signal with the
impedance amplitude increase of 18% was visible during the first
hour of incubation. The DEP cell concentration method clearly
increased the cell number on the impedance detection
microelectrodes, the sensitivity of hypertrophy detection and made
the low concentration sensing possible for very dilute cell
suspensions.

To correlate this variation of impedance to cardiac myocyte
behavior, the fitting procedure with the previous equivalent circuit,
defined without ET-1, is applied to impedance variation as a
function of ET-1 concentration. Values of Rs, ZCPE, R and C
remain constant in the equivalent circuit while values of Rc and Cc
components vary as a function of ET-1 concentration as shown in
Fig. 7. The error bars include the experimental error on impedance
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DEP-based concentration system active, plus sterile KB. Values at
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Figure 7. Equivalent circuit parameter shows the correlation of
variation of impedance to cardiomyocyte behavior. Here, Rc and
Cc are parameters related to the cell layer.

measurements and the discrepancy of experimental values related
to the equivalent circuit model. As shown in Fig. 4, the cell layer
resistance Rc changes from 4.52 cm2 to 8.43 cm2 due to
cardiac myocyte hypertrophy, with an increase by 86.50% and the
capacitance Cc change from 1.52 µF cm2 to 0.41 µF cm2. The
general evolution of Rc and Cc is indicative of the effect of ET-1
on cardiomyocyte morphology and a saturation effect is observed
for both components for concentration higher than 60 nM which
corresponds to the saturation effect on the experimental curve.

CONCLUSIONS

In this paper, a new cardiaomyocyte-based impedance
sensing system with the assistance of dielectrophoresis cell
concentration was developed to monitor the dynamics process of
Endothelin-1 induced cardiomyocyte hypertrophy. When cultured
in vitro cardiac myocytes are up to 20 100 µm in size and can
form close contacts to the substrate. Both of these characteristics
are favorable for the development of high seal resistances. Thus,
they make an excellent choice for impedance studies where a large

cellular size compared to the extracellular electrode diameter is
desirable. Furthermore, when cultured at the appropriate densities,
cardiac myocytes develop cytoplasmic bridges (gap junctions)
between cells to form moncellolayers in culture. These tight
junctions help inhibit cell movement, thereby deceasing the
mobility of cardiac myocytes in vitro. For this purpose, a
dielectrophoresis microfluidic device is fabricated capable of
concentrating cells from a dilute sample to form a cell monolayer
with tight junctions. This device can increase the sensitivity of the
impedance system and also has the potential to reduce the time for
detection by a significant factor. Studies herein were carried out to
examine the feasibility of this impedance sensing system for ET-1
induced cardiac myocyte hypertrophy. An equivalent circuit model
is introduced to fit the impedance spectrum to fully understand the
impedance sensing system.
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ABSTRACT

This paper describes successful particle separations within a

droplet by traveling wave dielectrophoresis (twDEP) and

consecutive droplet splitting by electrowetting-on-dielectric

(EWOD). This in-droplet method will provide a new functionality

of separation and concentration for digital (droplet-based)

microfluidics [1], thereby possibly eliminating the necessity of

adopting the conventional microchannel-based separation methods.

INTRODUCTION

There are currently high demands for means to efficiently

manipulate and discriminate bio entities in microfluidics [2, 3]. To

date, numerous systems have been developed to meet these

demands. However, most of them are based on continuous flows

which basically require complicated micro channel networks,

consequently raising the cost of design and fabrication and

lowering the reliability of operation. Recently, in the mean time,

digital (droplet-based) microfluidics [1] (in particular operated by

electrowetting-on-dielectric (EWOD)) successfully demonstrated

various fluidic operations, obviating the above drawbacks. A large

number of individual minute droplets carrying bio samples can be

manipulated (created, transported, split, and mixed) in parallel on a

two-dimensional (2-D) surface, with no need to build any micro

channel structures. Furthermore, all of these operations can be

accomplished under digital control from a programmable

controller, promising tremendous potential for chemical and

biologic analysis [4].

However, the implementation of bio sample concentration

and separation in digital microfluidics is still challenging since

most of the previously developed concentration and separation

methods essentially rely on long micro channels (e.g. micro

capillary electrophoresis). Therefore, simply adopting the

conventional concentration and separation methods into digital

microfluidics requires constructing microchannel networks, as a

result deteriorating the original strength of digital microfluidics.

Most recently, with a motivation to realize concentration and

separation in digital microfluidics without microchannels, Cho and

Kim [5] presented an in-droplet particle separation and

concentration control by using electrophoresis in a droplet

configuration. However, this technique exclusively works only

with electrically charged particles, limiting its application for non

or weakly charged particles.

On the contrary, dielectrophoresis (DEP) [6] accesses a wide

range of particle characteristics by changing the frequency of the

applied electric field and by using different suspending media. In

DEP particle separations, particles to be separated need no charge

treatments. In particular, traveling wave dielectrophoresis (twDEP),

originally described by Masuda et al [7, 8], that uses a traveling

electric field with numerous electrodes allows long distance

transportations of various particles. Therefore, this principle has

currently been developed into a comprehensive technique for

manipulating and separating various particles and cells [9-12]. To

our knowledge, however, dielectrophoretic particle separations

have rarely or never been successfully implemented in digital

(droplet-based) microfluidics. Hence, in this paper, we implement

twDEP particle separations within a droplet and furthermore

integrate them with follow-up EWOD droplet splitting, thereby

eliminating any possibility of particle dispersion posterior to

separation.

CONCEPT

Figure 1 illustrates sequential procedures of the proposed in-

droplet particle separation: (1) initial state with a droplet

containing mixed particles (Fig. 1(a)); (2) transportation of target

particles (shown as black) into the right edge of the droplet by

twDEP (Fig. 1(b)); (3) droplet splitting by EWOD (Fig. 1(c)); (4)

final state (Fig. 1(d)). For twDEP particle separation, four spiral

electrodes (Fig. 4(a)) placed on the bottom plate are used to

generate a traveling electric field. Then they are switched for

grounding when EWOD is on for droplet splitting (Fig. 1(c)).

Meanwhile, three transparent electrodes placed on the top plate are

used for the EWOD droplet splitting. The left and right electrodes

(except the middle one) are activated to elongate and split the

droplet (Fig. 1(c)). For improved separation precision, multiple

droplets with the same particle type can be re-joined and may go

through further separation in the next stage.

FABRICATION OF TESTING DEVICES

The testing devices that mainly consist of two parallel plates

(top and bottom) were fabricated using standard lithographic micro

(a) (b)

(c) (d)

Figure 1. The schematic of particle separation procedures in a

droplet: (a) A droplet containing mixed particles is placed

between two parallel plates; (b) under the traveling wave

dielectrophoresis (twDEP) generated by the bottom electrodes,

target particles (type 2, black) are transported and concentrated

on the right side; (c) under the electrowetting-on-dielectric

(EWOD) force generated by the top electrodes, the droplet is split

into two daughter droplets; (d) finally two types of particles are

separated into respective two daughter droplets.
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fabrication technology. The bottom plate fabrication includes two

steps: metallization and patterning of twDEP electrodes and

deposition of the hydrophobic layer. For the twDEP electrodes, a

chromium layer of 100 Å in thickness as an adhesion layer and a

gold layer of 1000 Å in thickness were sequentially deposited on a

glass wafer by sputtering and then patterned by wet etching into

parallel electrodes of 10 µm width and 10 µm spacing. The bottom

plate was finally coated with a hydrophobic Teflon layer. Spin-

coating of 2% Teflon solution (Teflon AF 1600® + Fluorocarbon

solvent) resulted in a 2000 Å thick Teflon layer. The main

fabrication process on the top plate consists of three steps:

patterning of EWOD electrodes, deposition and patterning of the

dielectric layer, and deposition of the hydrophobic layer. For the

driving electrodes, an ITO (Indium Tin Oxide) layer was patterned

by wet etching. Then, a 2 µm parylene layer as a dielectric layer

was deposited using a vapor deposition method (Specialty Coating

Systems: PDS-2010 LABCOTER® 2), followed by opening of the

parylene layer on electrode pads by physical scratching in order to

transmit activation signals to each driving electrode. Finally, the

top plate was also spin-coated with the hydrophobic Teflon layer.

The last step of the fabrication process is to integrate the two

plates (Fig. 2(f)). After putting a droplet containing particles on the

bottom plate, the top cover plate was gently pressed against the

spacers that were already placed on the bottom plate. The clean

room tape was used for the spacers, making the channel gap at 70

µm that allows successful droplet splitting based on the design rule

[1].

Figure 3 illustrates how to generate EWOD/twDEP signals.

The whole system consists of a personal computer, a digital output

board (DAQPad-6507, National Instrument), a custom-made phase

shifter, amplifier and interface circuit mainly containing photo-

coupled relays (PhotoMos®, AQW614EH, Aromat Co.). A PC-

based program generates control signals transmitted through a

digital I/O board. The control signals switch the relays through

which a 90˚ shift traveling wave is transmitted to the bottom plate

electrodes and EWOD activation voltages to the top plate

electrodes on the testing devices.

EXPERIMENT RESULTS

As a first step, we tested particle transportation and concentration

in a droplet using a single type of particle (5-µm aldehyde sulfate

(AS) beads). A traveling wave of 90º phase shift to the adjacent

electrodes is generated with a four spiral electrodes design. To

avoid multi-layer wiring, a spiral type was used, as shown in Fig.

4(a). Note that the droplet is largely placed on the area of parallel

electrodes, not touching the center of the spiral electrodes. Before

twDEP actuation, 5-µm aldehyde sulfate (AS) beads (seen as white

dots) are initially uniformly suspended in the droplet; under the

twDEP wave (10 kHz, 10 Vp-p) almost all the particles move to

the right region of the droplet (Figs. 4(b) and (c)).

Next, twDEP particle separations are performed in the

following three different mixture cases: (case 1, Fig. 5) 8-µm glass

beads and 5-µm AS beads; (case 2, Fig. 6) 8-µm glass beads and

ground pine spores (GPS); (case 3, Fig. 7) 5-µm AS beads and 10-

µm CML beads.

Figure 2. Fabrication process flow of testing devices: (a)

deposition and patterning of electrodes (Cr/Au) on bottom glass;

(b) spin-coating of Teflon® AF; (c) Top glass cover with patterned

ITO layer; (d) Deposition of parylene layer by CVD and

patterning; (e) Spin-coating of Teflon® AF layer; (f) Putting the

droplet containing particles and integration of the top and bottom

plates with a spacer in between.
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Figure 3. Schematic of activation signal flows.
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Figure 4. Top views of transportation of particle of single type

into the right side of the droplet: (a) Electrodes design; (b) Before

twDEP actuation, 5 µm aldehyde sulfate (AS) beads are uniformly

suspended in the droplet; (c) Almost all the particles move to the

right region of the droplet under the twDEP wave (10 kHz, 10 Vp-
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Figure 5 shows the sequentially captured pictures of particle

separation for case 1. Initially 8-µm glass beads (seen as white)

and 5-µm blue-dyed aldehyde sulfate (AS) beads (seen as black)

are mixed in the droplet as shown in Fig. 5(a). The AS particles are

moving to the right edge of the droplet under 800 kHz and 15 Vp-p

while the glass beads are circulating and overall a little bit pushed

to the left; After several minutes almost all the AS (seen as black)

particles are collected in the right edge of the droplet as shown in

Figs. 5 (b) and (c). Note that the white makers were intentionally

placed to help to position the droplet.

Figure 6 shows the sequential pictures of spore separation for

case 2. Similar to case 1, successful separation was achieved.

Before separation, Lycopodium powder (Ground Pine Spores or

GPS seen as big white dots) and glass beads (seen as small white

dots) are mixed in the droplet as shown in Fig. 6(a). The spores are

moved to the right under 800 kHz and 20 Vp-p while the glass

beads are a little bit pushed to the left; After several minutes the

spores are collected at the right edge of the droplet as shown in

Figs. 6 (b) and (c).

Figure 7 shows the sequentially captured pictures of particle

separation for case 3. Initially 5-µm aldehyde sulfate (AS) beads

(seen as white) and 10-µm CML (seen as black) particles are

mixed in the droplet as shown in Fig. 7(a). The CML (black)

particles are moving to right region (the center of the spiral

electrodes) under 50 kHz and 4 Vp-p while the AS beads (white)

are circulating as shown in Fig. 7(b). After several minutes CML

(black) particles are collected in the right area while the AS beads

(white) suspends in the left region as shown in Fig. 7(c). Note that

the droplet is positioned such that the center of the spiral

electrodes is placed inside the droplet contour, differently from the

cases in Figs. 4, 5, and 6. As a consequence, the CML beads (black)

are collected near the center of the spiral electrodes while cases 1

and 2 show target particle collections in the right edge of the

droplet since the droplet largely covers the area of parallel

electrode pattern (not the center of the electrodes). This means that

the target particle collection region can be controllably positioned

within a droplet depending on where the droplet is placed on the

spiral electrodes.

Lastly, figure 8 shows particle separation and subsequent

droplet splitting. Initially 8-µm glass beads (seen as big white dots)

and 5-µm blue-dyed aldehyde sulfate (AS) beads are mixed in the

mother droplet as shown in Fig. 8(a). AS particles (seen as small

tim
e

1.5 mm

(a)

(b)

(c)

Mixed particles

Droplet

AS particle accumulation

Marker

Collected spores

Glass beads

Figure 5. Sequentially captured pictures of particle separation

(case 1). 8-µm glass bead (seen as white) and 5-µm blue-dyed

aldehyde sulfate (AS) beads (seen as black) are initially mixed (a)

and then separated under a twDEP wave of 800 kHz and 15 Vp-p

(b, c).
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Figure 6. Sequentially captured pictures of particle separation

(case 2). Lycopodium powder (Ground Pine Spores or GPS seen

as big white dots) and glass beads (seen as small white dots) are

mixed (a) and then separated under a traveling wave of 800 kHz

and 20 Vp-p (b, c).
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Figure 7. Sequentially captured pictures of particle separation

(case 3). 5-µm aldehyde sulfate (AS) beads (seen as white) and 10-

µm CML (seen as black) particles are mixed.
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white dots) are moving to the right side of the droplet under 800

kHz and 15 Vp-p while the glass beads are circulating and overall

a little bit pushed to the left as shown in Fig. 8(b). Splitting

function by EWOD (1 kHz and 150Vp-p) makes the droplet

physically divided into two daughter droplets. After splitting, the

left droplet is glass beads rich while the right one is AS beads rich

as shown in Figs. 8(c) and (d). This splitting step enables to

eliminate particle dispersion problems after completing the

separation.

CONCLUSIONS

This paper describes successful twDEP (traveling wave

dielectrophoresis) particle separations in droplet configurations

and subsequent droplet splitting. 5 different cases of particle

combinations have been examined and their successful

concentration and separation have been experimentally

demonstrated. Furthermore, subsequent EWOD droplet splitting

was successfully integrated, securing separated particles in each

produced daughter droplet. This splitting step enables to

essentially avoid particle dispersion problems that otherwise would

deteriorate the separation efficiency posterior to the separation.

This integrated in-droplet separation method will provide a new

functionality of separation and concentration for digital (droplet-

based) microfluidics, thereby possibly eliminating the necessity of

adopting the conventional microchannel-based separation methods.
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Figure 8. Sequentially captured pictures of particle separation

and droplet splitting. 8-µm glass beads (seen as big white dots)

and 5-µm blue-dyed aldehyde sulfate (AS) beads (seen as small

white dots) are mixed, then separated by twDEP (800 kHz and 15

Vp-p), and finally secured in each daughter droplet produced by

EWOD splitting process.
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METAL-CORED CARBON MICROPOSTS
FOR THREE-DIMENSIONAL LI+ MICROBATTERY
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ABSTRACT

We have designed, fabricated and tested a novel carbon
electrode for three-dimensional (3D) lithium-ion microbattery
applications. This structure consists of an array of high-aspect-
ratio carbon posts (> 15:1) with nickel metal embedded in their
core. Carbon was prepared by pyrolyzing parylene precursor in
an inert environment at high temperature. Proper reversible
capacity was observed during charge and discharge of lithium
ion in a half-cell battery setup. The initial results suggest that
this half cell battery can be post-processed to form a full 3D
lithium ion battery with high energy density at high discharge
rates.

INTRODUCTION

Microbatteries based on 3D architecture offer the
opportunity to overcome the energy and power deficiencies of
conventional thin-film batteries when limited to small foot-print
areas [1,2]. Different types of 3-D architectures including nano-
scale aerogel electrodes and micron size post electrodes have
recently been reviewed [2]. Full secondary (rechargeable) 3D
nickel-zinc [3] as well as lithium-ion [4] microbatteries have
already been demonstrated. Lithium ion batteries have drawn
serious attractions in the past few years due to their high energy
densities. Different types of carbonaceous materials have been
extensively used as anodes in commercial lithium ion batteries
[5]. Recently, electrode post arrays of carbon have been
fabricated by molding them in silicon template [6] or by
pyrolysis of photoresist [7,8] to be used as the anode electrode in
3D Li-ion batteries. The main drawback of these carbon rods,
however, is the loss of energy density at high discharge rates
[2,7] due to the semi-conducting behavior of the carbon and
high ohmic potential losses along the length of the post. The
novel electrode structure that we introduce here circumvents this
effect by placing a metal core (nickel in this report) inside the
active carbon material (Fig. 1).

DESIGN

To provide enough active carbon and increase the energy
density of the electrode on a given footprint area, it is necessary
to increase the aspect ratio of the post structure. On the other
hand, this high energy is inaccessible at high discharge rates due
to the excessive ohmic losses in the high aspect ratio post array
[2]. Our 3D electrode structure presented here is designed in a
way that minimizes the overall internal resistance of the carbon
post structures. Fig. 2a schematically depicts the previously
introduced carbon post [7], and Fig. 2b is the structure
introduced here for the first time. The nickel post inside each rod
effectively extends the current collector into the carbon. Any
point on the high surface area anode directly communicates to
the nickel current collector without having to go through a large
volume of the carbon and minimizes the overall ohmic potential
drop at high discharge rates. Parylene has been previously used
as the precursor for making carbon and the mechanical and

electrical properties of pyrolyzed parylene have been measured [9].
The intercalation and deintercalation of lithium ion in pyrolyzed
parylene is investigated in this report for the first time. Its benzene
rich structure and conformal deposition on surfaces with high
topographical variations makes it a suitable choice of polymer
precursor to fabricated carbon for our design.

FABRICATION

Two types of samples were fabricated. The first type was flat
and representing a conventional 2D thin film carbon electrode.
Thermal oxide was first grown on silicon substrate as the
passivation layer. Parylene-C was then deposited on the sample
using CVD and pyrolyzed at 1000 C in the furnace during argon gas

Fig. 1 Schematic of carbon post electrode array with metal
in its core. (a): overall, (b): cross-section of a post

Carbon post array

Nickel current collector

Nickel core
Carbon

(a)

(b)

Fig. 2 Schematic of deintercalation of Li-ion in carbon post
anode during discharge. (a): Previously reported carbon post
suffers from the high potential drop along the slender carbon post
at high discharge rates. (b): Our design of carbon post has
minimized potential drop through its metal core, while
maintaining the carbon as the anodic material

(a) (b)

e-

Li +Li +

e-
Carbon

Nickel
current
collector
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flow to form the carbon. The second type of the samples was
fabricated by conformal deposition of parylene over nickel post
array and subsequent pyrolysis to form carbon. Fig. 3 shows the
detailed fabrication process. Silicon was etched in step 1, using
the method of either DRIE or photo-assisted anodic etching, to
form an array of high-aspect-ratio holes as the electroplating
mold [6]. In step 2 the backside was etched using RIE to make
the through holes. It was followed by thermal oxidation to
passivate the silicon for the following metallization steps.

In step 3, Ti/Ni (100/1000Å) seed layer was evaporated. Ni was
electroplated at 10mAh/cm2 in step 4 using nickel sulfate
electroplating solution to seal the holes at the top side of the
substrate. In step 5, nickel was electroplated in the holes using the
top-side nickel as the seed layer. Nickel was electroplated at
constant current density of 5 mA/cm2. Photoresist was applied to
passivate the top side from being electroplated during this step. In
step 6, the oxide and silicon were etched away using BOE and XeF2,
respectively, to expose the nickel post array. In step 7, parylene-C
was conformally deposited on the nickel posts using CVD. As the
final step it was pyrolyzed into carbon in the furnace and during
argon gas flow at 1000 C. Temperature increase and cooling down
rate was set to 1 C /min.

Fig. 4 is the SEM image of a silicon mold fabricated by anodic
etching of n-type silicon in 5% HF during backside illumination.
Fig. 5 corresponds to step 6 of the process, showing the nickel posts
before parylene deposition. The nickel posts are 10 µm in diameter
and 170 µm tall. 5 µm of parylene-C was conformally deposited on
the nickel posts. Fig. 6 is the SEM image of the final carbon posts.
The thickness of the carbon is 1 µm. Fig. 7 is the SEM image of a
sample prepared by using DRIE etched mold. 11.5 µm of parylene
was deposited on the nickel posts. The diameter of each post is 60
µm and the height is 400 µm. The parylene pyrolyzed to 3.2 µm of
carbon.

Fig. 4 Array of high aspect ratio holes in silicon,
fabricated by anodic etching in HF during backside
illumination

Fig. 5 Nickel post array before parylene
deposition, corresponding to step 6 of the process

3- Cr/Au seed layer evaporation

Ti/Ni

Ni

4- Electroplating nickel on top

6- Etching away the silicon mold in XeF2

Ni

PR

5- Electroplating nickel in the holes

Si

2- Backside etch to open the holes; thermal oxide grow

SiO2

Fig. 3 Fabrication of carbon-coated nickel micropost array

1- Fabricating silicon mold

Si

C7- Parylene deposition and pyrolysis

Ni
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EXPERIMENT

Resistivity of parylene-pyrolyzed carbon was measured at
0.015 -cm on the flat sample using four-point probe.
Electrochemical measurements were carried out for both type of
flat and post array electrode. The electrolyte was 1 M LiClO4 in
a 1:1 volume mixture of ethylene carbonate (EC) and dimethyl
carbonate (DMC). Two different types of cyclic voltammetry
and galvanostatic charge-discharge tests were performed on the
samples in an argon-filled glove box. Three-electrode system
setup with lithium metals as the counter and reference electrodes
was used for testing. As the first step, lithium ion was
intercalated at 0.1 mA/cm2 in a flat sheet of carbonized parylene.
The thickness and area of the sample were 1 µm and 1 cm2,
respectively. The sample was electrically connected using an
alligator clip at one corner. The results exhibited reversible
intercalation/deintercalation of lithium with an areal capacity of
0.047 mAh/cm2. This translates to gravimetric capacity of 235
mAh/g, which is in the range of reversible capacities reported
for pyrolyzed SU-8 [7]. The micropost structures were tested in
the subsequent experiments. Fig. 8 is the cyclic voltammetry of
post array of Fig. 6, with 10 µm diameter and 170 µm high on
0.5 cm2 footprint area. The electrode was cycled at 1 mV/s
between 0.01 V and 2 V. The graph shows proper
intercalation/deintercalation of lithium. Charge-discharge
behavior of this structure was tested during galvanostatic test at

two different discharge rates. Fig. 9 shows the galvanostatic charge-
discharge measurements at 0.1 mA/cm2 (the first cycle is not shown
here due to its irreversible capacity). The lithium capacity of 0.75
mAh/cm2 was observed at this discharge rate. Fig. 10 is the
galvanostatic charge-discharge at 1 mA/cm2 for the same structure.
At this higher discharge rate a lower capacity of 0.16 mAh/cm2 was
observed. The lower aspect ratio structure of Fig. 7 was also tested
for charge-discharge behavior. Fig. 11 shows the expected
irreversible capacity loss on the first discharge. For the second and
succeeding three cycles, the lithium capacity of 0.55 mAh/cm2 was
observed at discharge rate of 0.1 mA/cm2.

Fig. 8 Cyclic voltammetry scan curves at 1 mV/s
for carbon post array of Fig. 6

Fig. 7 Fabricated sample using DRIE-etched silicon
mold. Nickel posts are 60 µm in diameter and 400 µm
tall, covered with 3.2 µm carbon

Fig. 6 Fabricated sample using anodic-etched silicon
mold. Nickel posts are 10 µm in diameter and 170 µm
tall, covered with 1 µm carbon

Fig. 9 Galvanostatic charge-discharge curves at
0.1 mA/cm2 for carbon post array of Fig. 6

Fig. 10 Galvanostatic charge-discharge curves
at 1 mA/cm2 for carbon post array of Fig. 6
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DISCUSIONS

It was observed that pyrolyzed parylene reversibly
intercalates lithium ion and can be used as the anode material for
rechargeable batteries. Comparing the lithium capacities for the
flat sample and the post structure, high increase of stored energy
was observed for the post structures. This is due to the increase
in the surface area and the large volume of the active carbon
material. The effect of the discharge rate on the lithium capacity
was also tested for the post structures. By increasing the
discharge rate from 0.1 mA/cm2 to 1 mA/cm2, only 1/5 of the
capacity was accessed. This is suspected to be due the
geometrical configuration of the half cell testing setup and not
the ohmic potential losses. During our measurements, the 3D
carbon electrode was placed in the electrolyte in front of a
lithium sheet counter electrode, causing a high electric field
concentration at the tip of the posts and much lower field at the
bottom area of the posts. Due to this effect most of the insertion
of lithium ions takes place at tip area, and lowers the active
volume of the carbon. This effect will be eliminated when a full
battery is made out of this half cell, by conformal deposition of
thin electrolyte and the counter electrode. In this case, the
electric field will be more uniform along the long post and high
energy density lithium battery may be fabricated.
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ABSTRACT

We report here the first use of microscopic Magnetic

Resonance Imaging (micro-MRI) velocimetry to quantify both the

interstitial topology and the pressure-driven flow of water through

an engineered microchannel network made from

polydimethylsiloxane (PDMS) using a standard volume radio-

frequency coil (7.6 cm ID). The multilayered PDMS microchannel

network consists of two identical non-communicating capillary

networks, each featuring 1.9-mm-deep and 0.9-mm-wide staggered

channels forming a 10×8 periodic array. A multi-slice spin-echo

sequence with 117 m×156 m in-plane resolution is employed to

reconstruct the interstitial geometry of the network. The

superiority of phase contrast micro-MRI velocimetry is

demonstrated first in simpler microchannels, and then used to

extract the two-dimensional velocity field in the complex

microchannel network. The micro-MRI velocity measurements

have a spatial resolution of 195 m×254 m and are accurate in

terms of overall mass conservation to within 3% of the imposed

flow rate.

INTRODUCTION

Given the complexity of the underlying physicochemical

phenomena, the fabrication of microfluidic systems [1-3] needs be

coordinated with the in-situ characterization of the function of

their components. The majority of quantitative methods used to

probe flow in microchannels rely on visible light, such as particle

tracking techniques (e.g. micro-PIV [4]), infrared light (e.g. optical

coherence tomography [5], or infrared PIV [6]). Despite the

excellent spatial resolution, the ability to measure fluid velocity in

topologically complex geometries remains limited, since such

methods rely on optical penetration, matching the index of

refraction in the field of view, and the introduction of tracer

particles. Refraction index matching is impossible for non-planar

or multiphase fluidic systems such as those found in

endothelialized microvascular networks [3]. The seeding of

particles in flows where multiple force fields are present, such as

in electrokinetic flows, presents an additional challenge since these

particles tend to become charged and diverge from streamlines,

producing the so-called electrophoretic drift [7]). In addition, the

extraction of the full velocity field in complex microflows via PIV

requires high numerical aperture optics, which limits the depth of

focus [8] and consequently decreases the optical penetration depth.

We propose the use of Magnetic Resonance Imaging (MRI)

to characterize complex microfluidic devices fabricated with

polymeric materials. There have been earlier successful attempts

to measure velocity in single microchannels with MRI [9-10] but

they required specialized radiofrequency (RF) micro-coils,

wrapped around the individual microchannel. The present work

marks the first time that MRI employing standard volume RF

coils, not integrated to the sample, is used to characterize single-

phase flow through complex microchannel networks.

The closest systems to the microchannel network are 3-D

lattices of packed particles with the interstitial space fully

saturated with a liquid. One of the first systematic applications of

MRI to characterize pressure-driven flow through such systems

was reported by Shattuck et al. [11-12]. A number of average flow

velocities comparisons between MRI velocimetry results and

flowmeter measurements have been since reported for packed beds

constructed by packing randomly spherical beads in a tube. Using

pulsed-field-gradient MRI sequences and glass sphere beds,

Deurer et al. [13] reported that MRI overpredicts the average

velocity by 50%, while Ren et al. [14] reported that MRI

overpredicts by 27% for 0.6-mm-spheres. Using phase-encoding

MRI velocimetry, Bijeljic et al. [15] reported 2-D measurements in

Stokes flow across aligned and staggered rows of millimeter-sized

cylinders confined inside a Hele-Shaw cell but only qualitative

statements about the interstitial velocity field were made. Moser

[16] used phase contrast MRI to measure axial interstitial

velocities in a packed bed made by randomly packing 3.175-mm-

diameter spherical acrylic beads. Overall, the computed mass flow

rate in each slice agreed with the flowmeter reading to within 5.3%

-6.4% depending on the flowrate.

Since there are large discrepancies in the literature in terms of

the accuracy of the various MRI velocimetry protocols, the search

for the best protocol is conducted in simple microchannels, before

we turn our attention to the complex microchannel network.

(a) (b)
Figure 1. Comparison of axial velocity profiles obtained from

three micro-MRI velocimetry protocols. (a) Spin-tagging spin-echo

marks flow in the simpler microchannel network; (b) pulsed-

gradient spin-echo (PGSE) and phase contrast spin echo, in six

parallel microchannels, for which an analytical solution is known.

MRI VELOCIMETRY PROTOCOLS

Using stereolithography, a simple microchannel network was

built featuring six parallel channels, each with a rectangular cross-

section of approx. 750 m × 850 m. Water doped with copper
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sulfate (T1/T2 = 0.25/0.22 s) flows in one direction inside three

microchannels, and returns through the other three, cf. Figure 1(a).

The fluid interconnects between the two sets of co-current flow

channels are outside the slice shown in Figure 1(a). An analytical

solution is available for the velocity profile of fully-developed

channel flow [17]. MRI experiments were conducted using a wide-

bore 14.1 Tesla vertical imaging system (Oxford Instruments,

Abingdon, UK) with a gradient set (Resonance Research, Billerica,

MA) capable of up to 90 G/cm in 0.1 ms, resulting in a clear bore

of 46 mm. Three MRI velocimetry protocols are investigated:

phase contrast spin-echo (PC-MRI [18]), pulsed-gradient spin-

echo (PGSE [19]), and spin-tagging spin-echo (STSE [20]). For all

three protocols, we used a field of view (FOV) of 1.6 cm × 2 cm

with uniform in-plane resolution of 100 m, and slice thickness of

1.2 mm.

(a)

Blank

Blank

Patterned
PDMS

(b)

y
x

Velocity fields were acquired flows with Re < 5. (Typically,

Reynolds numbers are based on the channel width.) Figure 1(a)

shows the STSE results (Re = 4), which provides a qualitative

image of the flow. Figure 1(b) compares the velocity profiles

inside the six channels measured using PGSE and PC-MRI (Re =

3.3) to the analytical solution averaged over the depth of the

channels. Our preliminary results [21] indicate that for MRI

velocimetry in microchannels, STSE provides good qualitative

results but lacks in resolution, PGSE produces biased estimates

because the velocity distribution is not symmetrical for the voxels

at low resolution compared to the channel size, while the velocity

measurements via PC-MRI provide the best agreement with the

analytical solution.

Figure 2. Fabrication of the microchannel network: (a) Patterned

central PDMS layer with capillary bed relief on both sides. (b)Flat

layers bonded to form the microchannel network.

MICROCHANNEL NETWORK

Figure 2 describes the fabrication of the test section

consisting of two identical non-communicating capillary networks,

each with two side ports to perform future infusion studies. Each

capillary network features inter-connecting staggered channels

forming a 10×8 periodic array. The PDMS layers were fabricated

using variations of replica molding which involves pouring the

PDMS prepolymer mixture (Sylgard 184, Dow Corning) over a

master and curing it at 75oC for 12 hours. A novel two-sided mold

was used to create the central patterned layer and the two blank

layers were fabricated to a precise thickness using the molding

process proposed by Jo et al. [22]. The two blank PDMS layers are

bonded to the patterned PDMS layer after reactive ion etching

pretreatment and the microchannels are connected via mm-sized

tubes to fluid supply plenums fed by syringe pumps. Ultrasound

waves were used to eliminate air bubbles from the network.

Figure 3. Volumetric rendering of the water-filled spaces in the

microchannel network via spin density MRI protocol. The signal

corresponds to the local water density and therefore delineates the

interstitial space occupied by water. The mean flow is along the y-

axis. The x-axis corresponds to the phase-encoding, and the y-axis

to the read-out directions for MRI.

Figure 3 illustrates the use of micro-MRI to determine the

critical (internal) dimensions of the microfluidic network. MRI

experiments were conducted using a Varian 4.7 Tesla horizontal

imaging spectrometer with Oxford ASG-26 gradients capable of

up to 6.5 G/cm in 0.5 ms. The spatial resolution of the velocity

measurement is 195 m × 254 m. This is the result of a

compromise between imaging time and field of view (5 cm × 6.5

cm), given the RF coil inner diameter (7.6 cm) and maximum

gradient strength available. For comparison, Zhang and Webb [10]

achieved a resolution of 15.6 m × 15.6 m with their 3.2-mm-

long RF coil wrapped around a single microchannel (800 m OD).

MRI VELOCIMETRY

The microchannel network was fully flooded with a aqueous

solution of copper sulfate to lower the relaxation time T1 to 1 s

(instead of 3 s for deionized water), hence allowing for shorter

repetition times (TR) and reducing the overall image acquisition

time. Two sets of micro-MRI phase contrast velocimetry

experiments were performed: the first to illustrate the advantages

of correcting for partial volume effects, and the second to assess

the quality of the velocity measurements by checking mass

conservation along the mean flow direction of the microchannel

network.

A 2-D velocity data set was acquired for a Reynolds number

Re = 1 (volumetric flow rate Q = 54.8 ml/hr, average axial

velocity in the axial channels of the network Uavg = 0.8 mm/s,

with Re based on the single channel hydraulic diameter and Uavg)

with a high spatial resolution: 256 data points are collected in both

read-out and phase-encoding direction for a 5 cm × 6.5 cm FOV

and a 3.25-mm slice thickness. This yields a spatial resolution of

195 m in the phase-encoding direction (x-axis) and 254 m in the

read-out direction (y-axis). The data matrix is then zero-padded to

512 × 512. The bipolar gradients parameters are Gflow = 6.4

G/cm, tflow = 6 ms, resulting in a velocity sensitivity of K = 1.56

s/mm (maximum velocity encoded without inducing phase
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wrapping Vmax=2mm/s). Using TE/TR = 44.7/3000 ms, the total

acquisition time is 12 min 48 s per velocity component (Vx, Vy).

A FORTRAN code was written to obtain a “virtual mask” for the

velocity reconstruction and in order to study the partial volume

effect due to the imaging method. The experimental data

determine the FOV, the resolution and orientation of the

microchannel network, and the code outputs a simulated amplitude

image where each pixel takes a value from 0 to 1 representing the

theoretical water content of the pixel. Since the microchannel

network has an average porosity (or liquid volume fraction) of

approximately 61.5%, we expect to observe a significant effect of

the water/PDMS interface on the signal quality. A close-up of the

velocity vectors is shown using an experimental mask (obtained by

thresholding an experimental amplitude image) in Figure 4(a), and

the same field processed by using our virtual mask are shown in

Figure 4(b). The importance of the virtual mask is manifested

when computing volumetric flow rates because of the

experimental noise and inaccuracies introduced in the

experimental mask caused by binary thresholding.

Figure 4. Close-up of velocity vectors in the microchannel

network obtained for Re = 1, using (left panel) an experimental

mask (obtained by thresholding an experimental amplitude image),

and (right panel) a numerically-obtained ``virtual'' mask.

Given the spatial heterogeneity of the inlet flow, a readily

available validation test of the MRI measurements is to verify that

the amount of fluid circulated through the microchannel network is

equal to that imposed by the syringe pump, i.e. to check the mass

balance throughout the microchannel array. Both microchannel

networks of the phantom are flooded and the two-dimensional

velocity field is measured for Re = 1.5 (Q = 82.2 ml/hr, Uavg =

0.6 mm/s) with a high spatial resolution: 256 data points are

collected in both read-out and phase-encoding direction. The 5 cm

x 6.5 cm FOV is carefully chosen so that both networks are lined

up one on top of the other and an 11-mm-thick slice is used to

capture both networks in a single slice. Again, the data matrix is

zero-padded to 512 × 512. The bipolar gradients parameters are

Gflow = 5 G/cm, tflow = 7 ms, resulting in a velocity sensitivity of

K = 1.61 s/mm (or a maximum velocity encoded without phase

wrapping Vmax = 1.96 mm/s). Using TE/TR = 49/4000 ms, the

total acquisition time is 17 min 4 s per velocity component (Vx,

Vy). A virtual mask was computed based on the MRI amplitude

images and applied to extract the velocity field inside the

combined microchannel networks. The corrected volumetric flow

rate, Qexp, normal to the (axial) y-direction is computed for each y

location, as well as for each repeated cell in the periodic

microchannel arrays in the axial direction. We find that Qexp then

overestimates the volumetric flow rate (Q = 82.2 ml/hr) imposed

by the syringe pump by 1% on average. Some deviations occur in

regions of the microchannel networks where the flow direction

varies from axial (y) to transverse (x) and the cross-sectional area

expands by a factor of three. The volumetric flow rate averaged

over each repeated cell of the microchannel networks is relatively

constant (standard deviation < 3% of Q) indicating that the

velocity measurements are self-consistent in that mass is

conserved from cell to cell in the axial direction.

CONCLUSIONS

We report here the first use of MRI for the quantitative

visualization of flow through arrays of interconnected

microchannels, which are the standard elements in continuous-

flow microfluidic devices [1-3]. This was accomplished by

employing a regular sized volume RF coil, and choosing the phase

contrast spin echo MRI protocol (PC-MRI). A systematic

comparison of PC-MRI with other available MRI velocimetry

techniques revealed the superiority of the former.

The present work supports the view that are several

advantages inherent to the use of micro-MRI velocimetry to probe

microfluidics. The use of a single platform and experimental setup

for the extraction of both topological and velocimetry data is

unique to MRI. It is also evident that flow measurements are

completely non-invasive (no tracer particles or dyes are required),

and that slice selection and penetration into the opaque device by

MRI are unconstrained. This is not limited to PDMS, and it simply

requires that the magnetic susceptibility gradients between the

fluid and the solid material be minimized. MRI-compatible

materials include the whole gamut of materials used in the

fabrication of complex, multilayered, microfluidic networks [1-3].

In contrast to velocimetry techniques using optical microscopy, the

field-of-view afforded by MRI can be arbitrarily oriented in 3-D

space and it can encompass the full device, so no microscope stage

repositioning is necessary during the imaging. Finally, it is worth

mentioning that, by a simple change of imaging protocol, the same

MRI set-up can be used to image quantitatively mass transport

[23] in microfluidic devices or phantoms of biomedical

significance.
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ABSTRACT

The purpose of this study is to design, fabricate and optimize
microfluidic mixers to investigate the kinetics of protein secondary
structure formation with Synchrotron Radiation Circular
Dichroism (SRCD) spectroscopy. The mixers are designed to
rapidly initiate protein folding reaction through the dilution of
denaturant. The devices are fabricated out of fused silica, so that
they are transparent in the UV. We present characterization of
mixing in the fabricated devices, as well as the initial SRCD data
on proteins inside the mixers.

INTRODUCTION

An improved understanding of how proteins fold into their
secondary structure may have a significant impact in the
prevention and treatment of various diseases. Use of microfluidic
mixers with a variety of spectroscopic techniques such as single
molecule [1], and ensemble FRET [2], SAX [3,4], FTIR [5] has
improved the time resolution and greatly reduced sample
consumption over more conventional stopped flow mixing
methods. Circular dichroism (CD) is a spectroscopic technique
commonly used for studies of protein folding that so far has not
been used with microfluidic devices. In CD spectroscopy,
linearly polarized light is incident on an optically active protein.
Linearly polarized light consists of both left and right circularly
polarized light of equal magnitude and phase. An optically active
material preferentially absorbs one of these circularly polarized
components of light. The measured CD signal is this difference in
absorption between left and right circularly polarized light as a
function of wavelength. Protein structures such as alpha helices

and beta sheets can be distinguished in the CD signal. SRCD
allows us to use wavelengths below 220 nm where differences
between the CD spectra of random coil and the various secondary
structure types are most pronounced. Microfluidic mixing allows
a fast initiation of the protein folding reaction. By combining
microfluidic initiation of the folding reaction with observations
using SRCD, we will be able to measure structure formation
during the early events of protein folding (sub ms). Our research
will clarify an intense debate in the protein folding community as
to when, in the process of folding, the secondary structure content
forms.

EXPERIMENTAL DETAILS

We designed, fabricated and characterized mixing in the
microfluidic device prototype. A photograph of a device prototype
is presented in Fig. 1. Since at high concentrations, guanidinium
hydrochloride denaturant (GuHCl) prevents proteins from folding,
one of the most common ways to initiate folding is through rapid
dilution of denaturant with buffer. In our device, protein solution
with high denaturant concentration is injected into one channel and
buffer solution is injected into another channel as shown in Fig. 2.
The solutions meet at a serpentine-shaped region depicted in Fig.
3. The serpentine-shaped region performs mixing in the laminar
flow regime by virtue of diffusion and chaotic advection [6]. Once
the solutions are mixed and the denaturant is diluted, the folding
reaction is initiated. The spectroscopic measurements are
performed in the “observation channel” downstream.

To allow for transparency in the UV range where CD
measurements are performed, the mixers are fabricated out of
fused silica (Corning 7980, 0F grade). The channels are etched to

Figure 1: Photograph of fabricated mixer with sandblasted inlet / exit holes.
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a depth of 14.5 µm using deep reactive ion etching with nearly
vertical sidewalls. Etching is performed with an STS Advanced
Oxide Etcher with a selectivity of approximately 17:1 using an
undoped polysilicon mask. The inlet holes are fabricated by micro-
sand blasting. Sealing of microfluidic mixers is accomplished by
direct fusion wafer bonding to another fused silica substrate. Both
the etched and unetched wafers were first thoroughly cleaned
using piranha solution (sulfuric acid + hydrogen peroxide) and
reverse RCA cleaning procedure. Following the piranha etch,
substrates were cleaned for 10 minutes in 5:1:1 H2O:HCl:H2O2
solution at a temperature of 75o C. The final step is to clean the
substrates for 20 minutes in 5:1:1 H2O:NH4OH:H2O2 solution at a
temperature of 72o C. After drying, the substrates were first pre-
bonded and then fused at 1100C.

RESULTS

Mixing is observed at various flow rates by measuring the
fluorescence intensity of fluorescein dye mixed with buffer. We
mounted the mixer chips on a plastic holder that allows us easy
connection to a syringe pump (Harvard Apparatus Infusion
Syringe Pump 22, Model 55-2222). The fluorescein dye and the
buffer were mixed in the ratio 1:1. To quantify the mixing
process, we defined a mixing metric, M, based on the standard
deviation of the fluorescence intensity as

N

i
avginorm

N
II

M
1

2
,21 .

Value of mixing metric M=0 corresponds to a completely unmixed
state, while M=1 corresponds to a completely mixed state.
Intensity scans were taken at various flow rates to measure M as
shown in Fig. 4A-4D. Our experiments demonstrate that, as
expected, at progressively higher flow rates, Dean and Corner
vortices interact to stretch and fold streamlines, thus enhancing
mixing (Figure 4E).

Figures of merit for the performance of the mixers for
protein folding measurements are: 1) mixing metric M; 2) mixing
time, 3) time resolution & 4) sample consumption. The mixing
time corresponds to the time it takes for the solution to traverse the
serpentine mixing region. The time resolution is determined as the
time the protein solution spends in the beam. That time is
calculated as the ratio of the width of the beam spot (~50µm) and
the average flow velocity in the observation region. A plot of the
mixing metric M, mixing time and time resolution as a function of

the total flow rate is shown in Fig. 5. With the current device
design, the fastest mixing time obtained was 50 µs at a flow rate of
400 µl/min. This indicates that we will be able to observe folding
events that happen at time scales >50 µs.

Initial evaluation of the microfabricated mixers at the
BESSY II synchrotron beam (Berlin, Germany) has determined
that the mixers are suitable for measurements of protein folding
kinetics. The SRCD data presented in Fig. 6 is of the filtered
lysozyme protein solution inside the microfluidic device. The data
shows an acceptable signal-to-noise ratio, which confirms that the
developed etch process results in a smooth enough fused silica
surface that does not interfere with the polarization of the CD
signal.

Figure 2: Schematic of the design of SRCD Mixer.

Figure 3: Scanning electron micrograph of the mixing region.



CONCLUSIONS AND FUTURE DIRECTIONS

We described the design, fabrication and characterization of
the microfluidic devices for measurement of protein folding kinetics
using SRCD. We presented the data demonstrating the feasibility of
the kinetic experiments with our devices.

Further SRCD measurements will be performed to analyze
the kinetics of formation of the protein secondary structure while
performing mixing of the protein + GuHCl solution with buffer.
The current microfluidic mixers will be optimized in order to
achieve low mixing times together with lower sample
consumption. Introducing a microfluidic mixer for synchrotron-
based spectroscopy opens up additional avenues for research in the
biological sciences.

Figure 4: A-D: Fluorescence images of mixing as a function of
flow rate. Intensity scans are performed perpendicular to the
direction of flow, across the entire width of the observation
channel, as indicated by the gray arrow in Fig. 4B. E: Zoom of
the mixing region.

Figure 5: Plot of the mixing metric, mixing time and time
resolution as a function of total flow rate.

Figure 6: SRCD data of filtered lysozyme protein solution inside
microfluidic device. Black curve shows the reference data of lysozyme
in water while the gray curve shows the data taken with the lyzozyme
and 0.6M GuHCl in the mixer. The measurements in the presence of
0.6M GuHCl are limited to about 199 nm because of GuHCl
absorption.
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ABSTRACT

The design, fabrication, and preliminary testing is presented

for a polymer multilayered hybrid micro-nanofluidic chip that

consists of poly(methylmethacrylate) (PMMA) layers containing

microfluidic channels separated in the vertical direction by

polycarbonate (PC) nanocapillary array membranes (NCAMs).

This design architecture enables nanofluidic interconnections to be

placed in the vertical direction between microfluidic channels.

Such an architecture combines microfluidic manipulations

(separation, injection, collection, etc.) with nanofluidic molecular

capabilities (molecular sizing and affinity reactions, channel

isolation, enhanced mixing, etc.) on a single chip. Recent

polymeric microfabrication advances have made this scalable

construct possible: 1) processing thin polymer layers on releasable

and compliant carriers, and 2) the high resolution contact-printing

of a strong thermal adhesive. Bond strength was demonstrated by

pressurizing channels with 90 psi nitrogen without failure.

Devices were characterized in terms of measuring resistivity and

electroosmotic flow (EOF) along the channels at different pH

values. The functionality of the chip is demonstrated by filling a

cross channel with 1 µM green-fluorescent protein (GFP) and

electrokinetically transporting analyte plugs through the NCAM

and down the separation channel while performing laser induced

fluorescence (LIF) analysis. The development of this new type of

hybrid micro-nanofluidic device potentially will allow

unprecedented molecular manipulations for chemical and

biological sensing applications.

INTRODUCTION

Three dimensional (multilayered) microfluidic devices have

been pursued in order to increase the functionality and complexity

of the sequential biochemical manipulations possible within a

device [1-4]. A proposed approach to further increase the

functionality of this class of device is integrating microfluidics

with nanofluidics in a hybrid approach that can exploit the

physical dimensions of the nanoscale through the incorporation of

nanocapillary array membranes (NCAMs) within the device [5].

This approach has been demonstrated in polydimethylsiloxane

(PDMS) based microfluidic devices and has been shown to

facilitate a variety of sample manipulations, including:

nanofluidic gated injection of an analyte and the electrophoretic

separation of that analyte [6], the mixing and reaction an analyte

and a reagent [7], the collection of a specific electrophoretically

separated band [8], and the separation of an analyte based on mass

(or molecular size) [9]. Here, we demonstrate this hybrid

approach within a PMMA microfluidic device in a scalable

construct incorporating multiple NCAMs.

Multilayered polymer microfluidic chips with nanofluidic

interconnects, such as those shown in Fig. 1, were fabricated by

sequentially bonding microfluidic layers separated in the vertical

direction by NCAM layers. An expanded view of a device is

given in Fig. 2 showing the individual layers, their function, and

the bond order. In Fig. 2, layer 2 is first bonded to layer 1, and

then layer 3 is added, and so on, in a top-down fabrication

approach. The routing of the microfluidic channels between the

reservoirs is depicted in Fig. 3 along with a cross-sectional view of

a channel intersection region showing the nanofluidic

interconnects between the crossing microfluidic channels. Both

ends of the chips are symmetric, containing two sets of cross-

channel nanofluidic interconnects for the purpose of injecting and

collecting analyte bands to and from the 28 mm separation channel

in the middle. All optically transparent materials, including the

adhesive, were used, thus allowing both visible and near UV

inspection and interrogation of all the channel layers.

The fabrication process involved two recent advances in

polymeric microfabrication: processing thin (< 40 µm), labile

polymer layers on a compliant carrier that is released after

bonding, and contact-printing a high resolution (< 100 µm) custom

adhesive. Thin microfluidic layers are fragile and by supporting

them on carrier substrates, extensive further processing becomes

possible (metallization, etch, deposition, patterning, etc.). The

compliance of this construct (layer plus carrier) is an important

issue when bonding multi-layered structures. Bonds must

accommodate both local non-uniformities (defects, submicron

debris, etc.), and global non-uniformities (surface warpage,

curvature, etc.), with the later tending to be additive with each

layer. PMMA and PC have moduli 2-3 orders of magnitude

greater than PDMS, and to achieve good bond quality a

combination of adhesive layer compliance, for local non-

uniformities, and layer carrier compliance, for global non-

uniformities, was used. The second fabrication advance

incorporated the contact printing of an adhesive layer using a flat

Figure 1 A multilayer device (eight layers in total) containing

three microfluidic channel layers separated vertically by two

nanocapillary array membranes (NCAMs). The NCAMs within

each device are 10 and 100 nm for the left sample, and 10 and 220

nm for the right sample. Chips are 24 x 40 mm ( ~1.6 mm thick).



disk-shaped PDMS stamp. While elastomeric stamps have been

used to contact print monolayer inks [10], thin metal films [11],

and liquid polymers [12], the use of contact printing in

microelectromechanical system (MEMS) fabrication to pattern

layers as thick as 1 µm, as in the adhesive layer printing of

benzocyclobutene for wafer level bonding [13], is relatively

recent. PDMS is commonly used for contact printing primarily

due to its ability to conform to a surface without trapping bubbles

at the interface [14].

DEVICE FABRICATION

The assembly of the layers into the device in Fig. 1 consisted

of the sequential operations of contact printing adhesive layers,

bonding, and releasing the bonded PMMA layers from their

temporary carriers. The overall fabrication scheme of the

multilayer device is shown in Fig. 2 and consisted of: (a) a semi-

rigid PC reservoir layer on which to build the device; (b)

individually processing each distinct labile polymer layer on a

separate carrier, including if necessary spinning and curing the

polymer layer, patterning, etching, and applying the adhesive; (c)

transferring, aligning, and bonding the labile polymer layer to the

device; (d) releasing the carrier; and (e) repeating with subsequent

layers to form a multilayer chip. First, adhesive was contact

printed onto the top surface of PMMA layer #2 in Fig. 2, which

was then bonded to the PC top piece (layer #1 in Fig. 2) at 130ºC

and 5.2 MPa of applied pressure under vacuum for 10 minutes.

PMMA layer #2 was processed while affixed to a temporary

coverglass carrier (No. 2 thickness), which, after bonding, was

released by submersion in a hot water bath at approximately 50ºC

for 5 min. Layer compliance was achieved using an elastomeric

polymer to press the coverglass to the sample stack with 5.2 MPa

of force at 130°C. The next PMMA layer #3 was bonded to the

device stack in the same way that layer #2 was bonded (i.e. the top

surface of PMMA layer #3 was coated with an adhesive, whereby

it was bonded to the device stack, and its temporary carrier

released using a hot water bath). Bonding NCAM layers required

a slightly different approach since adhesive could not be applied to

the NCAM layer without plugging the nanoscale pores. Thus the

adhesive was applied to each of the layers facing the NCAM layer.

Accordingly, the bottom surface of PMMA layer #3 and the top

surface of the PMMA layer #5 were coated with adhesive. An

NCAM layer #4 was placed between them, aligned and bonded

together. After the bonding process, the coverglass carrier for

PMMA layer #5 was released. The process was repeated for the

second NCAM layer #6 and the PMMA layer #7. The final,

unpatterned PMMA layer #8 was bonded to the device after

coating the bottom of PMMA layer #7. The final step was a 12 hr.

vacuum-oven cure at 130ºC at a temperature and time sufficient to

fully crosslink all the epoxy adhesive layers without allowing

remaining solvents or curing byproducts to coalesce.

The PMMA layers were formed by spincoating PMMA

dissolved in propylene glycol monomethyl ether acetate (PGMEA)

and anisole (all from Sigma Aldrich) onto a coverglass (Fisher

Scientific, 35 x 50 mm, #2 thickness) that acted as the carrier plate

for the PMMA layer. The PMMA on the coverglass was then

cured to 180ºC in an oven for 6 to 24 hours depending on layer

thickness. After curing, the PMMA layer was sputter coated with

a layer of aluminum (~100 nm), and patterned using standard

photolithographic procedures. The development of the positive

photoresist etched the aluminum layer, thereby transfering the

mask pattern to the aluminum layer. The PMMA channels and

vias were then formed by reactive ion etching (RIE) using an

oxygen and argon plasma (Axic RIE – 600 Watts). A straight

side-wall profile created during this etch step was important for

high resolution adhesive transfer. The final step in the preparation

of the PMMA layers was the removal of the aluminum layer with

photoresist developer, which also removed any remaining

photoresist residue.

NCAM layers are commercially available from GE Osmonics

Labstore and can be obtained with nominal pore diameters ranging

from 10 nm to 400 nm. NCAMs are temporarily mounted onto

PDMS disks using methanol, so that they lie flat when being

Figure 3 Relief schematic of an eight layer device showing the

routing scheme for the microfluidic channels relative to each other

and the reservoirs. On the right is a cross-section of the

intersection region where nanofluidic interconnects is formed

between the microfluidic layers via NCAMs.

NCAM

Microfluidic

Channels

Figure 2 Diagram depicting the individual layers of the 8-layer

devices shown in Fig. 1. PMMA and NCAMs range in thickness

from 5 to 40 µm and 6 to 10 µm respectively.

40 mm

24 mm

Layer Description

1 Polycarbonate reservoir

layer with ten 4 mm

diameter reservoirs

2 PMMA via layer which

couple reservoirs to the

microfluidic channels

3 PMMA channel layer

for sample introduction

or collection

4 NCAM

5 PMMA separation

channel layer

6 NCAM

7 PMMA channel layer

for sample introduction

or collection

8 PMMA bottom layer
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aligned and transferred to the device. Figure 4 shows a 47 mm

diameter NCAM layer after bonding showing complete coverage

of the underlying 24 x 40 mm device. The NCAM layer would

then be trimmed and openings the size of the reservoirs made

using RIE and a silicon shadow mask.

ADHESIVE CONTACT PRINTING

The transfer process consisted of spincoating a PDMS

substrate (disk) with adhesive, which was then transferred by

pressing the adhesive onto the desired layer to be bonded. The

epoxy adhesive was a mixture of Dow Corning solid epoxy

novalac-modified resin with curing agent in a 2.5:1 mass ratio, and

various solvents (2-methoxyethanol 15 to 50% by mass range,

anisole 15 to 50% by mass range, and PGMEA 0 to 10% by mass

range, the exact amounts depend upon the adhesive layer thickness

desired). Most often, the solvents were selected to modify the

viscosity of the adhesive in order to achieve a thickness of ~1 m

via spincoating in order to achieve sharp transfer interfaces.

Optical microscope inspection after contact printing was used

to monitor the degree to which the pattern was resolved during the

contact printing procedure. Figure 5 depicts a PDMS substrate

after contact printing to layer #7, and both the PDMS substrate and

the device are utilized for quality control. Ultimate printing

resolution was determined by the smallest dimension that could be

printed consistently without “bridging” and/or seeping of the

adhesive into the channel. Figure 6 shows some examples of

common contact printing errors. If a printed layer had errors, the

PMMA surface could be reprinted with adhesive after removing

the previous layer with methanol. Features smaller than 100 m

can be resolved using an adhesive layer approximately 1 µm thick.

Thinner adhesive layers generally achieve better transfer

resolution, but also tend to be harder to release from the PDMS

substrate and do not accommodate local non-uniformities as well.

(a) (b)

Figure 6 Optical images of microfluidic channels showing contact

printing errors where (a) the adhesive has seeped into the channel,

and (b) the adhesive has “bridged” the microchannel.

Another factor that affected contact printing resolution was

the temperature of the adhesive carrier. PDMS has a greater

affinity to the adhesive layer when it is cold, and the affinity

decreases with increasing temperature. Heating the PDMS carrier

and adhesive to 50ºC for 3 min improved the transfer of adhesive

to the areas in contact with the PMMA surface. The chip and

adhesive carrier could then be cooled to improve the adhesion of

the adhesive that was not in contact with the surface. This heating

and cooling of the adhesive carrier substantially improved the

yield of the process in addition to significantly improving the

contact printing resolution.

DEVICE TESTING

Devices were tested physically, electrically, and functionally.

The physical strength of the bonding process was tested by

threading reservoirs to accommodate pressure hose fittings in a

modified device as shown in Figure 7. Channels were then filled

with a fluorescent solution and both ends pressurized with nitrogen

while inspecting the channels for delamination. Reservoir bottom

rupturing was the primary failure mechanism, generally occurring

above 6 atm (90 psi). Electrical characterization consisted of 1)

measuring microfluidic channel resistivity and 2) determining the

electroosmotic flow (EOF) coefficients along the channels at

different pH values. Linear I-V plots (R2 > 0.995) using 10 mM

phosphate buffer (PB) (pH 7.4) were obtained yielding a mean of

26.7 0.4 M /cm along the longer microfluidic channel ( l = 2.80

cm) and 37.6 0.4 M /cm along the shorter cross-channels ( l =

1.23 cm). Measurements were stable and reproducible over a

Figure 5 A photograph of a PDMS substrate after contact

printing an adhesive layer onto a PMMA microfluidic channel

layer. The adhesive pattern that is left on the PDMS can be

monitor to verify the quality of the transfer process.

Figure 4 Device after first NCAM layer bonded, showing the

complete overlap of the 24 x 40 mm device by the 47 mm

diameter NCAM. The excess NCAM would then be trimmed

before bonding the next layer to the device.

Figure 7 A chip modified to accommodate threaded high-

pressure hose connections used for pressure testing layer bond

strength. The device was vacuum filled with fluorescent solution,

then pressurized with nitrogen, while continuously inspecting the

channel for delamination. Reservoir bottom rupturing was the

primary failure mechanism above 90 psi.
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week. No measurable leakage current was observed through the

chip itself, indicating no discernable fluid leaks between levels.

Electroosmotic flow (EOF) mobilities versus solution pH, given in

Table 1, were measured using the current monitoring method using

5 mM and 10 mM PB solutions at 100 V. These EOF values are

within a factor of two of published EOF values for PMMA

microfluidic channels, which are noted to vary with processing

method [15]. Transport through the nanofluidic interconnects

(across the NCAM membrane) was demonstrated by filling a cross

channel with 1 µM of green-fluorescent protein (GFP) and

electrokinetically transporting analyte plugs (with 600 V pulses 2

seconds in duration) into the middle separation channel. A 488 nm

Ar+ laser was focused on the receiving channel away from the

intersection and a detector was used to produce the laser induced

fluorescence (LIF) graph shown in Figure 8. Plug injections were

confined and reproducible.

Table 1 Electroosmotic coefficients {cm2/V·s} for phosphate buffer

solution versus pH measured using the current monitoring method.

Cross Channel Ave. Separation Channel

pH 8.8 2.7 0.6 x 10-4 2.2 0.3 x 10-4

pH 7.3 2.8 0.5 x 10-4 3.5 0.7 x 10-4

pH 4.4 2.5 0.9 x 10-4 2.2 0.3 x 10-4

CONCLUSIONS

The fabrication and preliminary testing of a hybrid micro-

nanofluidic device using multiple NCAMs and PMMA

microfluidic layers was detailed. This construct produced a high

quality device that has the potential to be scaled beyond the eight

layer devices presented and tested. The interconnection of five

separate microfluidic channels with four nanofluidic interconnects

seeks to increase the functionality and sophistication of the

sequential biochemical manipulations possible within a device.

ACKNOWLEDGEMENTS

This work was partially supported by National Science

Foundation’s The WaterCAMPWS, a Science and Technology

Center of Advanced Materials for the Purification of Water with

Systems under the agreement number CTS-0120978, the Center

for Nano-Chemical-Electrical-Mechanical Manufacturing Systems

under DMI-032-28162, and by Strategic Environmental Research

and Development Program under Army W9132T-05-2-0028.

REFERENCES

[1] T. Thorsen, S. J. Maerki, and S. R. Quake, "Microfluidic

large-scale integration," Science, 298, p. 580-4, 2002.

[2] J. R. Anderson, D. T. Chiu, R. J. Jackman, O. Cherniavskaya,

J. C. McDonald, H. Wu, S. H. Whitesides, and G. M.

Whitesides, "Fabrication of topologically complex three-

dimensional microfluidic systems in PDMS by rapid

prototyping," Analytical Chemistry, 72, p. 3158-3164, 2000.

[3] G. Mensing, T. Pearce, and D. J. Beebe, "An ultrarapid

method of creating 3D channels and microstructures," JALA -

Journal of the Association for Laboratory Automation, 10, p.

24-28, 2005.

[4] B. H. Weigl, R. Bardell, T. Schulte, F. Battrell, and J.

Hayenga, "Design and rapid prototyping of thin-film

laminate-based microfluidic devices," Biomedical

Microdevices, 3, p. 267-74, 2001.

[5] T.-C. Kuo, D. M. Cannon Jr, M. A. Shannon, P. W. Bohn,

and J. V. Sweedler, "Hybrid three-dimensional

nanofluidic/microfluidic devices using molecular gates,"

Sensors and Actuators, A: Physical, 102, p. 223-233, 2003.

[6] D. M. Cannon Jr, T.-C. Kuo, P. W. Bohn, and J. V. Sweedler,

"Nanocapillary array interconnects for gated analyte

injections and electrophoretic separations in multilayer

microfluidic architectures," Analytical Chemistry, 75, p.

2224-2230, 2003.

[7] T.-C. Kuo, H.-K. Kim, D. M. Cannon Jr, M. A. Shannon, J.

V. Sweedler, and P. W. Bohn, "Nanocapillary arrays effect

mixing and reaction in multilayer fluidic structures,"

Angewandte Chemie - International Edition, 43, p. 1862-

1865, 2004.

[8] J. J. Tulock, M. A. Shannon, P. W. Bohn, and J. V. Sweedler,

"Microfluidic separation and gateable fraction collection for

mass-limited samples," Analytical Chemistry, 76, p. 6419-

6425, 2004.

[9] T.-C. Kuo, D. M. Cannon Jr, Y. Chen, J. J. Tulock, M. A.

Shannon, J. V. Sweedler, and P. W. Bohn, "Gateable

nanofluidic interconnects for multilayered microfluidic

separation systems," Analytical Chemistry, 75, p. 1861-1867,

2003.

[10] L. H. Dubois and R. G. Nuzzo, "Synthesis, structure, and

properties of model organic surfaces," Annual Review of

Physical Chemistry, 43, p. 437-463, 1992.

[11] L. Yueh-Lin, R. L. Willett, K. W. Baldwin, and J. A. Rogers,

"Additive, nanoscale patterning of metal films with a stamp

and a surface chemistry mediated transfer process:

applications in plastic electronics," Applied Physics Letters,

81, p. 562-4, 2002.

[12] M. Wang, H. G. Braun, T. Kratzmuller, and E. Meyer,

"Patterning polymers by micro-fluid-contact printing,"

Advanced Materials, 13, p. 1312-1317, 2001.

[13] J. Oberhammer and G. Stemme, "BCB contact printing for

patterned adhesive full-wafer bonded 0-level packages,"

Journal of Microelectromechanical Systems, 14, p. 419-425,

2005.

[14] Y. Xia and G. M. Whitesides, "Soft Lithography," Annual

Review of Physical Chemistry, 28, p. 153-184, 1998.

[15] Z. Chen, Y. Gao, R. Su, C. Li, and J. Lin, "Fabrication and

characterization of poly(methyl methacrylate) microchannels

by in situ polymerization with a novel metal template,"

Electrophoresis, 24, p. 3246-3252, 2003.

Figure 8 Laser-induced fluorescence (LIF) detection of 1 µM

GFP in 10 mM PB injected for 2 s at 600 V from one microfluidic

channel, across a NCAM, and into a second microfluidic channel

containing the PB solution only.

200



NANO SELF-ASSEMBLED ION-SENSITIVE FIELD-EFFECT TRANSISTORS

FOR ACETYLCHOLINE BIOSENSING

Yi Liu, Arthur G. Erdman, and Tianhong Cui
*

Department of Mechanical Engineering, University of Minnesota

Minneapolis, MN 55455, USA

Tel: 612-626-1636 Fax: 612-625-6069 E-mail: tcui@me.umn.edu

ABSTRACT

In this paper, the fabrication and characterization of

acetylcholine biosensors based on nano self-assembled

ion-sensitive field-effect transistors (ISFETs) are demonstrated.

The fabrication is implemented with a very low-cost

layer-by-layer nano self-assembly technique. A self-assembled

polyaniline thin film works as the semiconducting channel

material, while a SiO2 nanoparticle thin film serves as the gate

dielectric material. A typical polyaniline ISFET operates at a

low-voltage range and has a mobility of 1.49 cm2/Vs.

Acetylcholine in a concentration as low as 1 µM could be

detected with this sensor. The results presented herein suggest a

route to inexpensive ion-sensitive field-effect transistors for

biosensing applications.

INTRODUCTION

Acetylcholine (Ach) is a chemical transmitter in both the

peripheral nervous system and central nervous system of many

organisms including humans. Acetylcholine neurotransmission

is considered to play a critical role in human during the

processes such as behavioral activity, arousal, attention, learning,

memory, etc. An abnormally short supply of acetylcholine is

associated with Alzheimer’s disease, which ranks the fourth in

the causes of death among adults. Therefore, the sensing of

acetylcholine concentration is important and of great interest.

Some methods can be used to detect the concentration of

acetylcholine, for example, electrospray ionization mass

spectrometry (EIMS) [1] and biosensors [2]. However, both the

EIMS and the silicon-based biosensors are relatively expensive

because the EIMS is a bulky instrument and the fabrication of

silicon-based biosensors is complicated and costly. Polymers

and nanoparticles are alternatives to silicon for making low-cost

electronic devices and systems. In this report, polymer- and

nanoparticle-based field-effect transistors are fabricated and

characterized for acetylcholine biosensing.

Biosensors are analytical devices incorporating a biological

material with a physical transducer or transducing microsystem.

The transduction mechanism may be optical, electrical, thermal,

piezoelectric, magnetic, etc. One of the most popular biosensors

is based on the ion-sensitive field-effect transistor (ISFET),

which was first introduced by Bergveld in 1972 [3]. The

advantages of ISFET based biosensors include high sensitivity,

real-time, and label-free detection of a wide range of chemical

and biological species. Since ISFET biosensors can be produced

by the integrated circuit production method, they could be

reduced in size and mass-produced. They are not only known as

one of the most important miniaturized biosensors, but also as

devices to bridge the gap between microelectronics and

biotechnology.

Recently, layer-by-layer (LBL) nano self-assembly technique

has attracted much attention since the introduction by G. Decher

et al. [4] The LBL process involves alternating immersion of a

substrate into aqueous solutions of polycations and polyanions.

With each immersion, a polyion layer is deposited and the

surface ionization of the substrate is reversed, allowing a

subsequent layer with opposite charge to be deposited.

Multilayer thin films made of interesting charged materials such

as nanoparticles, conjugated polymers, DNA, and proteins, etc.

can be formed with controlled thickness in nanometer scale.

Using LBL self-assembly, it is very simple and inexpensive to

produce organized films similar to the ones obtained with the

sophisticated and expensive molecular beam epitaxy technology.

The versatility, relative ease of preparation, ultra low cost, and

potential for scale-up have made LbL self-assembly a viable

chemical approach for the fabrication of nanostructure devices.

There are several self-assembly techniques, such as

langmuir-blodgett (LB) films, self-assembly of monolayers

(SAM), and LBL self-assembly. Compared to LB technique and

SAM technique, the LBL films exhibit a much larger thermal

and mechanical stability, and can be prepared up to hundreds of

layers. LBL self-assembly is proving to be a useful and versatile

technique for the formation of multilayered thin films with a

wide range of electrical, optical, and biological properties. It can

find applications including optical diode [5], biosensor [6], etc.

Previously, we have reported the fabrication of LBL

self-assembled nanoparticle thin films as building blocks for a

field-effect transistor [7]. In this paper, the LBL self-assembly

technique is extended to form thin films of polymer,

nanoparticle and enzyme for the fabrication of ISFET based

acetylcholine-sensitive biosensor. Conjugated polymer,

polyaniline (PANI), has been self-assembled as the

semiconductor channel material. Figure 1 shows the schematic

diagram of the acetylcholine-sensitive ISFET. The sensing

principle of the acetylcholine ISFET biosensor is based on the

Solid-State Sensors, Actuators, and Microsystems Workshop
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biocatalyzed hydrolysis of acetylcholine in the presence of

acetylcholine esterase (AchE), as shown in Eq. (1). The

hydrolysis results in acetic acid that changes the PH of the

solution, and can be detected by the ISFET.

32233

232233

HOCOCHOHCHCHN)(CH

OHOCOCHCHCHN)(CH AchE

(1)

Figure 1. The schematic diagram of the Ach-sensitive ISFET

EXPERIMENT

The polyions involved in the fabrication process were positively

charged poly(dimethyldiallyl-ammonium chloride) (PDDA) and

negatively charged poly(styrenesulfonate) (PSS). Polyaniline

doped with sulfuric acid was used as the channel material. SiO2

nanoparticles 40~60 nm in diameter were used as the gate

dielectric material. The acetylcholine esterase from electric eel

and acetylcholine chloride were prepared from de-ionized (DI)

water. All the above materials were purchased from

Sigma-Aldrich Corporation, except that the SiO2 nanoparticle

dispersion was from Nissan Chemical Corporation.

The nano self-assembled ISFETs were built on a standard 4-inch

silicon wafer with a layer of SiO2 300 nm thick. First, two layers

of chrome (100 nm) and gold (200 nm) were deposited on the

wafer with e-beam evaporation, and then patterned by optical

lithography to form the source/drain electrodes. Next,

photoresist was spin-coated on the wafers and patterned to open

windows directly above the channel region. Prior to the

layer-by-layer self-assembly, the wafer were put into the O2

plasma for 30 seconds to clean the photoresist residue inside the

opening window. The wafer were then alternately immersed in

aqueous PDDA and PSS solutions, in a sequence of [PDDA (10

min) + PSS (10 min)]3. These three bi-layers of PDDA/PSS

served as the precursor layers that helped to enhance the

subsequent adsorption of conjugated polymers and nanoparticles.

PDDA and PSS also worked as the sandwich layers between

two neighboring nanoparticle, polymer, or AchE layers,

depending on the charge polarization of the solution. Between

two immersions of the wafer into solutions, there was

intermediate rinsing using DI water for 1 minute to remove the

residue on the previous layer from the surface. Following the

precursor layers, five layers of PANI polymer thin films were

coated on the entire wafer surface in the sequence of [PANI (10

min) + PSS (10 min)]5. Next, the SiO2 nanoparticle dispersion

were coated in the sequence of [PDDA (10 min) + SiO2 (4

min)]6 to produce a gate dielectric thin film. Before

immobilizing AchE on the top surface of SiO2 nanoparticle thin

film, the wafer was soaked in an acetone solution with

ultrasonic agitation to lift off the self-assembled materials not in

the target window. Finally, AchE was immobilized on the top of

the SiO2 film in the sequence of {PDDA (10 min) + [PSS (10

min) +AchE (10 min)]3}. Scanning electron microscopy (SEM)

was used to investigate the self-assembled nanoparticle and

AchE thin films. Figures 2a and 2b show images of

self-assembled SiO2 nanoparticle thin films and AchE enzyme

on the top of channel region.

(2a)

(2b)

Figure 2. The SEM images of (2a) SiO2 nanoparticle thin film,

and (2b) AchE enzyme on the top of channel region.

RESULTS AND DISCUSSIONS

A HP 4156B semiconductor parameter analyzer is used to

characterize the electrical behaviors of the fabricated ISFETs.

Ag/AgCl is used as the reference gate electrode. Figure 3a

shows the output characteristic of a typical PANI ISFET at an

acetylcholine solution with a concentration of 10 mM. This

ISFET behaves like a traditional metal oxide semiconductor

field-effect transistor (MOSFET). At higher positive gate
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voltage, the drain current is higher, which indicates that the LBL

self-assembled PANI ISFET is functional as an n-type transistor.

It is at the “normal-on” state at zero gate voltage, and then

works at depletion mode with a negative bias. Electron polarons

and bipolarons are the main charge carriers in the n-type PANI

semiconductor thin films. This is different from the spin-coated

PANI transistor that work as a p-type transistor [8][9]. These

two different charge carrier mechanisms are due to the

difference between the layer-by-layer self-assembled PANI thin

film and the spin-coated PANI thin film. In the spin-coated

PANI thin film, only the PANI solution was deposited on the

channel region between the source and the drain electrodes.

However, in the layer-by-layer self-assembled PANI, the PANI

was sandwiched into the PSS polyelectrolyte by electrostatic

force. The network of mixed PANI and PSS results in strong

electron-hole asymmetry in PANI thin film. This n-type

asymmetry with respect to polaronic effects, which has been

predicted by J. Libert et al [10], can contribute to the n-type

field-effect characteristics. The n-type field-effect in LBL

self-assembled PANI thin films has also been observed by J.

Paloheimo et al. [11]
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Figure 3. (a) The output characteristic and (b) transfer

characteristic of the PANI ISFET in an acetylcholine solution

with a concentration of 10 mM.

Figure 3b shows the transfer characteristic of the same PANI

ISFET in the acetylcholine solution (10 mM). The extracted

threshold voltage is -1.8 V. The calculated mobility based on the

traditional MOSFET theory is 1.49 cm2/Vs. There are 40

ISFETs fabricated on one wafer. The characterized mobility of

these devices is within the range from 1 to 5 cm2/Vs. It is

noticed that the general polyaniline mobility is within the range

from 10-5 to 10-4 cm2/Vs [11]. Our PANI based ISFET has a

higher mobility, and were investigated carefully.

It is observed that the gate current is higher when the gate

voltage is zero, but reduces rapidly when the gate voltage

negatively increases. This implies that there are hydrogen ions

passing through the gate dielectric layer and participating in the

charge transport at zero or low negative gate bias. Since the

diameter of the hydrogen ion is less than 0.3 nm, it can easily

penetrate the small spaces among the SiO2 nanoparticles. Since

polyions (PDDA and PSS) within the multilayer films are also

conductive in solution, the total charge carriers in the channel

should include hydrogen ions, electron polarons from the

gate-affected PANI semiconductor thin films and the polyions

between the PANI thin films. These carriers greatly increase the

channel’s conductivity as well as the charge transport ability.

Therefore, the calculated mobility should be an “equivalent

mobility” that takes into account all the charge carriers. The

equivalent mobility could be much higher than a similar

transistor in atmosphere ambient. Similar behavior is also

observed by Sandberg, et al. in an all-polymer field-effect

transistor, which has a high mobility (>100 cm2/Vs) in a humid

environment, about 4~5 orders higher than a typical polymer

transistor using poly(3-hexylthiophene) as channel material

[12].

Figure 4 shows the sensitivity of a typical PANI ISFET for

different concentrations of acetylcholine when the gate voltage

is 0 V and the drain voltage is -1 V. At lower concentration of

acetylcholine, the drain current is also smaller. This is because

lower concentration of hydrogen ions can be generated during

the reaction between acetylcholine and acetylcholine esterase

when the concentration of acetylcholine is lower. This has also

demonstrated how the device can be effectively used as a

biosensor. The ISFET could detect a concentration change of

acetylcholine down to 1 µM.
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Figure 4. The sensitivity of the PANI ISFET for sensing

acetylcholine concentration.
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Figure 5 shows the response time of the PANI ISFET with

respect to the open circuit potential change for differrent

concentrations of acetylcholine. The voltage between drain

electrode and the Ag/AgCl reference electrode escalated with an

increased acetylcholine concentration. When the concentration

of acetylcholine was changed from 10 nM to 100 nM, the

change of gate potential was negligible. However, when the

concentration of acetylcholine was 1 µM, the increase of the

gate potential was obvious. Further increases in the

concentration of acetylcholine also greatly increased the gate

potential. Since a change of the gate voltage will affect the

channel conductivity, it is obvious that the ISFET could detect

variations of acetylcholine concentration larger than 1 µM.
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Figure 5. The response time of the PANI ISFET at different

concentration of acetylcholine (A: DI water, B: 10 nM, C: 100

nM, D: 1 µM, E: 10 µM, F: 100 µM, G: 1 mM, H: 10 mM).

CONCLUSIONS

In this paper, polyaniline ISFET based on the low-cost

layer-by-layer nano self-assembly was successfully fabricated

and used for the acetylcholine biosensing. Acetylcholine

concentration down to 1 µM could be detected use the

self-assembled biosensors. The ISFET exhibited high

performance, operating at very low voltages with a high

mobility. The results show promise for a large scale logic circuit

integration of biosensors and biomedical systems. Further work

is ongoing to improve the sensitivity of the ISFET for

acetylcholine sensing such that it could detect acetylcholine

down to 10 nM.
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ABSTRACT

This paper presents the world’s first in-channel parylene dual-

valved microfluidic system for unpowered microflow regulation.

Incorporating a normally-closed and a normally-open passive

check valve in a back-to-back configuration inside a microchannel,

the dual-valved system has successfully regulated the

pressure/flow rate of air or liquid without power consumption or

electronic/magnetic/thermal transduction. By exclusively using

parylene C as the structural material, the fabricated valves have

higher flexibility to shunt flows in comparison with other

conventional thin-film valves. In addition, the parylene-based

devices are completely biocompatible/implantable, and provide an

economical paradigm for fluidic control in integrated lab-on-a-chip

systems. Testing results have successfully demonstrated that the

microflow regulation of the dual-valved system can achieve

mmHg pressure – mL/min flow rates for air and mmHg pressure –

µL/min flow rates for water. This regulation range is suitable for

controlling biological conditions in human healthcare, such as

regulating elevated intraocular pressure (IOP) in glaucoma patients.

INTRODUCTION

Micro-electro-mechanical systems (MEMS) is an enabling

technology to build various microfluidic devices (e.g., channels,

valves, pumps, mixers, etc.) for micro-total-analysis systems

(µTAS) and lab-on-a-chip applications [1][2]. Among such

devices microvalves are the key component to systematically

control microflow for reliable operation. Microvalves are

designed to be active or passive, with passive valves (check valves)

having advantages of simple operation, zero power consumption,

and ease of integration. Based on their actuation mechanism,

micromachined check valves are categorized as normally-open

(Fig. 1(a), fluidic channel is always open unless there is sufficient

backward pressure) [3] or normally-closed (Fig. 1(b), fluidic

channel is blocked until pressure is above cracking pressure) [4][5]

valves. However, both types of check valves are not ideal. For

normally-open valves the cracking pressure to conduct forward

flow is minimal, while there is always a leakage problem when

backflow is applied. For normally-closed valves the backflow

leakage can be reduced, but the cracking pressure turns out to be

so large that reasonable flow rate is not achievable with low

pressure loading. These problems are inevitable using current

MEMS fabrication technologies.

Even though micromachined check valves are not ideal,

different design schemes can be implemented to realize different

fluidic behaviors from those in a single valve. In this work, a

novel dual-valve configuration has been developed to achieve

passive microflow regulation by incorporating a normally-closed

check valve and a normally-open check valve together inside a

microchannel. This configuration inherently regulates pressure

and flow rate of fluids without any power consumption. In

addition to implementing similar design concepts from previous

work [3][4], both the design and fabrication of normally-closed

and normally-open check valves have been modified and improved

so that the in-channel dual-valved system is capable of controlling

flows in the mmHg pressure – µL/min flow rate range, further

controlling biological conditions in human healthcare. For

example, a dual-valved device can be implanted in a glaucoma

patient’s eye to facilitate regulation of his or her elevated IOP.

Such a configuration can also be integrated in lab-on-a-chip

systems for refined flow regulation in life science research.

DESIGN

In order to realize flow regulation, the back-to-back dual-

valved configuration illustrated in Fig. 1(c) was developed. By

placing a normally-closed valve in forward flow operation at the

inlet and placing a normally-open valve in backward flow

operation at the outlet of a microchannel, the overall fluidic

behavior combines the dashed regions of Fig. 1(a) and Fig. 1(b),

resulting in the curve shown in Fig. 1(c). In this configuration, the

normally-closed check valve dominates the fluidic control in terms

of conducting flows through the channel at pressures higher than

the threshold point. The normally-open check valve works in

reverse leakage mode so that it serves as a fluid stopper, in which

flow at pressures higher than the cut-off point is blocked. If the

individual check valves are well-tuned, this passive in-channel

dual-valved microsystem is able to spontaneously regulate

pressure/flow rate in the designated range of forward flows

without active actuation. Additionally, this configuration is leak-

proof to backward flows due to the normally-closed valve at

channel inlet. Because the dual valves are required to be

integrated in-channel for this back-to-back operation, they were

designed to be surface-micromachined for fabrication convenience.

(a) (b)

(c)

Figure 1. Concept of dual-valved microflow regulation.

Combining the single valve behavior shown in the dashed regions

of (a) and (b) in a “back-to-back” configuration results in the

passive pressure/flow rate regulation shown in (c).
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Fig. 2 shows the designs of micro check valves. A free-

standing membrane suspended by tethers acts as the normally-

open check valve, in which forward flow can be easily achieved

while reserve leakage happens in backflow [3]. As for the

normally-closed valve, it needs a pre-stressing force to block the

inlet orifice so forward flow can not pass through without

sufficient pressure loading. Accordingly, a vacuum-collapsed

sealing method [4] is implemented. As a chamber is collapsed by

a pressure difference between the chamber pressure and the

ambient pressure, the diaphragm connected to the chamber is

snapped downward and pressed against the valve seat, resulting in

the dynamic behavior of a normally-closed check valve. To

ensure that the cracking pressure of the normally-closed valve is

well controlled, its mechanical design was verified by iterative

FEMLAB™ (now called COMSOL Multiphysics™) simulations

(Fig. 3) to estimate the valve performance. Depending on the use

of straight-armed or twisted-armed tethers to suspend the

membrane, single check valves can have different structural

rigidities and their fluidic behaviors (flow resistance, cracking

pressure, etc.) are correspondingly altered. Parylene C (poly-para-

xylylene C) was selected as the structural material because of its

mechanical flexibility (Young’s modulus ~ 4 GPa), chemical

inertness, biocompatibility (USP Class VI grade), and

CMOS/MEMS process compatibility. Furthermore, conformal

parylene deposition takes place at room temperature in a vacuum

(~ 22 mTorr), which facilitates the vacuum-collapsed sealing of

the normally-closed check valve.

Figure 2. Cross-section of normally-closed (left) and normally-

open (right) micro check valves. Arrows in normally-closed valve

denote the dragging direction when the chamber is collapsed by

vacuum sealing.

Figure 3. FEMLAB™ simulations to estimate pre-stressing force

of the vacuum-collapsed chamber (top) and resultant threshold

pressure applied to valve membrane (bottom) to shunt fluids. By

coupling these simulations the dynamic behavior of a complete

normally-closed check valve was determined.

FABRICATION

The fabrication process illustrated in Fig. 4 started with

growing a 2 µm wet oxide on a standard silicon wafer. The

backside of wafer was then bulk-etched by KOH, leaving 25 µm

membranes for fluidic coupling ports. Afterwards, a multi-layer

surface-micromachining technology was utilized to build frontside

structures including a series of photoresist and parylene C layers.

The sacrificial photoresist layers were hard-baked at 120 °C for

edge-smoothening and degassing. All parylene C layers were

roughened by oxygen plasma treatment to reduce stiction in the

fabricated devices. Using this process, valve seats, check valves,

and a integrated microchannel were fabricated. After etching

away the backside silicon membrane to open through holes and

stripping photoresist with acetone, an additional frontside parylene

C coating was finally applied to accomplish the vacuum-collapsed

sealing of the normally-closed valve.

Silicon SiO2 Parylene Photoresist

Thermal oxidation
Backside oxide patterning
KOH silicon etching

Frontside oxide removal
1st parylene deposition and patterning (5 µm)

1st sacrificial photoresist coating and patterning
2nd parylene deposition and patterning (2 µm)

2nd sacrificial photoresist coating and patterning
3rd parylene deposition and patterning (2 µm)

3rd sacrificial photoresist coating and patterning
4th parylene deposition and patterning (5 µm)

Silicon membrane etching
Photoresist stripping
5th parylene deposition for vacuum sealing (1.5 µm)

Figure 4. Fabrication process flow.

During fabrication the normally-closed valve was the most

complex component. A three-step partial exposure lithography

was applied to a single sacrificial photoresist layer in order to

construct a three-level base featuring a vacuum-collapsed chamber,

a valve-seat contact, and a etching/sealing channel of a normally-

Vacuum-collapsed sealing Free-standing membrane
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closed valve (Fig. 5). A 7-µm-high chamber was connected to a 2-

µm-high channel in order to realize final photoresist stripping and

1.5-µm-thick parylene vacuum sealing through that channel. A 5

µm photoresist spacer between the valve and the valve seat was

made to control the pre-stressing force and threshold pressure of

the fabricated valve by its height difference to the chamber.

Planarization by spin-coating thick photoresist over the three-level

structure was then needed to create a flat valve membrane for

uniform device performance. Fig. 6 shows the fabricated in-

channel parylene dual valves.

(a)

(b)

Figure 5. Three-level sacrificial photoresist layer coating using

three-step partial exposure lithography: (a) Cross-section

schematic and top-view micrographs of the fabricated structure; (b)

3-D profile scan of (a).

Figure 6. Micrographs of the fabricated in-channel parylene dual

valves (top view). (left) Normally-closed micro check valve. (right)

Normally-open micro check valve. The diaphragm tethers can be

designed as straight arms or twisted arms depending on

performance requirements.

TESTING AND DISCUSSION

Microfabricated in-channel single valves and dual valves

were tested using the fluidic setup illustrated in Fig. 7. A

customized testing jig was used to provide a

macroscale/microscale fluidic interface with diced chips so that

microflows could be introduced to the devices through their

backside fluidic ports. Compressed air or water served as the fluid

source. On the front end of the jig, a pressure regulator and a

pressure gauge were connected to control the injection pressure of

the fluids. The tuning resolution was up to 0.01 psi (~ 0.5 mmHg)

even without using hydrostatic pressure generated by height

difference of liquid column. Flow rate measurement and fluid

collection was done on the back end of the jig. Based on the

different viscosities of the fluids, flow rate measurement was

performed via different methods. Air flow rate was measured with

a flow meter due to its large value (mL/min range), while water

flow rate was measured by recording the marching velocity of the

water column front in the capillary due to its relatively small flow

rates (on the order of µL/min). Using these techniques, the

pressure/flow rate behavior of the devices for the different fluids

could be accurately monitored.

Figure 7. Schematic of fluidic interface setup for device testing.

Pressure/flow rate testing results are shown in Fig. 8 and Fig.

9 using air and water as the working fluids, respectively. The

tested valves were of the twisted-arm tether type in order to have a

more compliant mechanical response. In single valve operation,

the fabricated normally-closed check valve demonstrated a

remarkably low cracking pressure around 0.2 psi (~ 10 mmHg),

which was in good agreement with FEMLAB™ simulations. This

was a result of the fluidic pressure being applied on central area of

the flexible membrane, thus effectively overcoming the pre-

stressing force of the vacuum-collapsed chamber and shunting the

fluids to the channel. Furthermore, there was no backflow leakage

to the normally-closed valve. For the normally-open check valve,

the cracking pressure was not obviously observed and the forward

flow resistance was significantly lower compared to the normally-

closed valve, providing a higher flow rate with the same degree of

pressure loading. In terms of reverse leakage, the backward flow

rate peaked at more than 2 mL/min for air and 2 µL/min for water.

This leak rate started to decrease when the pressure loading was

higher than 0.6 psi and was greatly suppressed with pressure

loading higher than 1 psi, which implies that the valve membrane

was in firm contact with valve seat. The breakdown pressure was

confirmed at more than 25 psi with no obvious leak rate within this

range of pressure operation. Microfluidic pressure/flow rate

regulation was successfully performed in dual valve operation.

Combining the single check valve behaviors, the dual-valved

microsystem was able to regulate pressure in a range of 0-1 psi (~

0-50 mmHg) with measured flow rates of up to 0.7 mL/min for air

and 1.3 µL/min for water. These small flow rates were due to a

large fluidic resistance obtained by the dual check valves with a

microchannel in the test configuration. As expected, no reverse

leakage was observed with pressure loading greater than 25 psi.

50 µm50 µm

20 µm

100 µm

Etching/sealing
channel (2 µm)

Valve-seat
contact (5 µm)

Vacuum-collapsed
chamber (7 µm)
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Figure 8. Device testing with air as the working fluid: (a) Single

normally-closed check valve; (b) Single normally-open check valve;

(c) Dual valve operation for microflow regulation.

CONCLUSION

A parylene-based unpowered dual-valved microflow

regulation system has been successfully developed. By

incorporating a normally-closed and a normally-open check valve

in back-to-back configuration inside a microchannel, fluid

pressure/flow rate can be systematically controlled. Because of

passive operation in check valves, only mechanical elements were

involved and no power consumption/transduction was required. A

multi-layer surface-micromachining technology was used to

construct the integrated dual-valved channels. Fabrication and

characterization of single check valves and dual valves have been

demonstrated. In single valve testing, both normally-closed and

normally-open check valves achieved fluidic behaviors in good

agreement with design and simulation. Excellent pressure/flow

rate regulation was obtained in dual valve testing. Flow rates of

0.7 mL/min for air and 1.3 µL/min for water were obtained within

a 0-50 mmHg pressure range. With this unique microflow

regulation performance, our biocompatible/implantable dual-

valved system can be exploited to conduct life science research

and control biological conditions such as regulating elevated IOP

of glaucoma patients.
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Figure 9. Device testing with water as the working fluid: (a)

Single normally-closed check valve; (b) Single normally-open

check valve; (c) Dual valve operation for microflow regulation.
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ABSTRACT

We demonstrate for the first time surgically implanted
platforms and substrates for attachment of microsystems in
insects without adverse effect to adult lifespan. The technology
demonstrates the insertion of biocompatible balsa-titanium
anchor in the late pupal stage of a moth, Manduca sexta,
resulting in a permanently anchored base in the adult. We also
present results on inserting silicon chips (4mm X 2mm
X0.5mm) in the late pupal stage. The inserted substrates become
permanently incorporated into the resulting adult moth as the
wound is healed and the anchor site reinforced during the
process of metamorphosis. This technology could open a wide
venue to use insects with surgically incorporated MEMS devices
as flying machines, to deploy payloads at a target of interest.

INTRODUCTION

Over the past four decades, tremendous interest has
developed in creating cm-scale autonomous micro aerial
vehicles (MAV) for applications ranging from reconnaissance in
the battlefield to environmental monitoring. Significant
advances made by microfabrication technology have made it
possible to realize mm-scale low-power microsystems capable
of carrying out a wide array of sensing and actuation tasks.
However, the power sources for the flight of a mechanical MAV
have not scaled down well. Hence attempts by aerodynamic and
robotic engineers to create mechanical MAVs have only met
with limited success.

In this paper, we employ nature’s best flyers, insects, to
realize “biobot” MAVs. Insects are autonomous flying machines
and have much better aerodynamic performance than any
existing mechanical flying machine. Insects also exist in diverse
shapes and sizes. Large insects like the hawkmoth, Manduca
sexta, have powerful flight muscles and can be equipped to carry
telemetric payloads weighing up to 1 gram. Insects provide
models for robotics as ”biobots” [1] [2], where an intact
biological system is harnessed using applied artifacts like
MEMS.

Several research groups have successfully glued telemetric
and electronic devices onto insects to track the insect’s
movement and migratory path [3] and attached miniature
“backpacks” for environmental monitoring [4] [5], wireless
communication or biobotic manipulation of behavior [6].
However, attaching backpacks at the adult stage leads to
unreliable connections and displacement of the payload, and
leads to trauma for the insect as it perceives the load as foreign
weight (Table 1). Glued-on telemetric devices are temporary
attachments and have been reported to fall off when the insect is
in confined spaces or when foraging in vegetation. Moreover,
handling a mobile and active adult to attach payloads is difficult
for mass production. And with the typical adult lifespan of 2-3
weeks, delivery to the site of deployment at the correct time is
challenging.

Figure 1. Schematic illustration of the working principle on
surgical insertion of the micro-platform at different stages
during the life cycle of the moth.

With the increasing interest in developing biobots that can
be harnessed as MAVs with MEMS sensors and actuators, we
present a Hybrid Insect with micro cargo platform surgically
implanted at different life stages in Manduca sexta, without
adverse effect to the insects life span or flight capacity. We take
advantage of the metamorphosis process during the growth of
the insects, when they transform from a feeding and foraging
larva to an adult, to successfully implant platforms for
microsystems without traumatizing the adult insects.

THEORY

Insects survive extreme surgery and this has been proved
by parabiosis experiments [7], where anatomical and
physiological union of a thorax with head to an abdomen from
two individual silk moths has been demonstrated. These
experiments were performed on silk moths at the pupal stage of
development. This encouraged us to attempt to permanently
attach a payload to the insect by (a) surgically inserting the
micro-system into the insect for permanent attachment and (b)
using the pupa, a relatively immobile stage of development.
Insects grow by regenerating their outer exoskeleton (cuticle)
with every molt. Hence, it is feasible to incorporate
biocompatible foreign material in a life stage before emergence
as adult, therefore allowing healing of the wound around the
inserted material during the development of the new cuticle that
occurs during the molt. This new tissue interface may ensure
permanent attachment of the insert to the insect. This resource
could eventually be tapped to develop devices that could be
integrated into the insect tissue system like muscles or nerves to
control the insect’s behavior (movement). It is known that
insects respond to pheromones, changes in wavelength of light,
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and to various frequencies of ultrasound by altering their
movement pattern either away or towards the source of stimuli.
Hence one can potentially control the insects’ flight path by
utilizing the intrinsic natural responses to various stimuli like
light, ultrasound and micro-discharge of pheromone from
microsystems attached in addition to the payload.

METHODS

The moths, Manduca sexta, larvae and pupae were
purchased from Carolina Biological Supply Company
(Burlington, NC) and were reared at 260C, 80% relative
humidity and a 12:12h light and dark photoperiod. Upon
emergence, adults were transferred to a larger wire cage for
proper expansion of the wings. We used the 5th instar larva,
pupa and adult stage (Fig 1) of Manduca sexta (moths) to
develop the surgical protocol.
The experiments were aimed at evaluating (a) mortality rates (b)
successful integration of the insert at adult emergence and (c)
longevity of the adult compared to an unaltered control adult
after the surgical procedure was performed at various stages of
the life cycle of the moth. The first experiments involved
insertion of surgical thread into the three stages of development
(last instar larvae, pupal, and adult). The second experiment
involved insertion of biocompatible titanium wire as anchors
into these three life stages. The titanium wire post design was
later modified to support a balsa wood block as the platform
before the wire was inserted into the abdomen of the insect. The
third experiment comprised of silicon chip surgically inserted
into the larva, pupa, and adult on the ventral side of the
abdominal body cavity. SEM photographs were taken to observe
any tissue growth forming an interface between the titanium
wires and the silicon insert, reinforcing the implants.

Table 1: List of advantages and disadvantages of using robotic
MAV and insects as payload carriers.

Advantage Disadvantage

M
A

V
m

an
ua

l
ro

bo
tic

s

1. Manipulation of
flight is possible.
2. Loss of MAV not
due to external natural
stimuli (pheromone,
ultrasound)

1. Expensive to
design and
manufacture
versatile models.
2. Useful load
disappears with
decrease in MAV
size.

S
up

er
fic

ia
l

A
tt

ac
hm

en
t

1. Versatile MAV
models.
2. Can carry a load of
half its muscle weight

1. Lack of control of
flight direction.
2. Unreliable and
prone to dislodge.
3. Light weight
power source not
available.

In
se

ct
as

pa
yl

oa
d

ca
rr

ie
rs

S
ur

gi
ca

l
A

tt
ac

hm
en

t

1. Permanent structure
for attachment of
payload.
2. Versatile MAV
models.
3. Can carry a load of
half its muscle weight.
4. Acclimatization to
the extra load is easier
when load is attached
at a pre-adult stage.

1. Lack of control of
flight direction.
2. Light weight
power source not
available

(a)

(b)

Figure 2. Micro-cargo platform on adult Manduca sexta (a)
photograph showing the balsa- titanium platform surgically
inserted on the abdomen, (b) SEM photograph shows tissue
growth on the titanium wire inside the abdomen resulting in a
stronger and reliable attachment due to tissue support.

Light was the stimuli/ method that was used for the control
of locomotion or direction of flight. A miniature LED-based
optical cue generator (0.7cm X 1.8cm, 0.5g) was designed (Fig
5) to manipulate flight direction. The device was designed to
turn the LED on either the left or right side of the moth to bias
flight either towards or away from the light stimulus. The
experiment was designed to be conducted in a wind tunnel under
red light.

RESULTS AND DISCUSSION

The results for the first set of experiments with silk tethers
inserted in the late pupa showed successful adult emergence and
no significant change in survival rates, mobility or behavior
(Table 2) when compared to controls. The silk inserts in the
larval stage (late 5th instar) showed only partial success: When
the silk thread was inserted just below the surface it was
sometimes shed during the molt to the pupa, whereas deep
insertions sometimes fatally punctured the insect's gut.

In the second set of experiments, titanium wires to be used
as anchors were inserted into the abdominal cavity. Insertion of
wires into the larval stage was not successful as the larvae failed
to molt. However, insertion in the late pupal stage resulted in
successful emergence of the adult with firmly anchored titanium
wire posts (Fig 2 a,b). The healed wound around the wire
anchors showed tissue growth when analyzed under a scanning
electron microscope.

In the third set of experiments, silicon chips (4mm X 4mm)
inserted in ventral abdominal cavity of the late pupal stage
allowed for the successful emergence of the adult (Fig 3) with
the chip firmly embedded in the body cavity. Prying the chip out
of the body cavity caused the removal of a large piece of body
wall, demonstrating the permanent attachment of the insert (Fig
5). Inserts into the pupae caused the formation of a tissue
interface, thereby anchoring the insert firmly inside the body
cavity. Initial test with the LED device mounted on the moth
showed no direct response to light stimuli. These tests were not
done in a wind tunnel.

The technology demonstrated here opens up the possibility
to integrate either MEMS sensors and actuators (or rigid
platforms to attach the Microsystems) in the various life stages
in an insect’s lifecycle. The cm3 scale microsystems are a near
perfect fit to the cm-dimensions of flying insects such as moths
and butterflies. This method of implanting not only creates a
venue to use the different life stages of an insect, it also results
in healing of the insect around the insert forming a permanent
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(b)

(a)

(c)

Figure 3. Silicon chip inserted into (a) late pupal stage resulting
in (b) emergence of adult with the silicon insert and (c) a SEM
photograph of the silicon in the adult body.

Figure 4. Integration of the silicon chip within the abdominal
cavity is demonstrated by the tissue loss while prying the insert
out of the body cavity of the adult. This is due to tissue growth
around the silicon chip.

LED

Figure 5. Circuit board with a miniature LED based device to
regulate direction of flight in the adult moth.

Table 2. Survival rates of Manduca sexta with inserts at all the
developmental life stages (larvae, pupae and adult).

Survived life
stages with the

insert.
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Li
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ta

ge
(in

se
rt)

N
um

be
ro

f
re
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at
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La
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P
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.

Larvae 20 0 0 0 0
Pupae 10 NA 8 8 80Silk thread

(CS insert) Adult 5 NA NA 5 100
Larvae 20 19 18 18 90
Pupae 10 NA 10 9 90Silk thread

(LS insert) Adult 5 NA NA 5 100
Larvae 10 0 0 0 0
Pupae 30 NA 30 30 100Titanium

Wire Adult 15 NA NA 14 93.33
Larvae 5 0 0 0 0
Pupae 8 NA 7 7 87.5Silicon

chip Adult 5 NA NA 3 60
Total = 153

structure yielding a more reliable bio-microsystem interface
between the insect and the inserts. Once the platforms are
integrated into the physiological system of the insect body at a
stage earlier than the adult, the foreign load can be perceived as
the insect’s own body weight on emergence. This could result in
higher payload carrying capacity of the insect. Moreover, the
possibility of integrating the payload at the (relatively) immobile
pupal life stage of an insect, whose emergence time into the
adult stage can be manipulated (lengthened) with temperature
and/or other environmental stimuli, opens the possibility of mass
producing hybrid insect biobots and on time deployment of the
insect at the target site, respectively.

Additionally, the tissue growth around the microsystems in
the insect body could eventually present a bio-electromechanical
interface that could be used to control locomotion by stimulating
nerves and/or muscles to bias insect behavior like flight.
Locomotion could also be controlled by manipulating the
sensory organs to external stimulus like ultrasound, pheromones,
and light wavelength and patterns. These external stimuli, if
generated from a MEMS sized actuator, can be positioned on/in
the insect. This might override the insect’s instinctive behavior
and result in more accurate control of its locomotion towards the
target.
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ABSTRACT

This work reports wireless ceramic chemical sensors

operating in high temperature environments. The sensors utilize a

passive wireless resonant telemetry scheme to eliminate the need

for onboard power and exposed interconnects. An inductor-

capacitor (LC) resonator circuit forms the basis for the wireless

platform. The sensor inductor is fabricated from electroplated

nickel and the capacitor portion of the circuit is fabricated using

mixed-oxide ceramic dielectrics. These dielectrics are found to

exhibit variations in electrical properties with exposure to differing

concentrations of CO2 and NOx. Dual sensing schemes are

presented that utilize the two observed electrical responses in these

materials; conductivity changes for CO2 detection and permittivity

changes for NOx detection. CO2 sensors have been fabricated that

are able to function up to 675ºC. NOx sensors capable of operating

at up to 600ºC, while detecting NO concentrations below 5ppm,

are also presented.

INTRODUCTION

Developing sensors for operation in high temperature

environments, such as those found in internal combustion and

turbine engines, presents a number of materials related challenges.

Previous work, utilizing multilayer ceramic laminated technology

from the ceramic packaging industry, has successfully

demonstrated devices fabricated from low-temperature co-fireable

ceramic (LTCC). In particular, a wireless pressure sensor

operating at temperatures up to 450°C [1,2] was demonstrated.

Temperature limitations of these LTCC devices are due to the

glass frit component of the material. While the frit allows for a

lower curing temperature, it also introduces a material with a more

rapidly increasing conductivity than the pure ceramic. Later work

has replaced the LTCC with high purity Al2O3 to eliminate the frit

component and extend the temperature range of the devices.

Wireless sensing platforms have been developed that have

demonstrated wireless temperature measurement above 1000°C

[3]. In this work, the high purity alumina sensing platform has

been adapted to quantitatively measure chemical concentrations of

CO2 and NO.

Typically, a potentiometric approach using solid electrolytes

is used for high temperature chemical sensing. However, this

approach is difficult to adapt to a passive sensing scheme. Work

by Ishihara [4-6] has shown that certain mixed-oxide compositions

demonstrate electrical response to various gases at high

temperature. In particular, a number of BaTiO3 based mixed-

oxides exhibit electrical response to CO2 exposure and ZnO based

mixed-oxides to NO exposure. Two specific dielectric

compositions have been identified that exhibit electrical responses

that are readily employed in a passive sensing approach. An

equalmolar mixture of BaTiO3-La2O3 has been found to vary in

conductivity with exposure to CO2. Similarly, a mixture (1:1 mole

ratio) of ZnO-WO3 has been found to vary in permittivity with

exposure to NO. By incorporating these chemically sensitive

dielectrics into the capacitor structure of the LC circuit, a chemical

sensor can be constructed.

CHEMICAL SENSOR DESIGN

The equivalent electrical circuit model of the chemical

sensor, with a coupled measurement antenna, is illustrated in

Figure 1. La, Ls, and Lm refer to the antenna inductance, sensor coil

inductance, and the mutual inductance, respectively. Rs is the

series resistance of the inductive sensor coil and Rp is the parallel

resistance, due to leakage, across the sensor capacitor, Cs. The

input impedance, Za, of the antenna can be modeled from this

circuit using Equations 1, 2, 3, and 4 (derivation of these equations

can be found in prior publications [1]). The results from these

equations show that both Cs and Rp influence the measured antenna

impedance, Za. This allows two approaches to sensor design;

sensors based on changing material conductivity, and sensors

based on changing material permittivity.

Figure 1. Equivalent circuit of wireless sensor and measurement

antenna.
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Previous high temperature wireless pressure and temperature

sensors have used a parallel plate configuration for the capacitor

structure. In these chemical sensors it is necessary to maximize the

exposed surface area of the dielectric material. The approach taken

here is to replace the parallel plate electrodes with an interdigitated

electrode structure. After the electrodes are deposited, the
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chemically sensitive dielectric is added. This significantly

simplifies fabrication and enables the deposition of the dielectric

as a final step. Figure 2 shows details of the sensor layout.

Figure 2. Diagram of wireless sensing platform.

The concern in this case, with a capacitor structure utilizing

interdigitated electrodes, is that the underlying and unresponsive

dielectric of the sensor body will contribute significantly to the

overall capacitance of the LC circuit, thereby lowering the

sensitivity. However, due in part to the high dielectric constant of

the chemically-sensitive material, modeling shows that the induced

electrical energy is concentrated in the chemically sensitive

dielectric layer (Figure 3). As a result, changes in this layer

dominate the response of the sensor.

Figure 3. Modeling results indicate electric field lines are

localized in chemically- sensitive material.

CHEMICAL SENSOR FABRICATION

The fabrication process for the chemical sensors is divided

into two parts. First, the wireless sensing platform is formed by

electroplating the inductor and capacitor electrode structure.

Second, the chemically responsive mixed-oxide dielectric is

prepared and deposited using stencil printing.

A. Ni electroplated inductive coil and interdigitated capacitor
electrode structures

A metal seed layer consisting of 30 nm of Ti and 400 nm Cu

is DC sputtered on 50.8 mm x 50.8 mm x 0.66 mm high-purity

alumina (99.6%) thin-film substrates obtained from Coors

Ceramics Company (Superstrate 996). These substrates have a

non-polished (as-fired) surface finish. Next, a 30 micron layer of

thick photoresist (Futurrex NR9-8000) is deposited. This layer is

photo-lithographically patterned to form molds for electroplating

the inductor and capacitor electrode structures. 10 microns of Ni

is next electroplated using a nickel sulfamate bath at a current

density of 5 mA·cm-2. The deposition rate was measured to be

0.32 um·min-1 (Figure 4a). After electroplating, the photoresist

and seed layer are removed (Figure 4b). Two interconnect vias are

drilled through the alumina substrate using a Nd:YLF laser (Figure

4c). A platinum ink (Dupont 9141) electrical trace is screen printed

on the back side of the substrate to complete the LC circuit (Figure

4d). The ink is dried at 100°C for one hour to drive off solvents.

Afterwards the ink is heated to 1000°C in an air atmosphere at a

ramp rate of 10°C·min-1 and held for 30 minutes to cure before

cooling to room temperature at a rate of 10°C·min-1.

B. Mixed-oxide dielectric material

The preparation of the chemically sensitive dielectric material

is identical for both mixed oxide compositions (BaTiO3-La2O3 for

CO2 detection and ZnO-WO3 for NOx detection) and uses

traditional powder processing techniques. Commercially available

powders of high purity, fine grained BaTiO3 and La2O3 or ZnO

and WO3 are combined to form a 1:1 mole ratio. The powder

batch is ball milled with water in a 250mL Nalgene bottle for 24-

48 hours at 60 rpm. Alumina cylinders, 12.7 mm diameter x 12.7

mm length, are used as grinding media. This milling process

serves to break up any powder conglomerates, mix the

components, and reduce the overall grain size of the material. The

resulting mixture is highly uniform in particle size and

composition. After milling, the liquid slurry is poured into a 20

mm x 150 mm Pyrex® Petri dish. The slurry is baked at 90ºC for 6

hours to completely remove the water. Once dry, the powder is

used to create a screen-printable ink. The mixed-oxide is combined

with glycerin and mixed using a mortar and pestle. A weight ratio

Figure 4. Process flow for sensor fabrication.
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of glycerin to powder of approximately 0.1:1 produces ink with an

acceptable consistency and viscosity for screen or stencil printing.

The dielectric ink is then stencil printed, using a 10mm x

14mm stencil opening, on to the surface of the interdigitated

capacitor electrodes (Figure 4e). The entire sensor is then heated at

a rate of 3°C°·min-1 to 700°C and held for a duration of five hours

before cooling to room temperature at 10°C·min-1. This process

serves two functions. First, it removes the glycerin used in the ink

formation (290°C decomposition temperature). Second, the five

hour dwell calcines the mixed oxide mixture. An insignificant

amount of sintering occurs during the calcining and the resulting

mixture remains porous upon cooling to room temperature.

Previous x-ray diffraction work with this material indicates that it

remains a simple mixture of the beginning mixed-oxide powders

after the calcining process. Figure 5 shows an image of a

fabricated sensor. The outside dimensions of the sensor are 25 mm

x 40 mm.

Figure 5. Fabricated sensor with electroplated nickel inductive

coil. NO sensitive dielectric stencil printed over capacitor

electrodes.

CHEMICAL SENSOR TESTING

Measurements for the chemical sensors are conducted using a

Lindberg box furnace (Model BF51848) that has a maximum

temperature of 1100°C. The furnace is fitted with a feed-through

to pass a loop antenna inside the heated chamber. The antenna is

constructed from a 50 cm length of 1 mm diameter Nickel-

Chromium wire sheathed in a protective alumina multi-bore tube

(AluSik–99 ZA or equivalent). The sensor is placed within the

plane of the antenna loop and the impedance, Z, of the antenna is

measured as a function of frequency using an HP4194A

impedance analyzer. The furnace is ramped to each measurement

temperature point and allowed to equilibrate for 30 minutes before

data is taken. A K-type thermocouple located directly adjacent the

sensor serves to monitor localized temperature and confirm

accuracy. In order to control the atmosphere within the furnace, a

1 mm I.D. stainless tube is inserted through the furnace floor. This

tube is connected to the output of two MKS Instruments mass flow

controllers used to mix the incoming gas. The controllers supply a

constant flow of dry air at a rate of 163 smL·min-1. This flow is

sufficient to create a positive pressure within the furnace and allow

control of atmospheric conditions within the test chamber. Varying

concentrations of the test gases are metered into the constant flow

to alter the chamber atmosphere.

A. CO2 wireless sensor – variable conductivity dielectric

The sensor is placed in the test chamber, heated to 675°C at

5°C·min-1, and allowed to stabilize for 6 hours. Once stabilized,

baseline measurements are taken. Various concentrations of CO2

are next fed into the chamber. Each concentration of CO2 is

exposed to the sensor for a period of five minutes prior to

measurement. Between CO2 exposures, the chamber is purged with

dry air for 30 minutes. Figure 6 shows the response of the sensor

to varying CO2 concentrations. BaTiO3-La2O3 has been shown to

have a reduced conductivity when exposed to CO2 [3]. As a result,

equation 1 predicts a lowering of the impedance phase angle

measured at the antenna. This is observed experimentally as shown

in Figures 6 and 7. The response is also dependent on

concentration enabling the quantitative measurement of CO2.
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Figure 6. CO2 sensor (BaTiO3-La2O3) at 675°C demonstrates

variation in magnitude of impedance phase angle with exposure to

CO2.
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Figure 7. Sensor response dependence on to gas concentration

enabling quantitative measurements of CO2.

B. NO wireless sensor – variable permittivity dielectric

The NO sensor was tested over two concentration ranges

(above and below 40 ppm NO). For high NO concentrations the

sensor is placed in the test chamber and heated to 400°C at

5°C·min-1 and allowed to stabilize for 6 hours. Once stabilized,

baseline measurements are taken and the sensor is exposed to NO

concentrations ranging from 40-1400 ppm. The atmosphere is

controlled by combining dry air with a 10,000 ppm certified

concentration (±2%) of NO in a nitrogen carrier gas. As with the

CO2 sensors, the chamber is purged with dry air for 30 minutes

between measurements. The sensor is exposed to each

concentration of NO for a period of five minutes prior to

measurement. The ZnO-WO3 mixed oxide dielectric exhibits a

change in permittivity as opposed to the change in conductivity
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observed in BaTiO3-La2O3. As a result, shifts in the resonant

frequency of the sensor are expected. Figure 8 shows the response

of the sensor for NO concentrations greater than 40 ppm. Above

approximately 500 ppm, this response plateaus and is thought to

be the result of saturation. However, for applications involving the

monitoring of exhaust gases, NO concentrations in the tens of ppm

and below are of most interest.

0

100

200

300

400

500

0 300 600 900 1200 1500

NO concentration, ppm

R
es

o
n

a
n

t
F

re
q

u
en

cy
S

h
if

t,
k

H
z

Figure 8. NO sensor (ZnO-WO3) exhibits saturation effects above

500ppm at 400°C.

Testing of the sensor with lower NO concentrations follows a

similar procedure as outlined above for the higher concentrations.

To obtain accurate atmospheric concentrations below 40 ppm NO,

a dry air flow was combined with a certified NO concentration of

1000 ppm (±2%) in a nitrogen carrier gas. In these tests the test

chamber is heated to 600°C in order to explore the temperature

limitation of the sensing material. The sample is heated to the

target temperature at the same 5°C·min-1 and allowed to stabilize

for 6 hours. Once stabilized, baseline measurements are taken.

Figure 9 shows the response of the sensor to NO concentrations

below 40 ppm. The sensor exhibits a measurable shift in resonant

frequency even below the 5 ppm level where the average response

is 30 kHz·ppm-1. Response of the sensor is proportional to NO

concentration and demonstrates quantitative passive wireless

measurement of NO below 5 ppm at 600°C.
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Figure 9. NO sensor exhibits measurable shifts in resonant

frequency in response to concentrations below 40ppm at 600°C.

ZnO-WO3 characterization by Ishihara [5] has previously

shown permittivity reductions exceeding 50% for NO exposure in

similar ranges. However, this characterization was preformed at a

significantly lower frequency (50 kHz) than the typical 40-60

MHz operating regime of these sensors. Observed permittivity

reduction in ZnO-WO3, based on resonant frequency shift, is

approximately 3% (at 35 ppm). It is believed that the notable

difference between the previously characterized bulk material and

the ‘as-fabricated’ material is due, at least in part, to this difference

in operating frequency.

CONCLUSIONS

Two passive wireless chemical sensors have been presented.

A CO2 sensor based on the conductivity changes in BaTiO3-La2O3

has been demonstrated to quantitatively measure CO2

concentrations at 675°C. An NO sensor based on permittivity

changes in ZnO-WO3 has successfully measured NO

concentrations below 5ppm at 600°C. The wireless sensing

platform developed for these sensors can be readily adapted to

sense a variety of other gases and even other phenomena by

incorporating a dielectric that produces an electrical response to

the property of interest.
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ABSTRACT

Arrays of coupled radio-frequency (RF) nanomechanical

resonators were fabricated using ultra-thin SOI wafers, e-beam

lithography and a combination of a dry and wet etch. Wide-scale

propagation of the collective modes of the elastic excitations

through the arrays has been demonstrated experimentally by

utilizing an optical setup with a laser-driven thermoelastic

excitation and an interferometry-based detection of the mechanical

motion. We show the acoustic band formation in our arrays and

provide an estimate of the density of states as well as the

localization length of the extended modes. We envision

applications in sensing and RF signal processing that would

employ arrays of coupled resonators operated as delay lines, which

motivates our ongoing study of the propagation of the elastic

waves through the resonator arrays. The presence of a third,

independently positioned laser beam in our setup allows us to

simulate the loading of the array, by introducing a heat-induced

stress, and thus detuning the resonators at chosen locations. We

present experimental data regarding group velocity, phase shift

relations, dispersion, and a brief discussion of practical

implementations of devices based on such arrays.

INTRODUCTION

The collective behavior of coupled nanoelectromechanical

resonators can be seen as a tool for breaking scaling laws that limit

the performance of microminiaturized high frequency devices

[1,2,3,4]. By expanding the number of high frequency, high

quality factor resonators that are coupled into arrays, one can

create a new media - an artificial crystal with extended acoustic

bands formed by splitting and overlapping of the mechanical

resonances of the individual devices. Direct control over the

geometry of the resonators and coupling strength provides the

ability to engineer the frequency response of the arrays (including

some nonlinearities). Numerous wave-based phenomena from

crystalline solids, microwaves, and optics can be simulated in

realm of the elastic waves in nanoresonator array (NRA). For

example, the presence of the bandgaps in the acoustic spectra of

NRA opens an opportunity to operate with acoustic excitations in

terms of defect-induced impurity levels, borrowing the ideology

from doped semiconductors and photonic crystals. Controlled

dispersion and nonlinear effects may allow the acoustic waves to

exhibit solitons, intrinsic localized modes (ILM), waves scattering,

etc.

For sensing applications (i.e. added mass sensing, vapor

sensing, etc.) the resonator array can be considered as an ultimate

flexural plate wave (FPW) device [5]. For a NRA the extra

sensitivity to mass-loading is gained by decreasing the mass of the

resonators, increasing the frequency of operation, and lowering

phase velocity (i.e. shrinking the wavelength) of the elastic waves

that are used to probe the loading. The NRA features well-

controlled acoustic bands in the radio frequency range that can be

used to design a variety of novel RF devices dedicated for

frequency domain signal processing. Broadband filters, traveling

wave amplifiers, dispersion-based spectrum analyzer, etc. can be

designed to operate with broadband excitations implemented as

elastic waves propagating through the array.

In this paper we present results of the fabrication and

experimental study of 2D arrays of coupled plate-type

nanomechanical resonators (Fig. 1). Each resonator is comprised

of a silicon square plate supported by a square SiO2 pillar at the

center. Coupling between neighbors is provided by narrow beams

connecting the centers of the square sides (Fig. 1).

Figure 1. SEM image showing part of the paddle resonator

array. The dimensions of the silicon square paddles are 2x2 m,

thickness 45nm. The SiO2 pillar supporting the center of the

paddle has a cross section 0.54x0.54 m and is 150nm tall. The

connecting bars are 2 m long and 200nm wide. Inset shows the

results of finite element analysis for the density of states in the

10x10 paddle array. DOS was calculated by direct counting of the

number of modes (deduced from FEM modal analysis) per

frequency interval.

We use modal analysis based on numerical simulations that

employ finite elements methods (FEM) to predict the response of

our arrays. Shell-type elements were used to model the resonators

as plates, free on outside and clamped on the pillars’ edges. Direct

counting of the number of the normal modes of the array per

frequency interval provides us with the density of states (DOS) for

our “artificial crystals”. The inset of Fig. 1 demonstrates the DOS

for a 10x10 array of the plate resonators shown in the SEM image.

The DOS plot shows the presence of two distinct acoustic bands

(45-50 MHz and 65-95MHz) separated by a pronounced bandap.

Inspection of the mode shapes of the array and cross-referencing
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with the modes of a single paddle resonator indicate that the low

frequency band of the array’s DOS is being populated by the

“bridge-type” modes produced by the motion of the connecting

arms, while the upper band is filled with a variety of modes

stemming from the square plate itself. Experimental observation of

the predicted band structure in our microfabricated resonator

arrays, estimation of the localization range for the collective

modes, and evaluation of the disorder effects were the initial

research goals. We present our recent results and discuss the

broader topic related to propagation of the broadband elastic

excitation through the resonator arrays.

FABRICATION

Commercially available SOI wafers with the silicon layer

thickness 45nm and buffered oxide (BOx) 150nm were used in the

fabrication. Direct e-beam writing in 50nm-thick hydrogen

silsesquioxance resist (HSQ, Dow Corning) spun over SOI wafer

was used to create a mask for subsequent dry etch through the Si

layer. We utilized a cryogenic plasma etch (T=100 K) in a SF6 and

O2 gas mix (SF6 serves as a source of fluorine radicals for the

etching and oxygen provides passivation of the sidewalls) [6].

This process, implemented in an inductively coupled plasma (ICP)

chamber, is known to provide very high selectivity towards the

etching of Si with respect to a SiO2 mask. Ion-induced damage is

also minimized in the ICP process. This prevents additional ion

implantation, and thus does not adversely affect the internal

friction for these resonators. A subsequent wet etch in

concentrated HF (48%) is timed to partially undercut the BOx

layer, releasing the periphery of the Si square plates, while leaving

a SiO2 supporting pillar at the center of the resonator.

EXPERIMENTAL DETAILS

Optical transduction was used to study the vibratory response

of the array. A long working distance glass corrected objective

lens was used to focus three laser beams each into micron-sized

spots on the NRA located in a vacuum chamber (P~10-8 Torr). The

optical path of one of the lasers (blue, wavelength 412nm) was

fixed and its focused spot was positioned within the NRA using a

microstep stage moving the entire vacuum chamber. The other two

laser beams (red HeNe 633nm and green YaG 512nm) were

equipped with steering mirrors, which allowed us to position their

spots independently within 60x60 m2 image area provided by

CCD camera (Fig. 2). A point-type thermoelastic excitation was

provided by modulating the intensity of the blue diode laser (412

nm) focused on a single paddle resonator within the array. The

amplitude of the laser power modulation delivered to the sample

was adjusted to ~50 microWatts. The time-variable local heating

induced by the focused laser beam in our structures generated a

modulated stress due to thermal expansion and thus provided the

driving force. The resulting motion of the suspended structures

was detected interferometrically, by focusing another laser (red

CW HeNe, 633 nm) at a different point in the array and measuring

the modulation of the reflectivity [7]. This modulation originates

in the motion-induced variation of the gap in a Fabry-Perot

interferometer created by the resonator plate (acting as a

semitransparent mirror) and the underlying substrate.

Independent positioning of the blue (drive) and red (detect)

lasers provides the flexibility that is necessary to detect

propagation of the elastic waves through the array “from point A

to point B”. However, the response at “point B” is a result of the

interference of numerous elastic waves taking different paths

through the array. In order to study the propagation pattern we

have introduced a third laser (green YAG, 512nm) in our setup.

This laser delivers up to 2mW of CW power to a chosen resonator

“C” located somewhere in between “A” and “B” and causes

significant detuning of that resonator ”C” due to heat-induced

stress. The presence of the green laser upgrades our NRA to a

“three-port” device allowing us to introduce well-controlled local

perturbations into the dynamics of the array.

Figure 2. Schematic diagram of the experimental setup. RF

modulated blue diode laser (412nm wavelength) was used to excite

the NRA. The red laser (HeNe 633nm) provides interferometric

detection of the mechanical motion. An independently positioned

green laser was employed to introduce local perturbations in the

array.

RESULTS AND DISCUSSION

Fig. 3 shows the frequency response of a 20x20 NRA with

2 m-long connecting arms. Instead of a few distinct peaks

corresponding to normal modes of a single resonator, the system

exhibits hundreds of peaks arranged in two wide-spread bands: the

low-frequency band (45-55MHz) and upper band (70-105MHz).

The positions of the bands are in very good agreement with the

results of the numerical calculations shown in Fig. 1. The direct

counting of the number of peaks in the lower band (Fig. 3)

provides an estimation of 12 MHz-1 for the DOS. This number is

almost an order of magnitude lower than the value expected from

FEM analysis. We attribute this discrepancy to the fact that only a

limited number of resonators surrounding the driving point is

participating in the collective modes. We suggest that the

propagation of the elastic waves over the array is limited by the

Anderson’s localization [8] and is determined by “disorder,” i.e.

mistune of the resonators forming our “artificial crystal” [9]. Inset

in Fig. 4 shows the spatial decay of the band-averaged elastic

energy (calculated by integrating the square of the amplitude of

the motion over the frequency band). By moving the detecting red
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laser away from the driving point we observe that the amplitude of

the motion is nearly vanished at a distance of 5 unit cells. We

conclude that the array has an effective size of approximately

10x10 which leads to a theoretical prediction of the DOS that is in

good agreement with the experimental value.

Figure 3. Frequency response of 20x20 paddle array with 2 m-

long connecting arm. Data acquired by driving a paddle at the

center of the array and detecting the vibrations at the next paddle.

Lines 1-5 in Fig. 4 show unwrapped phase-frequency dependences

acquired for separations from 1 to 5 unit cells between the driving

and detecting beams. The slope d /d of these curves provides an

estimate for a group delay for the elastic waves propagating

through the array. Given the separation distance, the group

velocity vgr~3 m/s can be calculated. This number is few orders of

magnitude slower than typical value for group velocity used in

FPW devices.

Figure 4. Phase delay for the low-frequency band of 20x20

paddle array with 2 m-long connecting arm. Numbers 1-5 next to

curves correspond to separation (in unit cells) between driving

and detecting beams. Inset shows spatial decay of the acoustic

energy averaged over the low band (squares) and upper band

(circles).

In order to demonstrate control over the band diagram of our

array we increase the coupling between paddle resonators by

reducing the length of the connecting arms down to 1 m without

modifying the size of the paddles or the width of the undercut (Fig.

5). This modification shifts the lower band in Fig. 3 up in

frequency and makes it merge with the upper band, eliminating the

bandgap. Numerical simulations based on a model of an ideal

10x10 paddle array (no disorder) confirm the presence of a single

band comprised of a few merging sub-bands that originate from

different modes of vibrations (inset in Fig. 5). After introducing

disorder, implemented in our model as random mistune of the

resonators, (df/f~3% according to experimental data) the FEM

calculations predict much more “homogenized” DOS within the

band, due to the spread and interpenetration of different sub-bands

and the creation of somewhat exotic collective modes that exhibit

different types of normal modes at different nodes of the array.

Figure 5. Resonator array with stronger coupling (i.e. 1 m

connecting arms). Part of the frame is shown. The inset shows the

results of FEM simulations for the density of states of 10x10

array.

Figure 6 shows the vibrational spectrum of a 40x40 NRA

with 1 m arms. The single band is observed in accordance with

FEM calculations. Peak counting provides an estimated 12 MHz-1

for the density of states and the phase slope corresponds to the

group velocity vgr~4 m/s. By stepping the red laser and measuring

the amplitudes of vibrations at different separations from the

driving point we demonstrate that at least a 20x20 area of our

40x40 paddle array is participating in the collective modes.

Figure 6. Part of the vibration spectrum for the 40x40 paddle

array with 1 m-long connecting arm. Data acquired by driving a

paddle at the center of the array and detecting the vibrations

24 m (8 unit cells) away. The inset shows the full band of the

array.

The effective size of the 40x40 array is large enough to start

pursuing the major questions of interest: the pattern of the energy

flow through the array and the contribution of a particular

resonator to the extended modes of the array. In order to evaluate

the involvement of a single resonator in the collective modes of

vibrations we focus our third, green laser (512nm, 2mW CW

power) on that chosen resonator. The resulting local heat-induced

stress is sufficient to provide frequency shifts for the fundamental
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modes an isolated resonator far in excess of their half-widths.

When the affected resonator is a part of the array, the entire band

can be modified. To highlight such alterations of the array’s

response we modulate the intensity of the green laser at a very low

frequency (mechanical chopper with fmod ~10Hz is utilized in our

setup) while acquiring the vibrational spectrum with our usual blue

laser drive and red laser pickup. The resulting “telegraphic noise”

due to bouncing between the non-perturbed spectrum and the one

modified by the green laser is illustrated in Fig. 7.

The fact that the influence of the green laser can be detected

at a remote location, and is well-pronounced over a wide spectral

range, confirms the extended nature of elastic excitations in our

arrays. In sensing applications, for example, a similar local

perturbation can be caused by a modified mass loading due to

absorption of some analyte to one of the resonators. For RF signal

processing the NRA can be considered as a multiport device where

each port (i.e. node of the array) can control delay and dispersion

in a wide frequency range or can also be used to alter the flow

pattern of the signal through the array.

Figure 7. Vibration spectrum of the 40x40 array (1 m

connecting arms) modulated by the chopped green laser. Blue

laser (drive) is positioned at the center (origin), red laser (pickup)

is shifted 5unit cells North and the coordinates for the green laser

spot are 2 North, 2 West. The inset is a Nyquist plot of this data.

Practical implementations of the NRA-based devices may

include a thermal actuator fabricated as resistive heater (similar to

one described in [10]) located on the frame of the array. An optical

setup with micro-packaged VCSEL lasers and integrated photo

detectors could be used for the pick-up. One can also envision a

magnetomotive detection sytem with the conducting wire running

over series of resonators. Other transduction methods based on

ferroelectricity, piezoresistivity, etc. can be considered but would

probably be limited to the cases when the detection is implemented

on a resonator next to the frame. External perturbations for the

three-port devices could be introduced either thermally or by

applying mechanical stress (with low frequency electrostatic

comb-type actuators for example).

CONCLUSIONS

The presence of extended modes of vibrations in

microfabricated 2D arrays of coupled nanomechanical plate-type

RF resonators has been demonstrated. The vibrational spectra of

the array exhibit wide acoustic bands separated by bandgaps that

can be tuned by tailoring the geometry of the array. We show that

the number of the resonators involved in the collective modes in

our arrays can exceed 400 (20x20 effective size) and give an

estimate of 12 MHz-1 for the density of states. By operating the

array as a delay line an estimate has been obtained of group

velocity Vgr~4m/s for the elastic excitations propagating through

the array. We demonstrate that a local perturbation introduced at a

given point in the array can cause alterations to the response of the

array that are extended both in space and frequency. We anticipate

that nano-resonator arrays may ultimately have a range of

applications in sensing and RF signal processing.

ACKNOWLEDGMENTS

The authors gratefully acknowledge Dr. J. Vignola and Dr. D.

M. Photiadis for helpful discussions. The authors would also like

to thank the member of technical staff of the Institute for

Nanoscience at NRL, D. R. King for assistance. This work was

supported by the Office of Naval Research and Cornell Center for

Material Research (CCMR, NSF IDMR-0079992).

REFERENCES

[1] U. Demirci, M. A. Abdelmoneum, and C. T.-C. Nguyen,

“Mechanically corner-coupled square microresonator array for

reduced series motional resistance,” Dig. of Tech. Papers, the 12th

Int. Conf. on Solid-State Sensors & Actuators (Transducers’03),

Boston, MA, June 2003, pp. 955-958.

[2] S. Lee and C. T.-C. Nguyen “Mechanically-coupled micro-

mechanical arrays for improved phase noise” Proceedings, IEEE

Int. Ultrasonics, Ferroelectrics, and Frequency Control 50th Anniv.

Joint Conf., Montreal, Canada, August 2004, pp. 280-286.

[3] S. A. Bhave, Di Gao, R. Maboudian and R. T. Howe “Fully

–Differential Poly_SiC Lame-Mode Resonator and Checkerboard

filter” 18th IRRR International Conference on Micro Electro

Mechanical Systems (MEMS 2005), Miami, Florida, January

2005, pp. 223.

[4] E. Buks and M. Roukes “Electrically Tunable Collective

Response in a Coupled Micromechanical Array” JMEMS Vol. 11

pp. 802 (2002).

[5] D.S. Ballantine, R.M. White, S.J. Martib, A.J. Ricco, E.T.

Zellers, G.C. Frye, H. Wohltjen “Acoustic Wave Sensors Theory,

Design and Physico-Chemical Applications” Academic Press (San

Diego, London, Boston, New York, Sydney, Tokyo, Toronto)

1997, pp. 111-145.

[6] R. Dussart, M. Boufnichel, G. Marcos, P. Lefaucheux, A.

Basillais, R. Benoit, T. Tillocher, X. Mellhaoui, H. Estrade-

Szwarckopf and P. Ranson “Passivation mechanisms in cryogenic

SF6/O2 etching process” J. Micromech. Microeng. 14 pp, 190-196

(2004), http://www.oxfordplasma.de/process/si_needl.htm

[7] D.W. Carr and H.G. Craighead “Fabrication of

Nanoelectromechanical Systems in Single Crystal Silicon using

SOI Substrates and Electron Beam Lithography” J. Vac. Sci.

Technol. B 15, 2760 (1997).

[8] P.W. Anderson “Absence of Diffusion in Certain Random

Lattices” Phys. Rev. 109, 1494 (1958), R. L. Weaver “Anderson

Localization in the time domain: Numerical Studies of waves in

two-dimensional disordered media” Phys. Rev. B 49, 5881 (1994),

A. MacKinnon, B. Kramer “The Scaling Theory of Electrons in

Disordered Solids: Additional Numerical Results” Z. Phys. B –

Condensed Matter 53, 1 (1983).

[9] M. Zalalutdinov, J. Baldwin, M. Marcus, R. Reichenbach, J.

Parpia and B. Houston “2-Dimensional Array of Coupled

Nanomechanical Resonators” submitted to Appl. Phys. Lett.

[10] M. Zalalutdinov, K.L. Aubin, R.B. Reichenbach, A.T.

Zehnder, B.H. Houston, J.M. Parpia, and H.G. Craighead “Shell-

type micromechanical actuator and resonator” Appl. Phys. Lett.

83, pp. 3815 (2003).

219



A 2-AXIS QUASI-PASSIVE PLATFORM FOR NANOSCALE PHOTONIC ASSEMBLY

Biao Li, Marco Pietrusky, Andre Sharon

Fraunhofer USA Center for Manufacturing Innovation
15 St. Mary’s St., Brookline, MA 02446, USA

ABSTRACT

As the need for communication bandwidth continues to

increase and devices move from multi-mode to single-mode

technology, optical alignment requirements are becoming more

stringent, approaching the nanometer level. We previously

reported a 1-axis quasi-passive platform with nanoscale alignment

tolerance [1]. This paper presents our research on a 2-axis

positioning platform capable of four degrees-of-freedom in-plane

motion. Particularly, a modified design has been adapted for rapid

device production. In addition, a focused ion beam (FIB) technique

has been utilized for in-situ stress element trimming and nanoscale

motion characterization. Furthermore, an automated program has

been implemented for light coupling experiment. Finally, the

reliability of the 2-axis platforms has been evaluated.

INTRODUCTION

Currently, active alignment remains as the only viable means

for low-loss optical coupling with the required alignment tolerance

(<100 nm) [2]. The problems associated with this costly process

are well known to those in photonic packaging including complex

fiber handling and post-alignment shift. Silicon optical bench

(SiOB) technology emerged as a means to passively align and

integrate optical components on an optical breadboard [3].

However, progress in the development of SiOB technology has

been slow due to the difficulties in aligning the optical path to

nanometer-scale tolerance often required. Using purely passive

locating features, one can position components on a micro-optical

bench to desired locations relative to one another within a

tolerance of at best 1 µm. This is an order of magnitude worse than

what is needed for efficiency coupling between devices and/or

fibers.

Inspired by resistor trimming in microelectronics, we

developed a quasi-passive integration technique capable of

nanometer-scale positioning tolerances. The concept capitalizes on

inherent residual tensile stresses in MEMs thin films, and

comprises a platform suspended by stressed flexure elements on

either side. These thin film flexures, made of highly stressed

materials such as silicon nitride, can support in-plane tensile

stresses up to ~1 GPa. By selectively trimming stress elements, the

equilibrium position of the platform can be biased to one side or

another, enabling high resolution relative motion between the

suspended platform and the base. The movement of the platform

can be directed toward the light path using techniques of active

alignment but without necessitating any micro-handling of the

components or fibers, and without necessitating subsequent

immobilization. The scale of this adjustment is well suited to the

alignment task, yielding nanometer-scale resolution with sufficient

range for typical applications.

As a proof of concept, we previously reported a 1-axis quasi-

passive platform capable of sub-micron alignment optimization

[1]. This paper presents our research on a 2-axis positioning

platform with emphasis on stress element design, nanoscale

motion characterization, laser trimming automation, and

robustness enhancement.

FINITE ELEMENT MODELING

Figure 1 shows the finite element modeling (FEM) of the

platform displacement in response to trimming the stress elements.

The 2-axis platform enables four in-plane degrees-of-freedom

two in translation, and two in angular rotation. Translation can be

achieved by cutting pairs of stress elements symmetrically; while

angular motion can be achieved by asymmetrically trimming the

stress element. The effect of cutting a stress element on one side of

the platform is identical to that of pulling the corresponding one on

the other side. FEM also indicates that more stress elements

facilitate higher resolution motion; while fewer stress elements

facilitate larger displacement. Nanometer-scale platform

movement is reachable with a large number of short stress

elements.

EXPERIMENTAL DETAILS

I. Rapid production of 2-axis platform. We have

manufactured 2-axis devices using standard microfabrication

technology. The process started with polished [100] orientation

silicon (Si) wafers. Prior to low-pressure chemical vapor

deposition (LPCVD), standard wafer cleaning was applied. A 200

nm thick stoichiometric Si3N4 thin film was grown from 30 sccm

dichlorosilane (DCS) and 90 sccm ammonia at 825 oC under a

pressure of 300 mTorr. This resulted in an inherent tensile stress of

approximately 1 GPa in the film. The platform and stress element

Figure 1: Finite element simulation of the nanoscale platform

motion in response to trimming the stress element. (a) Initial

position; (b) downward motion; (c) upward motion; (d) rightward

motion; and (e) leftward motion.

(a) (b)

(c) (d)

(e)
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patterns were formed after selectively reactive ion etching the

frontside Si3N4 film. Consequently, etching windows were created

after selectively etching backside Si3N4 film. Finally, the patterned

wafers were put into a potassium hydroxide (KOH) bath to release

the Si3N4 from the surrounding Si structure.

To activate the stressed-element, all Si underneath the Si3N4

film must be completely removed. It is found that the release of

Si3N4 always took a great deal of time for a straight configuration

where all stress elements were oriented along the (100) direction

of the Si wafer (Figures 3&4). As such, the free-suspended

structures were often destroyed during the long-term aggressive

etching process. On the other hand, a tilted configuration where

stress elements were misoriented from the (100) orientation of Si

wafers would be subjected to severe undercut etching. We

exploited this characteristic for rapid production of a 2-axis

platform. Figure 5 illustrates a micro-machined 2-axis platform.

The tilted stress elements were completely released due to quick

undercut etching.

II. Focused ion beam trimming and characterization. A

focused ion beam (FIB) technique [4] was utilized for in-situ stress

element trimming and nanoscale motion characterization. The

experiment was conducted in an FEI FIB 200 system. As shown in

Figure 6a, the 2-axis platform was first epoxy glued on a polished

Si piece before transported into vacuum chamber. The Si piece

provided not only a conductive substrate for effective charge

neutralization but also a clear background for nanoscale imaging.

A focused ion beam ejected from a liquid Gallium (Ga) ion source,

with a spot size of less than 10 nm, is scanned across the sample

with 30 kV kinetic energy. At a beam current of 70 pA and with a

magnification of 2000, individual stress element could be

selectively etched within one minute. Figure 6b shows a FIB

trimmed stress element.

To evaluate the platform motion with respect to stress

element trimming, we created several trenches on the underlying

Si piece using FIB milling. Prior to FIB processing, patterning

geometry of 10 m × 1 m × 1 m was defined at the location of

10 m away from the platform edge. Using a beam current of 70

pA and a magnification of 6500, trenches were generated on Si.

Figure 6c illustrates a FIB milled trench that is close to the upper

midpoint of the platform. Images were recorded using secondary

electron contrast with a magnification of 6500 (corresponding to a

pixel spacing of 11 nm).

Figure 6d illustrates the platform movement after

symmetrically cutting four stress elements on the upper side. With

more stress elements pulling below the platform, the FEM

predicted a net movement of 195 nm downwards. To determine the

true position shift of the platform after trimming the stress

elements, we attempted to align the trench at different images to

the same horizontal level (guideline 1). The positions of platform

were then identified by guidelines 2 and 3. The FEI 200 system

Figure 2: Process flow.

(a) LPCVD growth of

stoichiometric Si3N4 film;

(b) frontside and

backside Si3N4

patterning; (c) structure

release after KOH

etching.

(a)

(c)

(b)

Figure 3: Schematic

drawing of the undercut

etching for tilted and

straight stress elements.

(a) After patterning Si3N4;

(b) during KOH etching;

and (c) after KOH

etching.

(111)

Unreleased

Released

Straight(100) Tilted

(a) (b)

(c)

Released stress elements

Figure 5: Optical photograph of a micro-machined 2-axis

platform with completely released stress elements.

Figure 4: The undercut

etching of the stress

elements after etching for

(a) 35 min, (b) 55 min and

(c) 70 min in KOH.

Straight

Tilted

(a) (b)

Unreleased

(c)

Released
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provides the ability of fine-tuning the magnification (±1×). Thus,

imaging distortion during different scans is neglected. Using a 10

m scale bar as a reference, the distance between guidelines 2 and

3 was measured as -206 nm. Since the measurement error for each

guideline is one pixel size, ±11 nm, the total error of the

measurement is ±33 nm. This indicated that the platform behaved

as modeled, resulting in a net movement of approximately 206 nm

(±33 nm) downwards.

Figure 7 exhibits the platform motion as the result of

removing the stress elements at the upper- and lower-side of the

platform, respectively. The dots-dashed-lines represent the

experimental data derived from FIB measurement, while the solid

lines refer to the FEM results. The measured displacement agrees

well with the finite element modeling, validating this as a

predictable device for nanoscale motion management. In addition,

the translation is almost linear and reversible with respect to the

number of cut stress elements. With 39 stress elements on the

lower side, trimming one stress element on the upper side of the

platform generates approximately 38 nm downward motion. The

upward motion is realized by cutting the stress elements on the

lower side of the platform. The average upward motion step, 42

nm, is slightly larger than the downward motion step because only

25 stress elements exists on the opposite side.

III. Automated fiber coupling experiment. We tested the

two-axis device in a real functional application, namely the

alignment of two single-mode optical fibers to one-another. In our

prior work [1], a scanning laser system was employed for

characterizing the 1-axis platform, in which SU-8 grooves were

patterned for single-mode fiber attachment. Since a ~4 m thick

ProTEK protection layer was necessary to maintain SU-8 intact

during KOH etching, the subsequent removal of this layer would

always break the stress elements. In the current approach, we

utilized two x-y-z- stages to manipulate two single-mode fibers

attaching respectively to the suspended platform and the stationary

base of the 2-axis device. After pre-alignment, the fibers were

epoxy glued for light coupling characterization (Figure 8a).

We developed an automated program for laser trimming. As

shown in Figure-8, the computer interface allows the selection of

any stress element. A visual-basic program translates the code into

ScanWare for the actual firing of laser pulse. This enables rapid,

flexible, and straightforward command of platform position. In our

experiment, the fibers were placed in parallel to the y-axis stress

elements. Selective laser trimming of the stress elements enabled

2-axis nanoscale motion between the two fibers.

FIB2-axis
platform

Si piece (a)

(b)

(c) (d)
Trench

Platform

1

2

3

Figure 6: Nanoscale motion characterization. (a) A 2-axis

platform is placed on a polished Si piece for FIB trimming and

imaging; (b) A stress element is FIB cut; (c) A maker is FIB

machined on the underneath Si piece. (d) Downward platform

motion after FIB trimming four stress elements.

Figure 7: Platform motion with respect to trimming stress

elements. The measured data (error bar: 33nm) agrees

well with the finite element simulation results.

Figure 8: (a) Fiber coupling experiment. The opposite end of

a single-mode fiber attached to a laser diode is mounted on

the suspended platform, while the opposing end of a fiber

attached to a power meter is mounted on the stationary base

of the substrate. Selective laser trimming of the stress elements

enables nanoscale motion between the two fibers. (b)

Interface of laser trimming system.

(b)

2-axis
device

Coupling
fibers

(a)

y
x
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Figure 9 displays an alignment process resulting from

selectively trimming the 2-axis stress elements using programmed

laser pulsing. The experiment was performed by cutting the stress

elements in x-axis and y-axis, respectively, which led to lateral

and axial positioning of the aligned fiber. The resulting light

passing from one fiber to the other was then measured. The

relative position steps were not actually measured, but determined

from finite element simulation. Obviously, the alignment of the

two fibers can be optimized for maximum coupling. In addition,

the coupling efficiency is more sensitive to the shift of lateral

position (x-axis) than axial position (y-axis).

IV. Reliability evaluation of the 2-axis platform. Finally,

we performed finite element modeling to evaluate the reliability of

the 2-axis platform based on Telcordia standards. To analyze if the

device was robust enough against external unexpected shocks, we

derived von Mises equivalent stresses with ANSYS modeling, and

then solved for the acceleration level necessary to reach a given

level of fracture strength (~7 GPa for SiNx [5]) for various stress

element length and number. It is seen from Figure 10a that long

stress elements require large shock levels to achieve the fracture

stress. From Figure 11a it is also clear that a large number of stress

elements require a high level of shock to achieve the fracture

stress. The simulation predicts that the 2-axis platform is able to

survive under a 3000 g shock.

The thermal stability of the 2-axis platform was also

analyzed. Shown in Figure 10b and Figure 11b is the displacement

of the platform center at two typical temperature extremes for

thermal cycling, -40 °C and +80 °C, respectively. The temperature

variation modifies the positioning characteristics only

approximately a few nanometers. The remarkable thermal stability

of the 2-axis platform is attributed to the tensile constraint from the

2-axis stress elements.

We further calculated the resonant frequency of the 2-axis

platform with different configurations. As shown in Figure 10c and

Figure 11c, the resonant frequency raises with the increasing

number and the decreasing length of stress elements. The overall

frequency is more than 10 KHz. This is far above typical vibration

frequency ranges (20 Hz to 2000 Hz). All this validates the

potential of the 2-axis platform for nanoscale photonic packaging.
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ABSTRACT

This paper reports the process development, interface circuit
design and device characterization of a monolithically integrated
3-axis capacitive accelerometer with a single proof mass. An
improved DRIE post-CMOS MEMS process has been developed,
which provides robust single-crystal silicon structures in all three
axes and greatly reduces undercut of comb fingers in dry release.
A low-noise, low-power, dual–chopper amplifier is designed for
each axis, which consumes only 1 mW power. With a 40dB on-
chip amplification, the measured sensitivities of the lateral- and z-
axis accelerometers are 560 mV/g and 320 mV/g, respectively,
which can be decreased by simply decreasing the amplitude of the
modulation signal. The over-all noise floors of the lateral- and z-

axis are 12 g/ Hz and 110 g/ Hz, respectively when tested
around 200 Hz.

INTRODUCTION

Assembling single-axis accelerometers for 3-dimensional
acceleration sensing drastically increases the packaging size and
cost. Thus monolithic 3-axis accelerometers have drawn interests
from both industry and universities [1-7]. Analog Devices, Inc.
(ADI), Bosch, Freescale and ST Microelectronics have all
launched their 3-axis accelerometers [1-4]. These commercially
available 3-axis accelerometers are all based on thin-film
microstructures and majority of them use hybrid packages, whose
performances are normally limited by the structure thickness,
residual stress and parasitics. The noise floors of most of these

devices are on the order of a few hundreds g/ Hz. Some bulk
micromachined 3-axis accelerometers were demonstrated with
higher resolutions [6, 7], but the micro-g resolutions were
achieved at an expense of large device sizes. Furthermore, the wet
etch based fabrication processes used in these bulk
accelerometers require double-side alignment [6] and/or wafer
bonding [7], resulting in high fabrication cost.

In order to achieve high resolution, small size and low cost
simultaneously, a single-crystal silicon (SCS) based CMOS-
MEMS 3-axis accelerometer with a single proof mass was
developed [8]. But it has two drawbacks. First, although most of
the sensing structure is made of single-crystal-silicon (SCS), the
z-axis sensing employs Al/SiO2 thin-film spring beams, which has
poor temperature performance. Second, the silicon undercut for
electrical isolation of substrate silicon also undercuts the silicon
underneath comb fingers, which increases the comb-finger gap
and in turn reduces the sensitivity and resolution. Recently, a new
sensor design and fabrication process were proposed by Qu et al
[9] to overcome the drawbacks in [8]. Better temperature
performance was achieved by employing a torsional SCS-based
z-axis spring; and the comb-finger undercut problem was much
alleviated by performing the electrical isolation formation and the
sensing structures etching separately.

However, there are still two significant issues in [9]. First,
the overheating during the dry release step severely undercuts the
sensing comb fingers and springs, increasing the comb-finger

gaps and even causing device failure. Second, the circuit noise still
dominates the overall noise of the device.

In this paper, a further modified CMOS-MEMS process and a
new amplifier design are used to resolve these two issues. The
detailed characterization of fabricated 3-axis accelerometers is
presented.

3-AXIS ACCELEROMETER AND CIRCUIT DESIGN

The 3-axis CMOS-MEMS accelerometer reported in this paper
features a single proof mass for triple axes sensing, in which an
imbalanced torsional z-axis sensing element is embedded in the
lateral proof mass, as shown schematically in the 3-D model in
Fig. 1. The lateral proof mass, along which the rotor comb-fingers
are attached, is anchored to the substrate through two pairs of
symmetric crab-leg SCS springs. The symmetric springs are flexible
in both x- and y-axis, allowing the dual-axis in-plane sensing by two
separate groups of orthogonally-oriented SCS comb-fingers. The
differential capacitive sensing in z-axis is achieved by using the
sidewall capacitance formed by the multiple metal layers in the thin-
film portion of comb fingers [10]. The TSMC 4-metal 0.35 m
CMOS technology is used for CMOS fabrication through MOSIS.
Three metal layers are used to form the z-sensing capacitors. By
dividing the z-axis sensing capacitors into four groups and swapping
the connections of the capacitors in upper and lower metal layers,
fully differential sensing and offset cancellation can be realized [9].
Note that SCS is incorporated in both the torsional z-axis springs
and sensing fingers for robust structures. The SCS in the z-axis
sensing comb-fingers is purely for the purpose of mechanical
support. In contrast, the SCS in the lateral-axes comb-fingers is used
as both mechanical support and capacitor electrodes.

A SEM micrograph of a fabricated 3-axis accelerometer is
shown with insets in Fig. 2, where the dimensions of the lateral and
z-axis sensing elements are also given. The thickness of all the
structures is 35 m and the gap for all the comb-fingers is 2.1 m.
The length of the lateral- and z- axis sensing comb-fingers are 85 m
and 55 m, respectively, both having the same width of 4.8 m. The
length and width of z-axis torsional mechanical springs are 400 m
and 4 m, respectively. The crag-leg springs for lateral axes have the
same length and width of 320 m and 5 m in both directions.

z-axis proof mass

Si

substrate

z-axis springLateral proof mass Lateral springs

x

y

z

Figure 1. Schematic 3-D model of the 3-axis accelerometer.

Electrical isolation structures are not shown.
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With the above design parameters, the calculated sensitivity
of the lateral axes and z-axis are 4.5 mV/g and 2.3 mV/g,
respectively with a 1.5 V modulation.

A two-stage dual-chopper amplifier (DCA) is integrated
with the 3-axis accelerometer for each axis as the continuous-time
readout circuit. A total gain of 40dB is designed. Fig. 3 shows the
DCA architecture which employs two modulation clocks (1 MHz
and 20 kHz respectively) to achieve low noise and low power
consumption simultaneously [11].

FABRICATION PROCESS

The post-CMOS microfabrication reported in [9] improves the
device performance by reducing the undercut on comb fingers and
mechanical springs. This is accomplished by performing the
electrical isolation etch and the final release of comb fingers and
mechanical springs separately. Top metal layer (M4) is only used to
pattern the electrical isolation structures. After the electrical
isolation trenches are formed, as shown in the insets of Fig. 2, M4 is
removed by wet or plasma aluminum etch to expose the patterns of
other structures of the accelerometer.

Some negative effects caused by the two-step etch process were
observed. The most significant one is the rapid silicon undercut of
comb fingers and mechanical springs due to the overheating of these
fine structures during the plasma etch. This undercut happens even
within a very short over-etch after the accelerometer is released. The
reason for the severe undercut is the reduced thermal conductance
from the comb fingers to the substrate. The heat generated from
chemical reaction and ion bombardment in silicon DRIE can not be
dissipated effectively, which consequently raises the temperature of
the suspended microstructures. This positive feedback eventually
leads to high etching rate and the comb fingers will be undercut very
quickly. The same effect was also observed on the z-axis sensing
element where the heat can only be transferred through the two long
torsional springs.

Precise etching end-point detection is an effective method to
avoid the over etch [12]. However, this requires additional
sophisticated instruments on the current DRIE system and the
detection accuracy is limited due to a wide range of structure
complexities and opening sizes. In this work, we demonstrated a
modified process, which effectively solves the thermally related
comb-finger undercut.

The process flow is illustrated in Fig. 4. There is only one slight
modification to the CMOS-MEMS process used in [9]. After the
backside etch that produces a silicon membrane and defines the
structure thickness (Fig. 4(a)), a thick sacrificial photoresist layer

(~50 m) is applied on the back of the silicon membrane (Fig. 4(b)).
After the isolation etching is completed (Fig. 4(c)-4(d)), this

SCS membrane

2

CMOS region

(a)

SCS membrane

4 Metal layers

SiO2

(b) (e)

(d)

Photoresist

(c) (f)

Isolation beam

Figure 4. Post-CMOS microfabrication process flow.

(a) Backside etch. (b) Backside photoresist coating followed by

front side anisotropic SiO2 etch. (c) Top Al etch. (d) Deep Si etch

and undercut to form isolation structures. (e) Anisotropic SiO2

etch and DRIE Si etch for comb fingers and mechanical springs.

(f) Photoresist ashing for final release.
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Figure 2. SEM photograph of the sensing element of the

fabricated CMOS-MEMS 3-axis accelerometer. The insets

show front and backside of the electrical isolation structures.

Figure 3. Diagram of the interface circuit.
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photoresist layer functions as a thermal path during the DRIE
silicon etch that forms the entire microstructure (Fig. 4(e)).
Finally, the photoresist is removed by oxygen plasma ashing to
release the device (Fig. 4(f)). In Fig. 5, a comparison is made
between sensing comb fingers fabricated with and without
backside photoresist coating. The undercut of the silicon on comb
fingers is greatly reduced and the finger damage is completely
avoided by using the modified process (Fig. 5(a)). Furthermore,
the photoresist layer helps reducing the backside contamination
caused by back scattering. In contrast, without the photoresist
layer as thermal path, electrical isolation trenches greatly reduce
thermal flow from comb fingers to substrate. Consequently comb
fingers are over heated and seriously undercut (Fig. 5(b)).

It should be pointed out that the thermal effect and the
modified process described above are valid to many other MEMS
devices with structures similar to this 3-axis accelerometer. A
proper device design also helps in reducing the thermal problem
described above. By considering the aspect-ratio dependent
etching effect (ARDE), we can design the device in such a way
that the etch-through sequence for different structures can be well
controlled.

EXPERIMENTAL RESULTS

Fig. 6 is the photograph of a wire bonded die showing the
locations of the 3-axis sensor and interface circuits. A dummy on-
chip interface circuit was tested with an overall gain of 40 dB and

a 16 nV/ Hz electronic noise floor was measured.
The sensitivities in the lateral axes and z axis were measured

as 560 mV/g and 320 mV/g, respectively, at a 1.5 V modulation
signal using a Piezotronics shaker which provides standard 1-g
acceleration at 159.1 Hz. An impulse response test showed that
the resonant frequencies for the lateral axes and z axis are 1.5
kHz and 450 Hz, respectively. These frequencies are about 15%
lower than the simulated results, reflecting a remaining slight
undercut to the mechanical springs in the plasma etch process.
Due to the asymmetry of the z-axis proof mass, the z-axis sensing
element has relatively high cross-axis sensitivities which were
measured to be 2.1% from the x-axis and 4.7% from the y-axis, as
shown in Fig. 7. The noise measurement was conducted using a
LDS shake table and SRS network spectrum analyzer. The
spectral response of the z-axis output at a 200 Hz, 0.5-g external

acceleration is shown in Fig. 8. The overall noise floor of the

z element is 110 g/ Hz. Although both x- and y-axis have the same
number of identical sensing comb-fingers, there is a slight sensitivity
difference between these two lateral axes due to the arrangement of
the mechanical springs. The spectrum of y-axis output under a
200 Hz, 0.05-g acceleration is shown in Fig. 9. An overall noise

floor of 12 g/ Hz is demonstrated.
The temperature coefficient of sensing capacitance originates

from the thermal-induced curling of the thin-film electrical isolation
beams, in which aluminum and SiO2 have different temperature
coefficient of expansion. Therefore, by measuring the temperature
coefficient of the comb finger curling, the temperature performance
of the sensor can be extrapolated. In experiment, the PLCC-52
sensor package was heated by a band heater taped on the back of the
package, and the sensor temperature was measured by a spot
thermocouple. The vertical curling of the sensing comb fingers was
measured in a temperature range from room temperature to 96°C,
using a Wyko surface optical profilometer. A maximum net negative
0.533 m curling at the free end of the comb-fingers was measured
in the above temperature range. Since the sensor structure thickness
is 35 m, the corresponding change of the electrode engaged area is
approximately 0.23%. Based on these measurements, a positive

3.04 10-4/°C temperature coefficient of sensitivity (TCS) of the
lateral sensor was extrapolated. Due to the complete SCS structure,
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Figure 6. Photograph of the wire bonded die.

Figure 7. Static test results of the z- and y- axis using a precision

rotary stage.
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no apparent temperature-induced structure curling was observed
on the z-axis sensing element. An overall sensor TCS of
approximately 0.285%/°C was measured, which is mainly caused
by the gain drifting of the first open-loop amplification stage of
the on-chip amplifier. This is verified by circuit simulation, and a
temperature insensitive amplifier is under design.

The measured performance is further summarized in Table 1.
As a comparison, the performance of ADXL330, a 3-axis
accelerometer from ADI, is included.

CONCLUSION

A 3-axis CMOS-MEMS accelerometer with a single proof
mass has been demonstrated in this work. The single-crystal
silicon incorporated in the device ensures robust sensor structures
and high resolution. Low-power consumption (1 mW for each
sensing axis) and low-noise floors in all three axes are achieved
simultaneously with a compact device size. Compared to the
previous processes, this modified post-CMOS microfabrication
process has much larger process tolerances by providing
additional thermal path to the suspended microstructures in
plasma etching processes. Though only photoresist was used in
this work, there exist many other more suitable materials for the
additional heat dissipation. This method can be widely used in the
micromachining of MEMS devices with similar suspended
structures. Due to its small size, low power consumption and high
resolution, this 3-axis accelerometer has a variety of applications
including health monitoring, video games and infrastructure
securities.
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Measured Values

Parameters This

work
ADXL330

Chip size (mm mm) 3 3 4 4 (package)
Lateral axes sensitivity (mV/g) 560 300
Z axis sensitivity (mV/g) 320 300

Circuit noise floor (nV/ Hz) 16 -

Power consumption of each axis
(mW)

1 0.64~1.15

Lateral axes noise floor ( g/ Hz) 12 170

Z axis noise floor ( g/ Hz) 110 350

Table 1. Performance summary of the reported device and

a comparison with ADXL330 from ADI [1].
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110 g/ Hz

Figure 8. The spectrum of the z-axis output under 0.5g at

200 Hz (RBW = 1Hz).
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75 Hz
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Figure 9. The spectrum of the y-axis output under 0.05g at

200 Hz (RBW = 1Hz).
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ABSTRACT

This paper reports on an on-chip radioactive
microdevice constructed from a lost mold ceramic
casting process. Uranium acetate nanoparticles are
imbedded into this room temperature curing ceramic
process. This cast microchannel provides a robust, on
chip beta particle (fast electron) source, which is used
for electronegative gas collection, and gas mobility
determination. These are both standard macroscale
techniques for combustible gas identification. It can
either serve to ionize the local gas, which is being
measured, or it can be captured by local
electronegative gas. The beta source is biased to
ground, and a separate current collection electrode is
biased positively or negatively. This measures local
ion/electron generation, and provides mobility
information. As these mobilities and ionization
constants are unique to particular gas species,
different gas conditions provide different current
collection signatures. Air, helium, alcohol and carbon
dioxide are characterized with this device.

I. INTRODUCTION

Explosive gas detection is important to security
and industrial applications. Tin-oxide gas detectors
are probably the most common combustible gas
detector; the measured gas interacts with absorbed
oxygen, resulting in a conductivity change. While
array-based detectors of this type have improved
performance dramatically, these devices have
limitations in determining the exact type of gas; both
propane and carbon dioxide result in a resitivity
change [1,2]. Several micro-gas chromatographs
have been developed, but these are highly complex
devices, and fabrication is costly [3,4]. Small scale
plasma spectroscopic devices have been developed,
but these devices require hundreds of volts to operate.
[6,7]. Several small scale devices that rely on ion-
mobility measurements have also been developed, and
would further be improved with the use of tunable on-
chip radioactive sources [8,9]. Electroplated nickel
isotope microdevices have been constructed for on-

chip power sources, but not for gas detection [10].
Electronegative gas absorption is a common technique
in analytical chemistry; this uses a large low energy
beta particle emitting source, which ionizes a carrier
gas, and certain gas types absorb electrons, changing
measured current.

The technology described here allows: 1) a wide
variety of radioactive materials that could not be
electroplated to be cast in ceramic at room
temperature, 2) high energy particle sources that serve
to ionize both carrier gasses and the gas to be
measured, and 3) on chip electrodes that can collect
the created ions and electrons, which are characteristic
of the measured gas (Fig. 1).

Fig. 1 Uranium particles embedded in the ceramic
micro-channel emit high energy beta partcles, which
ionize proximal gasses. The ionization constant and
mobilities can be measured using patterned electrodes.

II. RADIOACTIVE MICROCASTINGS

The uranium-doped ceramic microcastings are
manufactured with a room temperature lost-mold
process (Fig. 2). The undoped ceramic castings are
created using a two part, dry and wet, compound. The
first component is an alumina ceramic powder, and
the wet activator is a nanoparticle
colloid.

The inexpensive fabrication process allows an on-
chip 0.543 MeV beta particle source (Fig. 3). A
uranium-doped microchannel is fabricated, and then
imbedded into a microsandblasted glass cavity, where
electrodes have been patterned (Fig. 4). This high-

DOPED CAST CERAMIC MICROCHANNELS
A COMBUSTIBLE/ELECTRONEGATIVE GAS DETECTOR UTILIZING URANIUM
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energy source liberates secondary electrons in the
ceramic, and it either ionizes or it is captured by the
background gas. The source activity can be tailored
by changing the dopant levels (Fig. 5). Several mm
thick polymer coatings only attenuate about 50% of
the beta emission, so the source can be encapsulated
(Fig. 6). As the radioactive castings are small, the
emitted flux falls off quickly with distance, mitigating
safety problems (Fig. 7).

Fig. 2 Using room temperature curing ceramics
composed of aluminum oxide particles with a silica
nanoparticle colloidal activator (1) Micro-castings of
varying geometries are created (2). This solution
hardens to a 109 ohm-cm ceramic at room temp. (3).
When uranium particles are added (4), an on-chip
radioactive source is created (5). Flux and radioactive
loading can be tuned.

Fig. 3 Ceramic radioactive castings are made with a
lost wax process, these castings are imbedded into a
cavity sandblasted in glass, with a patterned ground
plane and collector. An optional polymer coating can
be applied over ceramic casting to protect the source.

Fig. 4 Uranium microdevice is yellow, and imbedded
in microsandblasted glass cavity.

Fig. 5 Radioactivity, and particle flux is linear with
uranium loading into ceramic. Counts per minute are
higher than that caused by beta emission of uranium
alone; secondary emissions are produced from
aluminum oxide particles.

Fig. 6 Coating the nuclear ceramic material with
polymer films causes a minor decrease in beta
emission. This is desirable because emission can be
finely tuned using very inexpensive methods.
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Fig. 7 As the distance of three distinctively doped
ceramic micro-castings increases from a beta detector,
the counts emitted per minute of the micro-casting
falls off very rapidly. This results in only locally
ionized gas, and increases safety.

III. EXPERIMENTAL RESULTS

To characterize these devices, initial testing was
done in dried air, where the biasing electrode is fed
into a current collecting 38 pF ceramic capacitor (Fig.
8). Current collection in air is substantially increased
above background with the addition of the nuclear
source, allowing larger charge capture (Fig. 9). As the
background atmosphere is heated, current collection is
considerably increased, as moisture is reduced, and
ionization probabilities increased. When the biasing
electrode is positive, electrons are captured, along
with negative ions. Negative biasing collects positive
ions, due to the large difference in mobilities, the
currents of the two species vary several fold (Fig. 10).
Increasing the collector bias voltage increases the
species currents differently, until they become equal at
saturation (Fig. 11). The current collected is
insensitive to electrode area; several fold increases in
capture area result in only incremental increases in
current (Fig. 12). Helium, a frequent carrier gas was
tested; noble gases do not capture electrons, and the
ion/electron mobility difference is found considerably
higher (Fig. 13). With helium, electron current
collection occurs much faster than with less mobile
ion collection.

This device was tested with alcohol vapors and in
the presence of a carbon dioxide ambient. Carbon
dioxide, an electronegative gas which captures
electrons, provides a greater current when the
electrode is biased positively (Fig. 14).

Fig. 8 Testing was implemented in a controlled
chamber. Charge is collected on a ceramic capacitor,
over seconds, resulting in mV signals.

Fig. 9 The radioactive source increases ionization of
background gas several-fold.

Fig. 10 Elevated temperatures substantially increase
collected currents in air.

Fig. 11 As the collector bias is increased, anode and
cathode current increases, until they match.
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Fig. 12 Anode and cathode current collection is fairly
insensitive to electrode sizes. As electrode size
decreases little signal attenuation is observed for both
cathode and anode collection.

Fig. 13: Helium, a noble gas with a small ionization
potential captures no electrons, so larger anode
currents are seen initially. After sufficient time,
collection currents become equal.

Fig. 14: Carbon dioxide, which captures electrons,
provides higher anode current than alcohol vapors.

IV. CONCLUSIONS

A new fabrication technique to produce uranium
doped ceramic microcastings is presented. Unique to
the fabrication process is the ability to controllably
dope the ceramic castings with varying types of
radiating nuclear isotopes. The device presented here
utilizes a cast ceramic microchannel doped with
uranyl acetate, which provides an ionization source

that has been tested for use in gas mobility
measurements. An on-chip electrode serves to collect
positive/negative ions and electrons. Beta emission
from these sources serves a two-part role in the device
functionality, they ionize the background gas to be
tested, and they provide a source of electrons that are
captured by the gas. The device has been
characterized in air, helium, alcohol vapors, and
carbon dioxide, resulting in different voltage-current
characteristics.
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ABSTRACT

This paper summarizes the work done in the development of a
commercial three dimensional digital MEMS optical switch and
its unique reliability challenges. The paper describes the design,
fabrication, and testing of the three-dimensional steering MEMS
mirror for the digital optical switch.

INTRODUCTION

Optical switches based on microelectromechanical systems
(MEMS) have been the subject of substantial development over
the past ten years [1-4]. Due to the requirements for small size
and low cost systems, there has been a widely acknowledged
need for using digitally controlled mirrors in the optical switch.
Digital control eliminates the need for closed loop control in the
positioning of each mirror in an optical switch. This is achieved
using optical elements made from precise MEMS structures that
“snap” into a multitude of predefined positions. This paper
presents the design, fabrication and test of a highly reliable
digital MEMS mirror with up to 32 positions.

This work was partially funded by the Advanced Technology
Program, managed by NIST. We would also like to
acknowledge Professor Roger Howe for his support on
understanding the reliability issues of these devices.

OPTICAL SWITCH OVERVIEW

Output beam pattern
generated by the mirror

Rolling
mirror

Base Plate

Figure 1. The digital MEMS mirror uses simple mechanical

features that allow the mirror to point in precise, predefined

positions every time.

Figure 1 illustrates the MEMS mirror of this digital optical
switch. This design allows the mirror to “snap-down” to a
number of precisely predefined positions. These positions are
defined with submicron accuracy using a photolithographic

process. In this approach, the mirror is in contact with the baseplate
and rolls about a central pivot. The pivot allows the mirror to access
N different snap-down positions distributed in a circle around the
central pivot. The plane of the mirror is precisely defined
kinematically by three points of contact: one on the central pivot and
two on the perimeter of the circle. An electrode is used to
electrostatically attract the mirror to this position. A beam of light
reflecting from this mirror traces out a cone as the mirror rolls to its
N different positions.
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Figure 2. The optical design for a switch based on one-stage digital

MEMS mirrors.

Figure 3. Schematic of an 8x8 digital MEMS optical switch shows

the path of light within the switch.

Figure 2 illustrates how an NxN digital MEMS optical switch works
using this type of MEMS mirror. The light enters the switch through
an optical fiber and is collimated by a lens. The combined fiber and
lens is referred to as a collimator. Since the one-stage digital MEMS
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mirror can direct light to points on a circle, the mirrors and
fibers are arranged in circles. The mirror array circle is
concentric with the fiber array circle. The collimated beams are
pointed such that the light hits the mirrors on the opposite side.
Each fiber, therefore, has its corresponding mirror. Using this
structure, light from any input fiber can be directed to any output
fiber with less than 3 dB of optical loss.

Figure 3 illustrates the layout of an 8x8 optical switch using this
type of digital MEMS mirror. A ribbon fiber with 16 individual
single mode fibers is fed into a circular collimator array.
Directly opposing this collimator array is a circular array of 16
MEMS mirrors, where each mirror has 8 digitally controlled
positions. The red arrows illustrates how the light travels from
one collimator to another, by bouncing off a first MEMS mirror,
a fixed mirror, and a second MEMS mirror. The 8x8 optical
switch includes all of the drive electronics within the
hermetically sealed package.

MEMS MIRROR FABRICATION

Figure 4. Photographs of the MEMS mirror (left) and baseplate

(right) for a digital MEMS optical switch.

Figure 5. Photographs of the MEMS mirror (left) and baseplate

(right) for a digital MEMS optical switch.

The digital MEMS mirrors require three dimensional structures
built using inherently planar photolithographic and etch
processes. The digital MEMS mirror is composed of two
components that are separately fabricated and then assembled
together: the MEMS mirror and the baseplate. Figures 5 and 6

show photographs of the MEMS mirror and baseplate structures for
the 8x8 optical switch.

SOI (Silicon on Insulator) wafers are used to make these structures,
and the process is outlined in Figure 6. The mirror is made by first
patterning and etching the suspension and pivot on the silicon
epilayer and then cutting out the mirror on the substrate. Deep
Reactive Ion Etching (DRIE) is used to etch both the epilayer and the
substrate. The last step consists in depositing a Ti/Pt/Au layer to
increase the reflectivity of the mirror in the near infrared.

Baseplate

Oxidation

Oxide pattern

Metallization

Metal pattern

Epilayer pattern

DRIE etch

Epilayer pattern

DRIE etch

Substrate pattern

DRIE etch

Metallization

Mirror

Figure 6. Process sequence to fabricate MEMS base-plates and

mirrors using single SOI wafers.

The baseplate fabrication consists of a double DRIE etch on the
epilayer. This is achieved by using a double patterning of oxide and
photoresist, similar to the embedded masking process described by
Mita et al. [5]. The metal paterning is used to electrically contact the
epilayer, since the silicon is used to carry the electrical signals for
electrostatic actuation.

Figure 6. SEM photographs of the MEMS baseplate.
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In order to set the pointing angle of the mirror accurately, all of
the kinematic points that set the digital positions of the mirror
must be defined in one mask layer. This is done during the first
oxidation patterning allowing the highest possible accuracy.
Figures 6 and 7 show SEMs of the finished baseplate for one
mirror in a 8x8 switch mirror array. In these pictures, the
wedges are the electrodes, and between the electrodes on the
outer perimeter are the kinematic points on which the mirror
rests when it is actuated. Each electrode has a silicon trace to
electrically contact it to a pad that is on the rim of the chip.

Figure 7. SEM photographs of the MEMS baseplate.

FUNCTIONAL AND RELIABILITY TESTS

This type of MEMS mirror relies on contacting surfaces, and the
reliability of such contact was a significant issue, in contrast to
the situation for conventional “macro” machines. A comparison
of the surface-to-volume ratio of MEMS and their macroscopic
counterparts explains the underlying physical reason for the
predominance of surface phenomena in determining MEMS
performance. Because surface forces dominate over body forces
as the size of a mechanical component is scaled down in size,
the control of these forces becomes very important in MEMS
design.
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Figure 8. Data of the mirror during 250,000 cycles around all

32 positions. Repeatability in pointing angle is 0.003 degrees.

Previous MEMS research has demonstrated repeatedly that
contacting surfaces can easily adhere in the microscale [6-8], a
phenomenon called “stiction,” and that they may also exhibit very
high friction coefficients and be subject to significant wear. The
forces involved in contacting surfaces on the micro scale have been
the subject of substantial research over the past twenty years. The
relative magnitude of surface forces is: capillary (adsorbed water) >>
electrostatic >> van der Waals. In the case of oxidized silicon
surfaces in room air, the work of adhesion (the energy needed to
separate contacting surfaces) due to capillary forces can exceed that
due to van der Waals attraction by a factor of 104. The optimal
surface coating for minimizing stiction and wear would be both
hydrophobic (eliminating capillary forces) and hard; ideally, contact
would occur over as small an area as possible.

This MEMS switch technology has several features that make the
problem of contacting surfaces tractable. For example, mirror-
baseplate contact occurs at lithographically defined “kinematic
points.” The material and contacting edge shape of the kinematic
point is engineered to reduce local shear loads and stiction forces. A
second important feature is that the basic mirror motion during
actuation is rolling, rather than sliding. As a result, wear at the
kinematic points is greatly reduced.

millions of switching cycles

millions of switching cycles

Figure 9. A plot of the change in elevation angle for two positions

during a 25 million cycle wear experiment in 7% RH. The dotted

lines contain the allowable change in elevation angle for 0.5 dB

insertion loss repeatability.

A MEMS mirror with 32 positions was tested over 25 million cycles
inside a dry box at 7% RH and a temperature of ~ 25 Celsius. The
mirror pointing angle was monitored optically with a resolution of
0.003 degrees. The mirror was first actuated around all 32 positions
for 250,000 cycles, and all angles measured every 32,000 points. The
data is shown in Figure 8. This test demonstrates that the MEMS
mirror is capable of switching to all 32 states, and that the
repeatability in angle is ~ 0.003 degrees, which is substantially better
than 0.06 degrees required for 0.5 dB repeatability in insertion loss in
a 32x32 optical switch. The mirror was then switched between two
adjacent states for nearly 25 million cycles without interruption. The
mirror pointing angle was measured optically with a resolution of
0.003 degrees. The data from the test is shown in Figure 9.
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Many of the same design features of the digital MEMS switch
that minimize its vulnerability to wear also tend to minimize the
probability of failure due to stiction. In comparison to other
MEMS switches, the mirror structure is much larger and the
ratio of kinetic energy to the surface forces from contact at the
small kinematic points is much greater. The electrostatic
actuation forces are also much larger than for conventional
MEMS, which makes overcoming stiction easier.

We have calculated the forces that act on the digital MEMS
micromirror to understand and predict the stiction of the mirror
under different relative humidity (RH) conditions. Below is a list
of the forces for the micromirrors being tested.

1. Springs provide a separation force of 6 micro-Newtons
2. Electrostatic rolling separation force is 50 micro-Newtons

at 100 Volts
3. Capillary adhesion force

52% RH (lab environment) ~100 micro-Newtons

7% RH (dry box) ~ 14 micro-Newtons

Based on these results, it was expected that the capillary
adhesion force would exceed both the spring separation force
and the electrostatic rolling force at 52% RH. This matched
experiments carried out on the micromirrors in lab environment.
Stiction was only overcome by the rolling force when using 200-
300 Volts. In addition, it was expected that the electrostatic
rolling force (100 Volts) would exceed the capillary adhesion
force at 7% RH. This also matched experiments carried out on
the micromirrors in a dry box environment with a measured RH
of 7%. Furthermore, there was no stiction during wear testing of
the micromirror devices which underwent 25 million cycles,
which indicates that there is no appreciable change in capillary
adhesion forces over this many cycles.

CONCLUSION

We have demonstrated digital MEMS mirrors with up to 32
accurate mechanically prescribed positions. We have discussed
the efforts taken to make these devices extremely reliable, and
demonstrated mirrors with no measurable degradation after 25
million cycles. These digital MEMS mirrors enable, among
other things, three dimensional digital optical switches that are
smaller and lower cost than competing approaches.

REFERENCES

1. Marxer, C., et al., “Vertical Mirrors Fabriated by Deep
Reactive Ion Etching for Fiber-Optic Switching
Application“, Journal of Microelectromechanical systems,
Vol. 6, No. 3: 277-285, (1997).

2. Miller, R.A., et al., “An Electromagnetic MEMS 2x2 Fiber
Optic Bypass Switch” ,Transducers ’97, Vol.1., (1997)

3. A. Neukermans, et al., “MEMS Technology for Optical
Networking Applications”, IEEE Communications

Magazine, pp. 62-69, January, (2001); and references
therein.

4. P. Dobbelaere, et al, “Digital MEMS for Optical
Switching,” IEEE Communications Magazine, vol. 40, no.
3, pp. 88-95, Mar. (2002)

5. M. Mita et al, “Multiple-height Microstructures Fabricated by
ICP-RIE and Embedded Masking Layers,” Trans. IEE Japan,
Vol. 120-E, No. 11, 2000, pp.493-497.

6. W. Robert Ashurst, et al., “Alkene based monolayer films as
anti-stiction coatings for polysilicon MEMS“, Sensors and

Actuators A 91, 239-248 (2001).

7. R. Maboudian and R.T. Howe, “Critical review: Adhesion in
surface micromechanical structures,” J. Vac. Sci. Technol. B,

vol. 15, pp.1-20, (1997); and references therein.

8. N. Tas, et al., “Stiction in surface micromachining”, J.
Micromech. Microeng., vol.6, pp. 385-397, (1996); and
references therein.

235
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ABSTRACT

This paper reports a micromachined Geiger counter with
integrated permanent magnets that enhance the RF transmission
from the discharges initiated by incident beta particles. With the
intent of wireless sensing within the ultra wideband (UWB)
spectrum, the transmission in the 2.0-2.8 GHz frequency range is
investigated. The device consists of a 1x2 cm2 micromachined
glass/Si cavity sandwiched between two miniaturized NdFeB rare
earth magnets. Several different magnet orientations as well as
two different shapes of magnets (square and ring) are investigated.
The square and ring magnets have a maximum flux density of 2.40
and 0.91 kG, respectively. Preliminary results show that the RF
spectra in the presence of 90Sr and 204Tl sources of 0.1-1.0 µCi
increased by ~8 relative dBµV (compared to non-magnetic devices)
at a distance of 5 cm from the device. The radiation pattern emitted
by the microdischarges is measured in the plane of the device.
Wireless spectra from electrostatic discharges are also reported.

I. INTRODUCTION

Past work on lithographically microfabricated radiation
sensors has included solid-state and gas-based X-ray detectors [1-
5]. It has been shown that a micromachined Geiger counter
generating gas microdischarges created by the passage of a beta
particle transmits radio-wave signals potentially suitable for sensor
networking [6,7]. These RF transmissions produced by the
microGeiger were controlled by bias circuitry components.

Gas discharges across relatively large gaps (on the order of
cm) have been employed in the past with spark gap transmitters for
communication applications dating back to Guglielmo Marconi in
the mid-1890’s [8]. In 1901, Bose reported utilizing discharges
within waveguides in order to generate microwaves, and more
recent activity has also been reported [9].

Networked radiation sensors are envisioned for monitoring
public buildings with high pedestrian traffic such as train stations,
football stadiums and shopping malls. Wireless communication
between sensors can enable rapid and low cost deployment or
reconfiguration of networks. Wireless networks can also be
employed for monitoring environmental hazards and inaccessible
terrains. The prospect of not only utilizing the inherent RF
transmissions from discharge-based sensors, but also to have the
ability to control and influence the wireless signal output is very
attractive from a viewpoint of implementing a wireless network.

Employing large permanent magnets in plasma magnetron
systems for micromachining have found widespread use with
sputtering deposition systems. Traditionally, plasma magnetrons
made use of powerful magnets to increase plasma density and
consequently increase sputtering efficiency. The mean free path is
relatively large (on the order of a few cm) due to operation at lower
pressures (on the order of 5-10 mTorr of pressure) [10].
Miniaturized permanent magnets have been utilized in the past to
enhance and confine dc microplasmas to enable localized, maskless
etching of silicon with SF6 gas [11].

This paper presents a magnetically enhanced micromachined
Geiger counter for -particle detection, which uses permanent
magnets along with glass/Si structures to produce wireless

transmission in the ultra wideband (UWB) window. In Section II,
device concepts such as basic wireless Geiger operation as well as
the magnet configuration used to achieve RF field strength
enhancement is discussed. Section III presents the recent
experimental results including field enhancement data and emission
pattern plots. Section IV concludes with a discussion of possible
applications.

II. DEVICE CONCEPTS AND OPERATION

Basic Wireless Geiger Operation

The basic device includes a lithographically micromachined
component which is a glass-Si-glass sandwich in which a central Si
post forms the cathode and a peripheral Si ring forms the anode.
This component measures 1x2 cm2 and contains 6 different
detection cavities that share a common anode on each die. The
region proximal to the cathode has a weak field and is called the
drift region, whereas that adjacent to the anode is the higher field
amplification region. Discharges can be either electrostatically
initiated (exceeding gas breakdown voltage) or beta particle-
initiated. As beta particles pass through the glass window, they
ionize the surrounding gas atoms, resulting in an avalanche current
pulse and consequent RF transmission. The micro-Geiger device
inherently operates as a UWB transmitter along the guidelines
specified in [12].
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Fig. 1: (a) Cross-section of device in ring magnet configuration
(Configuration R). (b) Cross-section of device in square magnet
configuration (Configuration S).

Magnetic Enhancement Configuration

Configuration R (Fig. 1a) and Configuration S (Fig. 1b) show
the cross-section of the device in the different configurations tested.
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They utilize strong magnetic fields provided by miniaturized
neodymium-iron-boron (NdFeB) rare earth magnets. Ring-shaped
as well as square-shaped magnets were used to construct the
sandwich structures. Each square magnet measured 6x6x6 mm3. A
steel spacer was utilized as the cathode electrode contact to avoid
passing large amounts of current through the permanent magnets
and consequently damaging the upper permanent magnet. Each
ring magnet measured 6 mm outer radius and a 2.5 mm inner
radius. Figure 2 shows a photograph of the micro-Geiger device
assembled in Configuration R. The electrical contact for the
cathode passes through the opening of the top ring-shaped magnet.
The structure is stabilized by the second magnet located below the
micromachined Geiger counter. The magnetic field lines were
aimed to be positioned perpendicular to the discharge path.

Fig. 2: Photograph of micro-Geiger device in the ring magnet
arrangement (Configuration R).

A particle that is moving in the presence of both an electric
field and an orthogonal magnetic field, B0, which is also
consequently perpendicular to the discharge path, will give rise to a
drift velocity, vF, perpendicular to both fields:

vF =
(F /q) B

B0
2 (1)

F represents the transverse force due to the electric field acting on
the particle. B is the component of the magnetic field that is
orthogonal to the electric field and q represents the charge. The
particle velocity is directly proportional to the applied magnetic
field. The particle will experience a gyrating motion, much like a
spiral coil course, around this new, elongated discharge path [13].
Since each accelerating particle emits electromagnetic radiation,
increasing the number of excited atoms can generate a stronger
overall signal. In essence, this new discharge path provides an
opportunity for more ion-to-neutral gas atom collisions and thereby
creates more ionized particles that can participate in the wireless
transmission.

III. EXPERIMENTAL RESULTS

Magnetic field strength measurements of each magnet (square
and ring) were taken in the X and Z direction with a Hall sensor
and the results are shown in Fig. 3a and Fig. 3b, respectively. The
magnetic flux density in the Z direction of each square magnet
ranged from 0.17 to 2.40 kG measured at a distance from 2 to 12
mm. The strength of the ring magnet in the Z direction varied
from a flux density of 0.11 to 0.91 kG measured at a distance of 3
to 16 mm. In the X direction, the strength varied between 0.05 to
0.50 kG and 0.05 to 0.90 kG for the square and ring magnet,
respectively. The X distances ranged between 5 to 21 mm. The
strength of the square magnet in the Z direction was greater than
the ring magnet but was measured to be weaker in the X direction.
The measured magnetic field strength dropped off exponentially as
expected.
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Fig. 3: (a) Magnetic flux density of a square magnet with respect to
axial distance measured with a Hall probe (Bell Hall Generator:
BH-205). (b) Magnetic flux density of a ring magnet with respect
to axial distance.

The antenna of an RF field strength analyzer was positioned
91.5 cm away from the device while the source to detector distance
was fixed at 5 cm. Frequency scans were taken in narrow-band
frequency modulation (NBFM) reception mode spanning the
frequency range from 2.0 GHz to 2.8 GHz in 5 MHz steps. All
measurements were taken in a Ne/air gas environment with the
various magnetic arrangements summarized in Table I. (A
compass was used to determine the pole direction on the magnet.)
For beta-initiated discharges, the pure beta emitters, 90Sr and 204Tl,
were used with strengths 0.1 and 1.0 µCi, respectively.

Figure 4 shows the resulting spectrum using the square
magnet assembly (Configuration S) during electrostatic breakdown.
Electrostatic breakdown occurs when the applied voltage exceeds
the gas breakdown potential. A significant increase in signal
strength (~7 rel. dBµV) was observed around 2.3 and 2.6 GHz
compared to the control measurement. The control measurement
for Configuration S was taken without magnets present but with the
steel spacer providing electrical contact to the cathode. Figure 5
shows the same configuration but this time with beta-initiated
discharges using the radioisotope, 204Tl. The resulting spectra
showed a dramatic improvement in field strength (~8 dBµV)
between 2.0 and 2.8 GHz with the exception of 2.2 to 2.3 GHz.

Table I: Magnet shape and pole orientation for each configuration.

Configuration
Magnet
shape

Pole orientation

SN Square North up
SS Square South up
RN Ring North up
RS Ring South up
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Fig. 4: Discharge spectra of electrostatic breakdown measured
using an RF field strength analyzer (Protek, Inc., #3290). The
control was taken in the absence of magnets with steel spacer
providing electrical contact to cathode. Configuration SN and SS

are also shown. Spectral strength increases in the presence of the
magnetic field. Tests were conducted in a Ne/air environment.
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Fig. 5: Discharge spectra of beta-initiated breakdown using 204Tl as
the radioactive source. Configuration SN and SS are shown along
with the control measurement.

Figures 6 and 7 illustrate the same series of measurements but
this time using the dual ring-shaped assemblage (Configuration R).
Both plots show significant increase in signal strength measured
when compared to the control measurement. Figure 8 compares the
resulting spectra when the electrode roles are reversed (anode
becomes cathode, cathode becomes anode): this decreased spectral
strength.

A measurement was performed to determine the directionality
of the transmitted RF spectra. The experimental set-up is
illustrated in Fig. 9, whereas the emitted radiation pattern of the RF
transmissions from the microdischarges received as a function of
in-plane rotation angle has been plotted in Fig. 10. The applied
bias voltage was kept constant at 900 V in the presence of 90Sr
while the sensor and source were rotated at various angles relative
to the RF field strength analyzer. Figure 10(a-top) shows the
control measurement of the RF transmission characteristics in the
absence of the permanent magnets spanning from 0° to 180°,
measured at 15° intervals, at a constant radius of 91.5 cm. The
tested frequencies spanned 2.0 to 2.8 GHz in NBFM reception
mode. Electrical contact was made directly to the central cathode.
The plot shows fairly uniform spectra spanning the perimeter of the
circle. Figure 10(b-bottom) shows the same transmission
characteristics, this time in the presence of the applied magnetic
field in Configuration RN. A fairly uniform enhancement in the
spectrum in the presence of the magnets compared to the absence
was observed.

These results show a clear magnetic enhancement of spectral
strength observed while operating in both Configuration S and
Configuration R. Experimental results have also demonstrated that
the microdischarges are relatively uniform and thereby independent
of rotation angle. This supports the idea that magnetic

enhancement of the RF transmission is taking place rather than
magnetic shaping of the spectra.
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Fig. 6: Discharge spectra of electrostatic breakdown. The control
was taken in the absence of magnets. Configuration RN and RS are
also shown. A significant peak increases in signal strength can be
seen around 2.1, 2.5 and 2.7 GHz.
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Fig. 7: Discharge spectra of beta-initiated breakdown using 204Tl as
the radioactive source. Significant spectral enhancement was
achieved spanning the entire 800 MHz (2.0-2.8 GHz) bandwidth in
the presence of the magnetic field.
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Fig. 8: Discharge spectra of electrostatic breakdown. Electrodes
were switched (anode became cathode, cathode became anode)
with Configuration SN. Switching of electrodes decreased the
spectral strength measured.
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Fig. 9: Schematic illustrating rotation angle used to plot radiation
pattern. The reference axis defined the 0° measurement and all
subsequent angles were measured from this. Measurements ranged
from 0° to 180° in 15° intervals.
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(b)
Fig. 10: Radiation pattern plots for the microGeiger discharges
spanning from 0° to 180° around the perimeter of a circle with a
radius of 91.4 cm. (a-top) Taken in the absence of an external
magnetic field. (b-bottom) Taken in the presence of an external
magnetic field, Configuration RN. The 2.0-2.8 GHz radiation
patterns are fairly uniform around the circle.

IV. CONCLUSIONS

With the fast emergence of wireless sensor applications along
with new wireless standards, developing distributed wireless
sensing networks is very attractive. Utilizing miniaturized magnets
to considerably increase the inherent emission characteristics of
discharge-based transducers that do not require additional
electronics would be a significant step in wireless sensor
networking. The presence of the magnetic field induces a drift
velocity of the electrons and ions that is perpendicular to the
discharge path. This additional velocity force results in a change in
the current discharge behavior that is realized during operation of
the microGeiger. The device integrated a 1x2 cm2 micromachined
glass/Si cavity between two miniaturized NdFeB rare earth
magnets. Experiments involved several different magnet
orientations as well as two different shapes of magnets (square and
ring) were investigated. Weak radioactive sources with strengths
ranging from 0.1-1.0 µCi were used. Each square and ring magnet
had a maximum flux density of 2.40 and 0.91 kG, respectively.
Preliminary results show that in the presence of miniaturized
magnets, the RF spectra emitted by the gas discharges in the 2.0 to

2.8 GHz frequency range showed consistent increase in the field
strength intensity. The significant change in the received RF
spectrum shows the influence of the magnets on the plasma
resistance even at atmospheric pressure. Increasing field strength
can offer a larger transmission distances and a potentially wider
sensing area. Experimental results have also demonstrated that the
microdischarges are relatively independent of rotation angle.

It is noteworthy that discharges are observed in other contexts
in the micro-domain. Microdischarge-based chemical sensors used
for vapor and liquids are known to produce optical spectra that are
characteristic of chemical species [14]. Additionally,
microdischarges are generated unintentionally in electrostatic
transducers [15]. The findings presented here could potentially
extend to these other contexts.
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ABSTRACT

An electrostatically-actuated micromirror optimized for large
static pointing angles is designed, fabricated, and tested. A single-
mask SOI process is used to create the actuators, mechanisms, and
microassembly tools described in this paper. Two pick-and-place
microassembly steps are used to (a) attach a mechanism that
converts the actuators’ in-plane motion into rotational motion, and
(b) attach a mirror face sheet to the rotation mechanism. We report
the largest static range of deflection angles for a micromirror: 0-
28.2o and 0-14.9o at 50V for each axis. Compared to the previous
record [1], this corresponds to a 27% improvement in one axis but
a 12% reduction in the other axis. Moreover, we use a single-mask
process as opposed to the seven-mask process in [1]. Other new
accomplishments reported here include a microfabricated tweezer
that grabs and simultaneously rotates parts out of plane, a
flexurally-suspended Zero Insertion Force (ZIF) socket for the
assembled part, and a new tether design that holds the part while
the tether is being broken.

INTRODUCTION

Complex actuated micromechanical systems capable of
out-of-plane motion have numerous applications in fields like
optics and micro-robotics. Such systems can be built in
complex multi-layer MEMS processes as demonstrated in [2,
3]. There is however a tradeoff available between process
complexity (difficulty of wafer-level fabrication) and post-
process complexity (chip-level operations); microassembly
techniques can be used to shift this complexity from the
fabrication to the post-process. Microassembly of MEMS
structures using serial pick and place or various parallel
directed assembly techniques has been used to integrate
electronics with micromechanisms [4] and to construct
electromechanical structures [5, 6].

Serial pick and place microassembly of surface-
micromachined parts using specially designed robotic arms
with passive grippers has been demonstrated [7]. Complex
assembled SOI structures for applications such as miniaturized
scanning electron microscopes and variable optical attenuators
[8, 9] have also been demonstrated. However, neither of the
groups mentioned here have quantified the mechanical stability
of their connectors against actuation forces. The functionality
of the micromirror presented here hinges on advances made in
our lab in mechanically rigid sockets. Rotation stages are
fabricated in a single mask SOI process, then picked up and
assembled into sockets attached to electrostatic actuators (fig
1). Linear motion of the actuators is converted to out-of-plane
two-axis motion of the rotation stage. A mirror face-plate is
then assembled on the rotation stage. Thus we demonstrate the
use of pick and place assembly to create a high performance
two-axis micromirror.

FABRICATION

The process used here and in [10] consists of a single-
mask, high-aspect-ratio, deep reactive ion etch (DRIE) through
the device layer of a custom-made SOI wafer. The wafer
consists of a 20µm thick device layer, a 5µm buried oxide
layer, and a 300µm handle wafer. A timed HF acid etch and
critical point drying step release the parts from the handle
wafer. A self assembled monolayer of an organosilane (FDTS)
is deposited using a molecular vapor deposition system from
Applied Microstructures. This serves to make the exposed
silicon surfaces hydrophobic and reduces stiction between
parts. An entire design cycle consisting of design changes,
mask fabrication, part fabrication and assembly has been
demonstrated in as little as 30 hours.
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Figure 1: 2-axis rotation stage. Left: electron micrograph shows a birds-eye view of comb drive
actuators, moving clamps, and assembled rotation stage. Right: SEM shows a zoomed perspective
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MICROASSEMBLY

Pick and place microassembly builds complex out-of-plane
mechanisms by picking up planar micro-parts, rotating them 90o

out-of-plane, and permanently affixing them to the SOI device
layer using microfabricated sockets (fig 2). This process, along
with the design of the microparts and tooling required, is described
in [10]. Some modifications to the process which enabled the two-
axis micromirror are presented below.

The assembly process requires a tool that can reliably grasp a part,
perform the out-of-plane rotation, and let go of it. A new spring-
loaded rotation stage, the sidewall-gripping “ortho-gripper”, is
presented here (fig 3). Fabricated using the same single-mask
process, it consists of two single degree-of-freedom fingers that
grasp a part and rotate it exactly 90o. The two fingers can each
move orthogonally to one another with one degree of freedom.
This tool differs from previous versions of the ortho-gripper [10] in
that it grips the sidewalls of the parts to be assembled instead of
their top and bottom surfaces, thus SOI wafers with arbitrary
buried oxide thicknesses can now be used. The analysis and
design of spring-loaded ortho-grippers are shown in [11].
Operation of the sidewall-gripping version of the tool is presented
here for the first time.

The ability of the rotation stage to reliably rotate microparts
depends on the predictable breakage of the tethers that hold the
part to the wafer during fabrication. A new tether design with an
integrated tether-cleaving tool is presented (fig 4). This tool holds
the part in place while the tether is broken, preventing the part
from being flung away as the strain energy stored in the tether is
released. To break the tether, the tether breaker is pushed with a
probe tip. The tip of the breaker and the tip at the end of the
serpentine spring touch the tether at the same time. The spring-
loaded tip holds the part in place while the tether is being broken
and prevents the part from flying away.

Finally, a fully-suspended ZIF socket with a friction-based
clamping mechanism that robustly secures the assembled part is
presented (fig 5). Interferometer data shows that no part of the
socket comes into contact with the substrate even when
experiencing reaction forces from the assembled structure. This
socket provides a rigid coupling between the assembled
mechanism and in-plane actuators and suspensions, without the use
of sliding contacts. In addition, rigid sockets improve assembly
yield by securing the part to the device layer with approximately 4
orders of magnitude more force than the ortho-gripper can exert.
This is important because reliable ungrasping of the part after
assembly depends on this ratio of forces. This rigidity is also
useful for ensuring the shock tolerance of the assembled structure.

(a)

(b)

(a)

(b)

Figure 2: Rotation stage. (a) As fabricated (b) As
assembled

(e)

(a) (b)

(c) (d) (e)

(a) (b)

(c) (d)

(a) (b)

(c) (d)

Figure 3: Ortho-gripper Principle of Operation: The fingers
are shown initially grasping a part (b), in the process of
rotating the part (c), and after rotation is complete (d). SEM
image of sidewall-gripping Ortho-gripper (e). Detail of
gripper fingers (inset)

Figure 4: Tether with integrated tether-breaker

Figure 5: SEM and optical surface profile (from
intereferometer) of part inserted into moving socket



A pull-out force >12mN in each axis is required to dislodge the
assembled part, corresponding to an acceleration of over
40,000g’s.

MICROMIRROR

The micromirror is composed of three sub-parts: the
actuators, the assembled rotation mechanism, and the assembled
mirror face sheet. Two bi-directional electrostatic comb drive
actuators are oriented orthogonally to one another and move in the
plane of the chip. These actuators each apply 21µN at 55V and
provide displacements up to 17µm. At high voltages, one direction
of the comb drive actuator short-circuits to the substrate so only
one quarter of the full range of motion of the micromirror was
tested. Each actuator is attached to a flexurally-suspended socket,
into which the rotation mechanism is assembled. This rotation
mechanism consists of two thin parallel flexures connected at one
end with a rigid beam (fig 7) which is attached to the mounting
point for the mirror face sheet. The other ends of the flexures are
attached to the actuators (fig 1). When actuated, the flexures either
bend (flexion) or twist (torsion), resulting in the two axes of
motion (figs 6). The assembled rotation mechanism thus
eliminates the additional structural layers from the wafer-level
fabrication process that are typically required for 2-axis rotation
stages. The two-axis rotation stage is designed to maximize DC
deflection while ensuring that the stress developed on the beams is
below the stress limit of silicon. A simplified rotation stage was
also simulated in ANSYS (fig 7) using its non-linear modeling
capabilities to yield the maximum stresses generated and the
maximum angle of deflection.

Optical deflection angle of a laser beam bounced off of the top of
the rotation stage was measured to quantify the DC rotation of the
devices. Mechanical rotation angle is half the optical angle shown
here. Two devices were tested: Device one had two functional
actuators (pull-mode about torsion and flex axes) and was tested by
bouncing the laser beam off of the top of the device. The second
device had only one functional axis (torsion) and was tested using
a video camera (as in fig 6). This was done by using an optical
microscope to look through a 45o mirror placed next to the chip.
Maximum DC deflections of 28o (torsion) and 22o (flexion) were
obtained from two separate devices (fig 8).

Since the current process is not ideal for creating mirror face
sheets, an assembled face sheet shown in (fig 6) is used which
serves merely as an assembly technology demonstrator. This face
sheet was affixed to the mirror mount of the two-axis rotation stage
using epoxy. A low inertia mirror can be fabricated by sacrificing
some process complexity as demonstrated in [3, 12]. Fabrication
of such a mirror would require at least one additional mask. The
mirror face sheet and mechanisms can be built in different
processes and optimized separately without requiring the

(a)

(c)

(b)

(d)

(a)

(c)

(b)

(d)

(a)

(c)

(b)

(d)

Figure 6: Left: Photomicrographs show an end-on view of motion about the torsion axis (a,b) and a side view of motion about the
flexion axis (c,d) Right: Optical micrograph showing assembled dummy mirror

(a) (b)
Max

Max

(a) (b)
Max

Max

Figure 7: Simulations of 2-axis rotation stage. Von Mises
stress obtained at maximum deflection in (a) torsion mode, (b)
flexion mode. Maximum Stress = 200MPa in (a) and 100MPa
in (b)

Figure 8: Experimental test data. For comparison, the best
quadrant of operation of the highest-performing large tip/tilt
mirror is shown (X’s at 136V) from [1]. This rotation stage
achieves larger static deflection angles at lower voltages.
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compromise in performance or increase in process complexity that
monolithic integration would require.

CONCLUSIONS

Microassembly provides an attractive option for fabricating
complex MEMS structures using a simple fabrication process.
This simplicity translates into fast design cycles and high
fabrication yield. Microassembly yield increases with the
improved tooling presented in this paper: tethers that break gently
and predictably, grippers that rotate parts by exactly 90o, and
robust sockets. This paper demonstrates that in addition to the
speed and yield benefits, a single-mask microassembly-based
process can be used to create high performance devices. The
electrostatically-actuated tip/tilt micromirror described here sets a
new record for DC deflection angle in one of the two axes of
rotation.
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ABSTRACT

We present a new class of the protein concentration detector

based on the mechanical stiffness measurement of protein-receptor

layers in a squeezed nano-gap. Compared to the previous protein

size detector, the present device reduces the distortion and

uncertainty in the displacement measurement by adding an

actuated nano-gap and reference electrodes. Compared to the

conventional protein detectors based on electrochemical, optical,

and optomechnical principles, the present device also offers simple,

inexpensive, and high-precision protein detection. We design and

fabricate the protein concentration detector using an electrothermal

actuator and two nano-gaps with reference electrodes. In

experimental study, we verify that the present protein detector

measures the size of the proteins, streptaividin and m-antibiotin, as

12.1 2.3nm and 13.2 3.3nm at the measurement uncertainty of

1.1nm, respectively, while showing the concentration detection

sensitivity of 2.88N/m/nM in the m-antibiotin concentration range

of 5~10nM.

INTRODUCTION

High-precision protein detectors are actively studied for

diagnosis and prognosis. [1] Previously, we presented the

nanomechanical detection principle [2], where the actuator

squeezes the protein-receptor layers in the nano-gap through a

mechanical spring(k1). This nanomechanical principle offers

simple, inexpensive, and high-precision protein detection [2]

compared to electrochemical [3], optical [4,5], optomechancial [6],

and mechanical [7,8] principles.

From the nanomechanical principle, we presented the protein

size detector(Fig.1a) [2] based on the squeezed displacement

measurement of x2(t) in Fig.2a. The previous device [2], however,

was unable to measure the protein concentration due to a couple of

problems: 1) the distortion in the time-dependent squeezed

displacement(x2(t) in Fig.2a) that should be corrected by the time-

dependent actuated displacement of x1(t); 2) the displacement

measurement uncertainty of 7.4nm [2] caused by signal drift and

noise.

In this work, we succeed to measure the protein

concentration by solving the above-mentioned problems as

follows: 1) We add an actuated nano-gap(Fig.1b) to measure x1(t)

in addition to x2(t). We synchronize x1(t) and x2(t) to obtain the

directed correlation(Fig.2b) between x1 and x2, thus eliminating the

distortion included in x1(t) and x2(t); 2) We use reference

electrodes (Fig. 3) in both actuated and squeezed nano-gaps to

compensate the signal drift and noise, thus reducing the

displacement measurement uncertainty from 7.4nm to 1.1nm.

We also experimentally verify the selectivity, repeatability, and

sensitivity of the protein concentration detector.

Figure 2b illustrates the protein detection principle of the

device, where the mechanical stiffness of protein-receptor layers is

measured by x1 - x2 relationship. When the squeezing electrode

touches the receptor-protein layers on the nano-gap surfaces

(Fig.3), the layers provide added stiffness (krp in Fig.1) to the

mechanical spring(k1). The added stiffness changes the slope of

the modulation lines on x1 - x2 plane(Fig.2b). We measure the

protein concentration from the slope(s) of the modulation line,

while detecting the protein presence and size from the ordinate

shift(Fig.2a) of the slope changing point(P).

Figure 1. Comparison of the nanomechanical protein detectors:

(a) the previous protein presence detector [2]; (b) the present

protein concentration detector, measuring the actuated and

squeezed displacements using compensated displacement

monitoring electrodes.

(a) (b)

Figure 2. Working principle of the nanomechanical protein

detectors: (a) the previous protein presence detection [2] using the

relationship between the actuation time, t, and the squeezed

displacement, x2; (b) the present protein concentration detection

using the relationship between the actuated and squeezed

displacements, x1 and x2.
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DESIGN AND FABRICATION

We design the nanomechanical protein detector as shown in

Figure 4 and Table 1. We use an electrothermal actuator and the

nano-gaps for the operation in a buffer solution. The nano-gap, gn,

is formed from a fabricated initial gap, gi. We obtain the nano-

scale distance between the squeezing electrode and the counter

electrode after attaching the counter electrode to stoppers.

Figure 4 contains a top view of the electrothermal actuator.

The currents though heating bars generate heat, elongating them

and deforming the hinges. Thus, the output port (m1) of the

electrothermal actuator moves in the x1-direction. From 2-

dimensional electrothermal and thermomechanical analysis, we

obtain the electrothermal actuation of 699nm at the temperature

change of 29.6 C. We can verify that the displacement of the

electrothermal actuator is large enough to cover the nano-gap of

100nm.

We can detect the squeezed motion, x2, using an impedance

change of the nano-gap. The squeezed motion changes the

impedance of the buffer solution between the squeezing electrode

and the counter electrode. In order to reduce the displacement

measurement uncertainty, we use reference electrodes (Fig. 3) in

both actuated and squeezed nano-gaps to compensate the signal

drift and noise.

Figure 3. Squeezed and reference nano-gaps and compensated

displacement monitoring methods in the protein concentration

detector.

Figure 4. Top view of the protein concentration detector.

Table 1. Measured dimensions of the fabricated devices

Structures* Dimensions

Structure thickness, h 5 m

Bar length, Lb, Bar width, wb 220 m 28 m

Bar angle, b 6

Hinge length, Lh, Hinge width, wh 10.0 m 4.0 m

Spring length, Ls, Spring width, ws 200 m 3.2 m

Electrode width, we 52.0 m

Initial gap, gi 10.0 m

Nano-gap, gn 100 nm

*The structures are shown in Figs.3 and 4.

The designed protein concentration detector is fabricated

(Fig.5) as shown in Fig.6, followed by the process of receptor

immobilization. The two-mask microfabrication process is shown

in Figure 5, representing the cross section along B-B’ in Fig.4.

Nano-gap surface has been smoothed by oxidation(Fig.5b) and

oxide-etching(Fig.5c) during the fabrication process.

Biotin, the receptor, is immobilized on the gold surface of

the nano-gap electrodes using SAM (Self Assemble Monolayer).

We deposit the mixed SAM layer, composed of 11-

mercaptoundecanol and 16-mercaptohexa-decanoic acid. Then,

the gold surface is biotinylated using biotinamidohexanoic acid

hydrazide. Figure 7 shows the fluorescent image, which indicates

that the biotin is immobilized on the nano-gap electrodes.

Figure 5. Microfabrication process showing the cross section

along B-B’ in Fig.4.

(a) (b)

Figure 6. SEM photographs of the protein concentration detector:

(a) overall structure; (b) an enlarged view of the Region B in (a).

(a) (b)

Figure 7. Microscope images of the initial-gap in the protein

concentration detector with FITC tagged streptavidin: (a) SEM

image; (b) fluorescent microscope image.
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EXPERIMENTAL RESULTS

In experimental study(Table 2), we characterize 1) the

distortion in the time-dependent squeezed displacement, 2) the

displacement measurement uncertainty, 3) the selectivity, 4) the

repeatability, and 5) the sensitivity of the protein concentration

detector. 1) The distortion, expressed by the t - x2

nonlinearity(3.0%) in Fig.8, is eliminated by the time-dependent

actuated displacement of x1(t) in Fig.8a. 2) The displacement

measurement uncertainty are reduced to 1.1nm(Fig.8) due to the

compensated displacement monitoring electrodes. 3) The protein

detection selectivity is verified by Fig.9 and Table 3: The detector

generates the size detection signal (12.1 2.3nm) for receptor-

active protein and the null detection signal for receptor-inactive

protein. 4) The detection repeatability is demonstrated by Fig.10

and Table 4: The detector measures the protein size(13.2 3.3nm).

After the protein removal, the size detection signal returns to the

initial state (null signal) indicating no protein.

(a)

(b)

Figure 8. Measured displacements of the protein concentration

detector: (a) the actuated displacement, x1; (b) the squeezed

displacement, x2.

Figure 9. Experimental squeezed displacement, x2, for the

actuated displacement, x1, in the selectivity verification using

receptor-active and receptor-inactive proteins.

Table 2. Receptors and proteins used in the experiments for the

performance verification

Verified performance Receptor Protein

Selectivity Biotin Streptavidin

Repeatability Biotin M-antibiotin

Sensitivity Biotin M-antibiotin

Table 3. Experimental ordinate shifts* of the slope changing

points for the selectivity verification using 3 devices, each from

different dice

Device # Inactive streptavidin** Active streptavidin

A 2.3 2.1nm 12.1 2.4nm

B -0.3 2.9nm 10.9 2.9nm

C 1.1 2.9nm 13.2 3.1nm

Average 1.0 2.6nm 12.1 2.3nm

*The ordinate shifts, obtained from the five repeated measurements of the

slope changing points, are indicated in the forms of (average 2 ).

**0.5uM streptavidin solution is inactivated by the pre-incubation with

2.0uM d-biotin solution.

Table 4. Experimental ordinate shifts* of the slope changing

points for the repeatability verification using 3 devices, each from

different dice

Device # M-antibiotin addition M-antibiotin removal

A 13.9 3.2nm -2.3 3.0nm

B 14.3 2.7nm 0.1 2.5nm

C 11.3 1.2nm 1.0 1.3nm

Average 13.2 3.3nm -0.4 3.4nm

*The ordinate shifts, obtained from the five repeated measurements of the

slope changing points, are indicated in the forms of (average 2 ).

Table 5. Experimental slopes and receptor-protein stiffness for

different concentrations of m-antibiotin solution

Slope, sConcen-

tration Device A Device B Device C Ave. 2

Stiffness of

receptor-protein

layers, n krp

1nM N/A N/A N/A N/A N/A

3nM N/A N/A N/A N/A N/A

5nM 0.228 0.171 0.240 0.213 0.074 9.6 4.6 N/m

7nM 0.128 0.151 0.137 0.139 0.023 15.8 3.0 N/m

10nM 0.104 0.095 0.088 0.096 0.016 24.1 4.5 N/m

20nM 0.095 0.100 0.109 0.101 0.015 22.6 3.5 N/m

500nM 0.101 0.083 0.107 0.097 0.025 23.8 7.2 N/m

Figure 10. Experimental squeezed displacement, x2, for the

actuated displacement, x1, in the repeatability verification using

m- antibiotin.
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5) We verify the sensitivity of the fabricated device from

Table 5, where the slope and the stiffness are obtained from the

modulation lines (Fig.11) for protein-receptor layers in the protein

concentration range of 1~500nM. For the protein concentration of

5~10nM (Fig.12), the stiffness(n krp) is measured in the range of

9.6~24.1N/m at the sensitivity of 2.88N/m/nM. The stiffness is

saturated over 10nM concentration, indicating the protein-receptor

binding saturation.

It is experimentally verified that the present protein detector

measures the size of the proteins, streptaividin and m-antibiotin, as

12.1 2.3nm and 13.2 3.3nm at the measurement uncertainty of

1.1nm, respectively, while showing the concentration detection

sensitivity of 2.88N/m/nM in the m-antibiotin concentration range

of 5~10nM.
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Figure 11. Experimental squeezed displacement, x2, for the

actuated displacement, x1, in various m-antibiotin concentrations.

Figure 12. Experimental stiffness of receptor-protein layers, n krp,

in various m-antibiotin concentrations.

CONCLUSIONS

We presented a new class of the protein concentration

detector based on the mechanical stiffness measurement of

protein-receptor layers in a squeezed nano-gap. Compared to the

previous protein size detector based on the squeezed displacement

measurement, we added the actuated nano-gap and reference

electrodes. Thus, the present device compensated the distortion in

the time-dependent squeezed displacement and reduced the

displacement measurement uncertainty of 7.4nm caused by signal

drift and noise. We designed and fabricated the protein

concentration detector using the electrothermal actuator and two

nano-gaps with reference electrodes. In experimental study, we

verified that the present protein detector measured the size of the

proteins, streptaividin and m-antibiotin, as 12.1 2.3nm and

13.2 3.3nm at the measurement uncertainty of 1.1nm,

respectively, while showing the concentration detection sensitivity

of 2.88N/m/nM in the m-antibiotin concentration range of 5~10nM.
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ABSTRACT

This paper describes a normally-open, self-encapsulated, valve
for modulating refrigerant flow in a cryogenic cooling system.
The valve consists of a micromachined die fabricated from a
silicon-on-insulator wafer and a glass wafer, a commercially
available piezoelectric stack actuator, and Macor ceramic
encapsulation that has overall dimensions of 1 1 1 cm3. A
perimeter augmentation scheme for the valve seat has been
implemented to provide high flow modulation. In tests performed
at room temperature the flow was modulated from 980 mL/min.
with the valve fully open (0 V), to 0 mL/min. with 60 V actuation
voltage, at an inlet pressure of 55 kPa. Preliminary test results
obtained at 80 K demonstrate that higher actuation voltages ( 120
V) are required to close the valve. However, it shows consistent
modulation capability regardless of inlet pressure up to
approximately 1 atm.

I. INTRODUCTION

Future space missions will require cooling of large systems
such as optical assemblies or propellant depot stations with a high
degree of temperature stability and small gradients. One solution
is to create a distributed cooling network that uses actively
controlled, micro-scale valves that are integrated with heat
exchangers and sensors. More specifically, multiple cooling
elements, each of which consists of actively controlled valves
integrated with heat exchangers and temperature sensors, are
positioned across the structure to be cooled. With each cooling
element working independently in response to local sensors,
temperature can be controlled efficiently. Figure 1 illustrates how
each cooling element can be realized: (a) a flow of cryogenic fluid
at the load temperature through exchangers positioned across the
structure to be cooled, or (b) a flow of cryogenic fluid at a higher
temperature and pressure through recuperative heat exchanger,
taking advantage of Joule-Thompson refrigeration. Either way,
having valves that work reliably at cryogenic temperatures with
large flow modulation capability is essential. This paper reports
the development and preliminary test results of piezoelectric valves
fabricated from Si, glass, and ceramic.

II. DEVICE CONCEPTS AND OPERATION

The general approach utilized for this valve is to push a bulk
Si micromachined plate against a glass substrate that has the inlet
and outlet holes in it. Out-of-plane actuation was chosen to reduce
the likelihood of friction between the actuated part and the
substrate. The valve requires high forces to displace the Si against
inlet pressure that can exceed 1 atm. for some cases. Piezoelectric
actuation is attractive because it can provide high forces and
consumes negligible DC power. Macor® (machinable glass
ceramic) is chosen for encapsulation material because of low
thermal expansion at low temperature. In addition, it is

machinable, capable of holding tight tolerances, and exhibits no
outgassing and zero porosity.

Out-of-plane, stacked PZT actuation has been used widely in
valves [1-4]. However, as each valve is constructed for different
application, the performance goals are different. In our case, a
normally open valve is desirable because the open condition is a
safe failure mode, so that flow of the refrigerant is not blocked.
For the same reason, an extremely tight seal is not essential.
Instead, we need valves working at cryogenic temperatures, able to
withstand several atm. of inlet pressure, and able to provide large
flow modulation (0-1000 mL/min).

The main challenge comes from the small displacement of
PZT actuation, leading to modest flow modulation. Furthermore,
the piezoelectric coefficient of PZT is substantially degraded at
cryogenic temperatures [5], further reducing the displacement. We
overcame this limited displacement by using perimeter
augmentation. The flow area for an out-of-plane valve (Avalve) is
given by the product of the valve stroke ( ) and the perimeter of
the valve seat (p).

valveA p= (1)

Thus, by increasing the perimeter of the valve seat, flow area can
be increased substantially, which results in large flow modulation.
Serpentine grooves are fabricated on the valve plate (5 5 mm2) as
shown schematically in Fig. 2, so that the perimeter measures
about 127 mm. Each groove measures 50 µm wide and 120 µm
deep. The valve plate is suspended by four flexures of 500 µm

Fig. 1: Proposed application of actively controlled valve. Microvalves
can (a) modulate flow of coolant in distributed heat exchangers, or (b) be
used as expansion valves in Joule-Thompson cryocoolers.

Fig. 2: Microvalve concepts: valve cross-section, ceramic-PZT-Si-glass
structure is shown on the far left. Micro groove patterns to increase flow
area are shown in the middle. The recessed glass along with the top view
of Si piece is shown on the right.
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Fig. 3: SOI wafer micromachining process: the buried oxide layer acts
as an etch stop for DRIE. A three step DRIE process is illustrated for
the SOI wafer.

Fig. 4: Glass wafer
micromachining process: A glass
wafer undergoes a wet etch
process and a electrochemical
discharge machining process for
inlet and outlet hole creation.
Finally Al metal layer is deposited
and patterned in preparation for
anodic bonding to prevent
bonding of the valve seat to the
glass substrate.

beam width. The valve has total foot print of 1 1 cm2. (A picture
of the grooves from fabricated device is shown in Fig. 6.)

III. DEVICE FABRICATION

To ensure control of material properties, the final device is
comprised of only bulk materials; deposited thin films are not used
for any structural layer, although they are used in intermediate
steps. The fabrication process uses two wafers: a silicon-on-
insulator (SOI) wafer which has device layer, buried oxide layer,
and carrier wafer thicknesses of 50 µm, 0.5 µm, and 450 µm,
respectively, and a 500 µm thick Pyrex glass wafer. The
fabrication processes for SOI and glass wafers are illustrated in Fig.
3 and Fig. 4, respectively.

The use of the SOI wafer in the fabrication process permits
the buried oxide layer to provide an etch stop for deep reactive ion
etching (DRIE), while the epitaxial layer provides a well-
controlled flexure thickness and bulk Si properties. The first DRIE
process step etches down to the buried oxide layer from the top,

and defines the flexure structures. Then the bottom side is
patterned with Al and photoresist. The photoresist pattern acts as
etch mask for the second DRIE step that is approximately 400 µm
deep. Next, the photoresist is removed and Al is used as an etch
mask for the final DRIE step, which engraves serpentine grooves
for perimeter augmentation. The Al layer is then removed and the
wafer is prepared for bonding.

A recess of 2 µm is wet etched into the glass wafer in order to
accommodate the PZT displacement (Fig. 4). A thin Cr layer (100
nm) is patterned to define the position of inlet and outlet holes that
are formed using electrochemical discharge machining (ECDM)
[6]. ECDM of glass is a rapid, low cost method that provides a
near-vertical profile and is suitable for hole formation. The
procedure is performed in 40% NaOH solution at room
temperature, and the glass is machined using approximately 300
µm diameter tungsten cathode and 37 V bias. After the holes are
formed, the residual Cr layer is removed.

A thin layer of Al must be deposited into the glass recess to
prevent inadvertent bonding of the valve seat to the glass substrate
due to shallow recess depth and very compliant flexures. Anodic
bonding is performed at 400˚C and 800 V, after which the Al layer
on SOI wafer is dissolved. The bonded wafers are then diced and
prepared for assembly with the ceramic structure and PZT.

The final step is to attach the PZT stack and ceramic cap by

Fig. 5: Prestressed microvalve assembly procedure: (a) First, PZT stack is
attached to the Macor ceramic structure using epoxy. (b) Then diced Si-glass
die is bonded at the end of PZT and Macor structure by epoxy joint. During
this procedure, the PZT stack is actuated until the epoxy is fully cured which
results in a normally open valve (c).

Fig. 6: Photographs of
fabricated device. (a)
Picture of a die after
anodic bond. (b) Close-up
view near the hole with
serpentine groove pattern
for perimeter
augmentation. (c)
Completed valve structure.
Two valves (front and
back) are shown.
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epoxy. The first prototype valve that was tested in room
temperature was assembled using regular Devcon 2-part epoxy.
However, Devcon epoxy is only rated down to -40˚C, so for
cryogenic testing, Stycast 2850 FT epoxy is used. To create a
normally-open valve, the PZT stack is energized at 100 V during
the assembly process, so that it shortens after assembly (Fig. 5).
Note that the PZT need not be bonded to the Si – this would
accommodate variations in its height caused by expansion
mismatch between the PZT and the Macor, and also relieve any
stress on flexures caused by large temperature variation. The
completed valve structure is pictured in Fig. 6. The valve has
dimensions of 1 1 1cm3.

IV. EXPERIMENTAL AND MODELING RESULTS

Preliminary tests were performed at room temperature with
He gas flow. A schematic of the test is shown in Fig. 7. An in-line
thermoplastic filter is placed upstream of the device to trap any
particles or moisture. Pressure gauges are mounted so that inlet
and outlet pressure can be monitored. Copper piping (6.35 mm ø)
is connected to 0.4 mm holes in glass through an aluminum header.
A ball valve is added at the end so that the outlet pressure can be
controlled, if necessary.

In the first set of tests, the inlet pressure was regulated (21-55
kPa), and the outlet was maintained at atmosphere, while the flow
rate was measured over 0-60 V actuation. As shown in Fig. 8, as
actuation voltage increases, the PZT expands, the clearance
between silicon valve seat and glass substrate decreases, thus flow
rate decreases. With 55 kPa of inlet pressure, flow rate could be
modulated from 0 to 980 mL/min. At 60 V, the valve leakage was
below the measurement limit (< 0.1 mL/min.).

These test results were compared with prediction from
numerical flow model (Fig. 9). The model used a combination of
reduced Navier Stokes 2-d equations and empirical formulations.
The flow through the grooves was simplified by assuming that the
fluid is incompressible, laminar, constant viscosity, and
hydrodynamically fully developed. In this limit, the pressure
gradient in the groove is related to the local mass flow rate ( m& )
according to:

2

3
,32

g

c g

K perdp
m

dx A

µ
= & (2)

where p is the local pressure, µ and are the viscosity and

density of the fluid, respectively, both of which are assumed to be
constant, perg and Ac,g are the perimeter and cross-sectional area of
the groove. The parameter K is a constant that depends on the
groove aspect ratio. Flow through the land region was assumed to
be governed by a reduced form of the 2-d Navier Stokes equations
shown in Eqn. (3).

0m mu

x y
+ = (3)

Fig. 7: Schematics of the test setup for flow measurement.

where um and vm are the average local x and y velocities through the
land, related to the pressure gradient by:

2

12
m

h p
u

xµ
= (4)

2

12
m

h p
v

yµ
= (5)

where h is the valve seat clearance. The above set of equations
were discretized in a single land and groove then solved using
sparse matrix decomposition in the Matlab© environment. The
results of the model were characterized using a set of non-
dimensional numbers governing the flow through a single land and
groove. Using the derived non-dimensional relations, a second full
valve model was developed and implemented using Engineering
Equation Solver (EES) in order to determine the simulated flow
rate.

The Fig. 9 was obtained by assuming that the hole diameters
for inlet and outlet are 350 µm and displacement of PZT at 60V is
4 µm. In addition, a linear relationship between PZT displacement
and voltage was assumed. Thus, seat clearance from the glass
substrate can be expressed as in Eqn. (6).

( ) 4 - (V) 0.067Clearance m Voltageµ = (6)
The flow rates from the model tend to fall slightly faster than

the experimental results, but in general they match reasonably well.
The main discrepancy comes from uncertainties in seat clearance
and inaccurate inlet and outlet hole size used in the model.
Compressibility of He gas and hysteretic behavior of PZT also
contribute to the difference between the model and experimental
data.

Fig. 8: Flow rates as a function of voltage are plotted. As the actuation
voltage increases, the valve is closed which results in a decrease in flow
rate.

Fig. 9: Flow rate prediction from analytic model is plotted.
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Fig. 10: Flow rate and inlet to outlet pressure differential as the valve with
an inlet pressure of 145 kPa goes from being wide open (0V) to completely
closed (120V).

In a separate experiment, a pressure drop across the valve was
recorded along with the flow rate as the actuation voltage was
varied from 0 to 120 V (Fig. 10). At 145 kPa inlet pressure, 28
kPa pressure drop across the valve was obtained by partially
closing the exit valve, and flow rate of 950 mL/min. was recorded.
As the actuation voltage was increased, the valve restricted more
flow while sustaining larger pressure drop across the valve. At
120V, it sustained a pressure drop of 130 kPa.

In order to verify the operations of the valve at cryogenic
temperatures, another set of experiment was performed near liquid
nitrogen temperature (80 K). (For this valve Stycast epoxy was
used, and the PZT was not bonded to the Si valve plate.) The test
setup is schematically shown in Fig. 11. The He gas was cooled
by passing it through liquid nitrogen heat exchanger. Inlet and
outlet pressure were monitored. In addition, thermocouples were
used to probe inlet and outlet gas temperature. The gas was then
passed through another heat exchanger to bring it back to room
temperature and exhausted to atmosphere, while the flow rate was
measured. The valve performance is shown in Fig. 12 for inlet
pressures 35 kPa, 70 kPa, and 104 kPa. Compared to the room
temperature results, higher voltages were needed to completely
close the valve. This is likely the result of degraded piezoelectric
coefficient at cryogenic temperatures [5]. The normalized flow
rate (NFR) is presented in Fig. 13. This is defined as:

r

r 0V

flow ate at corresponding voltage
NFR

flow ate at
= (7)

In Fig. 13, the three curves obtained at different inlet pressures
look very similar to each other. This illustrates consistent
modulation of the valve over the range of inlet pressures tested.

V. CONCLUSIONS

This effort has resulted in the successful fabrication of a
piezoelectrically actuated ceramic-Si-glass microvalve for
distributed cooling application. A perimeter augmentation scheme

was used to overcome limited displacement of PZT and provide
large flow modulation. At room temperature, flow rate of 980
mL/min. was measure with inlet pressure of 55 kPa. At cryogenic

temperatures, it required higher voltage to completely close the
valve due to degraded piezoelectric coefficient, but it showed

consistent modulation capability.
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ABSTRACT

This work details the preliminary development and testing of

a novel, single input – single output (SISO) resonant microsensor,

which exploits vibration localization in a coupled-oscillator

architecture to allow for the detection of multiple analytes with a

single platform. The work includes a brief description of a

preliminary sensor design and its operating principles, an outline

of a lumped mass analog that proves convenient for analysis and

predictive design, and preliminary experimental results, recently

obtained from a first-generation device, which verify the sensor’s

feasibility.

INTRODUCTION

Chemical and biological sensors based on microresonators are

considered viable alternatives to modern sensing systems since

they consume less power and space than their macroscale

counterparts [1-3]. Traditionally, these systems track resonance

shifts in essentially single-degree-of-freedom oscillators induced

by mass or stiffness changes. As these changes are caused by

local bonding, stress stiffening, or a similar chemical-mechanical

process, the resonance shifts, in turn, indicate the presence of a

given analyte. Existing sensors require the measurement of the

response of an individual resonator for the detection of a specific

compound, or a class of compounds. Large sensor arrays

composed of isolated microresonators can be used to broaden

detection capabilities [4], but the addition of the attendant

electronics (arising from a larger number of system outputs) adds

to the complexity of such sensors.

The present work introduces a sensor design that is intended

to couple the inherent benefits of a sensor array with those of a

SISO system. The system is realized by coupling an array of

simple microbeam resonators with slightly different natural

frequencies to a common shuttle mass, which is used for both

actuation and sensing (see Fig. 1). The benefit of this architecture

is that, due to vibration localization in the set of mistuned beams

and their coupling to the shuttle mass, frequency shifts of any of

the individual oscillators can be tracked through the response of

the shuttle mass [5]. This, in turn, allows for the detection and

identification of multiple analytes with a single platform.

The next section provides a brief description of a

representative sensor, the formulation of a lumped mass model,

and an analysis of the system response. This is followed by a

description of the results obtained from a preliminary experimental

investigation. The paper concludes with a brief discussion of

design and integration issues and a summary of planned work.

THEORY

Though the sensor described herein can be implemented in a

variety of geometrical forms, the translational design depicted in

Fig. 1 was selected as the focus of this work. This relatively

simple sensor geometry consists of a shuttle mass (SM) that is

connected to ground by folded beam supports (S) and excited by

interdigitated electrostatic comb drives (CD). Attached to the

shuttle mass are four microbeams (M), each of slightly different

length to allow for ample separation of the system’s natural

frequencies.

CD

CD

S

S

S

S

CD
CD

M

M

M

M
SM

Figure 1. A scanning electron micrograph of the sensor. The

device’s shuttle mass is labeled SM, the individual microbeams M,

the electrostatic comb drives CD, and the folded beam supports S.

The dominant direction of motion is indicated by the arrow.

Figure 2. Mass-spring-dashpot analog of the sensor depicted in

Fig. 1. Note that the comparatively larger mass M is used to

represent the shuttle mass and the smaller masses mi represent the

microbeams.

For ease of analysis it proves convenient to represent the

device depicted in Fig. 1 as an equivalent mass-spring-dashpot

system, as depicted in Fig. 2, where the shuttle mass is represented

by mass M and the microbeams by the smaller masses m1, m2, etc.

From this linear analog the system’s equations of motion are easily

determined to be

)(tFxkxczxczxmxM bb

i

ibi

i

ii

(1)

Nizkzczxczxm iiiiibiii ,,1,0 (2)
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where zi is the relative displacement of the ith subsystem given by

,,,1, Nixyz ii
(3)

cb, ci, and cbi represent equivalent linear damping coefficients

arising from various dissipation effects, and F(t) represents the

applied electrostatic force generated by the comb drives.

Assuming harmonic voltage excitation and ample device

thickness, F(t) can be approximated by

,2cos1
2

)(
2

0 t
g

nhV
tF A (4)

where 0 represents the free space permittivity, n the number of
comb fingers, g the gap between adjacent comb fingers, h the
device thickness, and VA the amplitude of the applied AC voltage.
Nondimensionalizing Eqs. (1) and (2) and redefining by translation
the dynamic variable x to remove the explicit appearance of a DC
equilibrium shift (see Eq. 4), allows the equations of motion to be
compiled into a standard matrix form given by

),(''' KXCXMX (5)

where X represents the compiled state vector, M the effective mass
matrix (incorporating inertial coupling terms), C the effective
damping matrix (incorporating dissipative coupling terms), K the

effective stiffness matrix, and ( ) the effective forcing vector,
which is sparse except for the first element. The sensor’s response
can be determined using this matrix equation through a number of

standard techniques (e.g., the impedance approach adopted in [6]).

Qualitative Frequency Response
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Figure 3. Qualitative frequency response for the sensor. Note

that the labeled resonances correspond to the following modes: (1)

A translational in-plane mode, (A, B, C, and D) modes where

energy is localized in one of the system’s microbeams.

A desirable form of the system frequency response, recovered

using an approach similar to that outlined in [6], is shown in Fig.
3. As evident, the shuttle mass’ response features a dominant low-
frequency resonance, labeled (1), corresponding to a bulk, in-plane
translational mode, and four comparatively higher-frequency (and
lower-amplitude) resonances, labeled (A), (B), (C), and (D),
corresponding to in-plane modes where the system’s energy is
largely confined to, that is, localized in, a single microbeam (as
evident from the relative resonant amplitudes of the microbeams).
Sweeping the system’s excitation frequency through the region
that contains resonances (A), (B), (C), and (D) allows for the
detection of resonance shifts, induced by mass and/or stiffness
changes in any of the individual microbeams, using solely the
measured response of the shuttle mass.

As noted above, the qualitative frequency response shown in
Fig. 3 depicts a desirable form of the system’s frequency response.
This, however, is not the qualitative response that is recovered for
arbitrarily selected system parameters. To recover the response
shown in Fig. 3, and thus to ensure proper sensor operation,
system parameters must be carefully selected. Due to the relative
simplicity of the sensor geometry presented herein, the only
system parameters pertinent for design are the system inertia ratios
(defined as the ratio between a given microbeam’s effective modal
mass and that of the shuttle), the system frequency ratios (defined
as the ratio between the fundamental natural frequency of a given
isolated microbeam and the first natural frequency of the shuttle
mass), and the amplitude of the AC voltage excitation applied to
the electrostatic comb drives. This driving amplitude is used
primarily to control the amplitude of the shuttle mass response, so
that the resonance peaks of interest are measurable, and the system
response remains linear.

Selection of the frequency ratios is used primarily to ensure
ample separation between resonances (A), (B), (C), and (D) and all
other system resonances, including those related to both in-plane
and out-of-plane modes. If these four resonances are placed too
close to the resonance corresponding to the bulk, in-plane mode
they become saturated and shifts in a given resonance become
difficult to detect. Similarly, if the resonances are too close to a
resonance corresponding to an out-of-plane mode, the resonant
amplitudes decrease and it becomes quite difficult to detect
resonance shifts using solely the shuttle mass’ amplitude response.
There must also be ample separation between each of the four
resonances, as placing the resonances too close to one another
leads to the elimination of the distinct resonance peaks, and thus
undermines detection.

Selection of the inertia ratios is used primarily to manipulate
the coupling strength, and thus, is used in conjunction with the
frequency ratios, to control the extent of localization in the

microbeams [7]. For sensing, sufficient localization is essential for
the identification of the source of a resonance shift. Since the
microbeams are coupled to the shuttle mass, mass or stiffness
changes in a single oscillator induce shifts in all of the coupled
system natural frequencies. However, if the response of the
microbeams is sufficiently localized, mass or stiffness changes in a
single oscillator induce markedly larger shifts in the resonance
associated with that particular oscillator. This allows for not only
the detection of resonance shifts using the shuttle mass response,
but also the identification of the source of the resonance shift (in
this case, the specific microbeam that induced it). By providing
selective surface chemistry on the microbeams this should allow
for rapid, and potentially automated, identification of a target
analyte or group of analytes.

EXPERIMENTAL RESULTS

The device depicted in Fig. 1 was fabricated using a standard
SOI process flow. In order to validate the feasibility of the sensor
design, mass detection was simulated by comparing the response
of the shuttle mass before and after the deposition of a small
amount of mass on the shortest (highest frequency) microbeam.
The device was placed in partial vacuum and the shuttle mass
frequency response was obtained through the use of a laser

vibrometer [8]. As shown in Fig. 4, the sensor exhibited a baseline
frequency response qualitatively compatible with that predicted in
Fig. 3, which was produced using approximate system parameters.
In particular, the experimental frequency response displayed the
predicted low-frequency resonance (1) corresponding to the bulk,
in-plane mode, two resonances (2, 3) corresponding to out-of-
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plane modes, and four predicted higher-frequency resonances (A,
B, C, and D) corresponding to the localized microbeam modes.
The localized nature of these vibration modes was verified using a
stroboscopic in-plane measurement system and video imaging.
While the resonances corresponding to the out-of-plane modes (2,
3) were not predicted using the lumped mass model developed in
the previous section, which describes only in-plane modes, it is
worth noting that these resonances had been predicted by modal
simulations performed using a commercial finite element package.
Additionally, the separation between resonance (3) and (A) was
smaller than desired, and may render resonance (A) as not useful
for sensing (These issues can be easily addressed in future
designs.).

Frequency Response for the Unloaded System
6.2 V, 275 mTorr
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Figure 4. Experimentally-obtained frequency response for the

sensor actuated with a 6.2 V AC signal in 275 mTorr pressure.

Note that the labeled resonances correspond to the following

modes: (1) Bulk in-plane mode, (2, 3) out-of-plane modes, (A, B,

C, and D) modes where energy is localized in one of the system’s

microbeams.

Figure 5. A scanning electron micrograph of the platinum patch

added to the shortest microbeam. The inset, which was used for

measurement purposes, shows a closer view. The patch is

approximately 1.57 x 5.10 x 0.22 m in size and has a mass of

about 38 pg.

Once the baseline frequency response was obtained, a
Focused Ion Beam (FIB) was used to deposit a 1.57 x 5.10 x 0.22

m platinum patch on the desired microbeam, as shown in Fig. 5.
This resulted in an approximate mass change, computed by
volume, of 38 pg. The frequency response diagrams obtained for
the sensor shuttle mass with and without the platinum mass
addition are shown in Figs. 6-8. As predicted, the mass addition
induced shifts in all of the system’s resonances. However, due to
vibration localization, the shift in resonance (D) was about 40

times that of the other peaks. Specifically, resonance (D) shifted
by approximately 124 Hz as compared to the next largest
resonance shift, which occurred in resonance (C), which was
approximately 3 Hz (see Figs. 6-8). This indicates an
experimental mass resolution of approximately 3.3 Hz/pg a value

comparable to alternative multi-analyte sensor designs [4].

Frequency Response Near Resonances A-D
12.2 V, 275 mTorr
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Figure 6. Experimentally-obtained frequency response for the

sensor actuated with a 12.2 V AC signal in 275 mTorr pressure.

Note that the added-mass loading introduces resonance shifts, the

largest of which occurs in resonance (D), which corresponds to

the localized mode of the corresponding beam. Here, and in Figs.

7 and 8, individual data points have been removed for clarity.

Frequency Response Near Resonance D
12.2 V, 275 mTorr
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Figure 7. Experimentally-obtained frequency response near

resonance (D) for the sensor actuated with a 12.2 V AC signal in

275 mTorr pressure. Note that mass loading introduces a

resonance shift of 124 Hz.

Frequency Response Near Resonance C
12.2 V, 275 mTorr
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Figure 8. Experimentally-obtained frequency response near

resonance (C) for the sensor actuated with a 12.2 V AC signal in

275 mTorr pressure. Note that mass loading introduces a

resonance shift of about 3 Hz.
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DESIGN AND INTEGRATION

While the preceding sections include brief descriptions of
some of the issues that must be considered in the course of sensor
development, it is important to briefly discuss a few others relating
to both design and integration. Foremost amongst these are sensor
metrics, in particular, mass resolution. The sensor described
herein was designed with proof of concept and not maximum
metrics in mind. A mass resolution of approximately 3.3 Hz/pg
was measured, and while this value compares favorably to other

reported values for multi-analyte resonant sensors [4], it is less
than those reported for sensors based on isolated microresonators

[2]. Device scaling will help to improve mass resolution, but
physical sensing limits and the fact that shifts in the shuttle mass
frequency response are measured, rather than shifts in isolated
microbeam resonances, dictate that the maximum attainable mass
resolution will generally be less than those of its uncoupled

counterparts [9, 10].
Another important issue to be considered in the course of

development is the method of response measurement. In this
preliminary study measurement was a secondary concern, as it had
been predetermined that a laser vibrometer would be employed to
obtain the system frequency response. The electrostatic comb
banks that were included in the original device design could be
used in conjunction with an external or integrated circuit for
measurement purposes, but the effective capacitance change the
drives yield near resonance (approximately 0.4 fF) is not of
sufficient magnitude, even if increased slightly by drive
reconfiguration, to be measured with a high degree of accuracy.
As such, future designs would likely benefit from the inclusion of
piezoelectric or magnetomotive drive and/or sensing mechanisms,
as the voltage signals induced from material strain or emf effects
should be easier to measure using standard external or integrated
circuitry.

Another issue that must be considered in the course of design
and development is the actual sensor environment. As detailed in
the preceding section, all of the experimental results described
herein were obtained for a device in partial vacuum. This was
done since the resonances were not sufficiently prominent at 1
atm, due to the small Q values associated with the resonance peaks
of interest. While a low pressure environment may be suitable for
some sensing activities, the vast majority will require that the
device operate in ambient pressure conditions. Geometrical
reconfiguration of the in-plane device and device scaling may well
be sufficient to allow for this, as fluid pumping between the
microbeams and the sidewalls of the substrate is believed to be a
large source of dissipation in the present design. Alternative
geometries (e.g. in-plane torsional geometries) and phase response
analysis, two issues currently being explored, may also aid sensing
at 1 atm.

CONCLUSION

This work details a novel, single input – single output (SISO)
resonant microsensor that exploits vibration localization in a
coupled array of microbeams to allow for the detection of multiple
analytes with a single device. It was shown that a linear lumped
mass model for the sensor proves sufficient for both analysis and
predictive design. A preliminary device design based on these
ideas was fabricated and tested using a simulated added mass. The
device was experimentally determined to have a mass resolution of
approximately 3.3 Hz/pg, a value comparable to those reported for
other multi-analyte resonant microsensors, yet less than those
values reported for sensors based on isolated microresonators.

While the results of this preliminary study are believed to be a
positive indication of the sensor’s feasibility, a number of issues
still must be considered, most notably, improving the sensor mass
resolution, introducing a more robust measurement method,
integrating the sensor with a circuit capable of measuring shifts in
each of the shuttle mass resonances, and determining
configurations that result in higher Q values. These issues, along
with a number of others pertinent to development, are currently
under consideration.
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ABSTRACT

Electrowetting on dielectric is a promising technology for

variable focus liquid microlens. When an electrical field is applied

across a liquid droplet and a dielectric layer, the contact angle of

the liquid can be tuned with different applied voltages. Therefore,

the focal length of a microlens would vary by simply applying an

electrical field without any moving mechanical components. In

this paper, we demonstrate that the dielectric structure of the lens

can be made of SU-8. The tapered SU-8 structure, obtained by UV

overexposure, confines the droplet and provides the droplet-

centering mechanism. SU-8 has high dielectric constant and is

suitable as a dielectric layer in electrowetting. The measured

contact angle change of the water droplet matches the Lippmann-

Young equation. It is shown that by choosing two similar-density

liquids, the effect of gravity and mechanical vibration can be

minimized. The working microlens is demonstrated using the

images of numbers and laser beam focusing.

INTRODUCTION

Tunable microlenses, with variable focal length, have

attracted significant interest in optical and biomedical applications

[1-6]. Such microlenses do not require any mechanical moving

parts. An attractive technology for tunable microlenses is

Electrowetting on Dielectric (EWOD). In EWOD, the surface

energy of a liquid droplet on a dielectric layer is modified by

application of an electric field. Consequently, the droplet's contact

angle can change, which results in droplet shape change, and

therefore change of focal length. Microlenses using EWOD with

metal or glass structure have been applied in the design of

miniaturized optical systems, such as mini-cameras for portable

electronic devices [7-9]. However, such technologies are not easily

integrated into microsystems. Electrowetting microlenses have

also been microfabricated on silicon substrates [10]. Due to the

square shape of etched silicon holes, however, the optical

performance of such microlenses is limited.

SU-8 is a photosensitive material commonly used to form

thick, high aspect ratio polymeric microstructures with vertical

sidewalls. Due to the thickness of a SU-8 layer, the exposure

dosages are different at the top and at the bottom of the layer [11].

A SU-8 structure with a smooth sidewall at a certain angle can be

achieved by UV overexposure. Since SU-8 is an epoxy-based

negative-tone photoresist, the hole developed after exposure tends

to be smaller at the top than at the bottom. SU-8 has favorable

mechanical properties, high thermal stability, and high dielectric

constant. Therefore, SU-8 is not only suitable as the structure but

also as a dielectric material in the liquid lens using EWOD.

In this paper, we demonstrate a variable focus microlens

consisting of two immiscible liquids on a tapered SU-8 structure.

The densities of the liquids are chosen to be close to each other.

The light-weight, tapered SU-8 structure provides the confining

and centering mechanism for the liquids. We use images of

numbers positioned under the microlens and the focusing of a

laser beam at different applied voltages to demonstrate operation

of the microlens.

PRINCIPLE OF OPERATION

The contact angle of a liquid droplet on a planar solid

substrate can be expressed by Young’s equation:

SLSGLG )cos( , (1)

where denotes the interfacial energy between two media, S

denotes the substrate, L denotes the droplet, and G denotes the

surrounding medium. is the contact angle of the droplet on the

substrate.

The relationship between the applied voltage and the surface

tension of a droplet on a dielectric surface can be expressed by the

Lippmann equation,

20
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where 0 is the surface tension of the solid-liquid surface interface

at zero voltage, and 0 are the permittivities of the dielectric layer

and vacuum respectively, d is the thickness of dielectric layer, and

V is the voltage applied across the dielectric layer. Consequently,

Young’s equation is extended, resulting in the Lippmann-Young

equation where the contact angle change is then given by

20
0)cos()cos( V

dLG

. (3)

The contact angle of a droplet without application of a voltage is

given by 0. From the Lippmann-Young equation, it is obvious

that a lower voltage is needed to change contact angle with a

thinner dielectric layer. It should be noted that the saturation of

contact angle is not considered in the equations.

CHARACTERIZATION OF SU-8 LAYER

SU-8 (2000 series, Microchem Corp., USA) is an epoxy-

based photoresist suitable for making high aspect ratio structures

and is a dielectric material. We test the dielectric properties of

SU-8 by measuring the contact angle of a water droplet. First, a

5 m thick SU-8 layer is spin-coated on a gold-plated substrate.

After pre-baking at 65°C and 95°C for one minute each, UV
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0-9640024-6-9/hh2006/$20©2006TRF 256 Hilton Head Island, South Carolina, June 4-8, 2006



exposure is performed for 50 seconds (3.0 mW/cm2 at 365nm).

Then the SU-8 layer is post-baked on a hotplate at 65°C and 95°C

for one minute each and cooled down on the hotplate to room

temperature. A 300nm thick Teflon layer (AF1601S, Dupont) is

coated on top of the SU-8 by spinning and serves as a hydrophobic

layer. A drop (~ 5 L) of de-ionized (DI) water (resisitivity ~ 17

M -cm) is placed on the hydrophobic surface. A DC voltage is

applied with micro-probes between the bottom gold electrode and

the liquid. Figure 1.(a) shows the water contact angle without the

application of voltage, while Figure 1.(b) shows the change of

contact angle at 140 V.

(a) 0 V (b) 140 V

Figure 1. Change of the contact angle of water on SU-8 substrate.

The contact angle is measured by taking a picture of the

droplet using a CCD camera through a microscope. The initial

contact angle of 115° with 0 V is measured. Figure 2 shows the

contact angle change with various applied voltages. Saturation of

contact angle is observed after 160 V, which is not shown in

Figure 2. The dielectric constants of SU-8 and Teflon used in the

calculation are 3 and 1.9, respectively. The solid line is the

theoretical calculation based on the Lippmann-Young Equation.

The black dots are the experimental measurements. SU-8

photoresist is a defect-free dielectric material layer.

Figure 2. Voltage vs. Contact angle

DESIGN OF MICROLENS

The schematic view of the variable focus lens is illustrated in

Figure 3. The SU-8 structure is patterned on a glass substrate to

form the cavity of the microlens. The angular sidewall provides

the drop-centering confining mechanism to keep the optical axis in

position. Meanwhile, the angular sidewall is needed for the follow-

on metal deposition and spin-coating steps. The metal layer is

deposited on top of the SU-8 structure as an electrode in EWOD.

The metal on the bottom of the glass is removed to open a window

for light to pass through. Another SU-8 and Teflon layer are spin-

coated as the dielectric and hydrophobic layer for EWOD,

respectively. The lens consists of a non-polar liquid, silicone oil

(T11, Gelest, Inc.), and water. The density of silicone oil is 0.94

g/cm3 and the index of refraction is 1.4. The densities of the two

liquids are chosen to be close to each other in order to minimize

the effects of gravity or mechanical vibrations. The cover glass

with an indium tin oxide (ITO) electrode is coated by a layer of

Teflon, and positioned over the bottom substrate structure filled

with oil and water. The ITO layer is used as the counter-electrode

in electrowetting. Non-conductive epoxy is then manually applied

around the perimeter of the substrate stack to seal off the liquid

lens.

Figure 3. Schematic view of the variable focus microlens.

EFFECTS OF UV OVEREXPOSURE

A smooth sidewall on the SU-8 structure is needed for the

follow-on thin dielectric SU-8 and hydrophobic Teflon coatings by

spinning. We use backside exposure of a double-layered SU-8

through a 1mm thick glass microslide to form angular SU-8

sidewalls. The tapered SU-8 structure is achieved by over-

exposure with conventional UV mask and contact printing

technology. The mask pattern is a ring with inner diameter of 3mm

and outer diameter of 8mm. The UV exposure is performed with a

broadband UV system. A layer of 2-micrometer thick SU-8 is first

spun on a glass microslide as the adhesive layer for the follow-on

thick SU-8 layer. 700-micrometer thickness is obtained by

spinning two layers of SU-8 2100. The baking process is described

in the following section. Different exposure times are performed

and the fabrication results after 20-minute development are shown

in Figure 4.

(a) 2 minutes (b) 10 minutes

(c) 15 minutes (d) 30 minutes

Figure 4. Profile of SU-8 sidewall with different exposure times.

Glass SU-8 Metal

Teflon ITO

Water

Oil
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The SU-8 structure with 2-minute exposure time shows a

vertical sidewall profile, while it shows a smooth angular sidewall

with 30-minute exposure time. Longer exposure time results in a

smoother sidewall. Therefore, 30-minute exposure time with our

broadband UV system is chosen for all microlens fabrication in

order to get smooth sidewalls on SU-8 structures.

FABRICATION

Microlens fabrication starts with the fabrication of the bottom

substrate which is capped by a glass with an ITO electrode after

filling with two immiscible liquids. The fabrication process of the

bottom substrate is illustrated in Figure 5. First, a 2-micrometer

thick SU-8 layer is spun on a 1mm thick glass substrate to form an

adhesive layer for the follow-on thick SU-8 coating. The thin SU-8

layer is pre-baked at 65°C and 95°C for one minute each and

cooled down to room temperature on a hotplate. A 550-micrometer

thick SU-8 layer is achieved by spinning two SU-8 layers. Both

layers are pre-baked at 65°C for 30 minutes and at 95°C for 4

hours on a hotplate separately. In all follow-on steps, a slow

heating and cooling processes are required to avoid cracking of the

thick SU-8 layer. A broadband UV system is used to over-expose

the SU-8 from the backside of the glass for 30 minutes (5220 mJ /

cm2 at 365nm). The whole substrate is then post-baked at 65°C

and 95°C for 30 minutes and 1 hour, respectively. A SU-8

structure with smooth angular sidewalls is created after

development for 20 minutes in the SU-8 developer (PGMEA,

Microchem Corp. USA).

Figure 5. Fabrication process of bottom substrate.

10nm thick titanium and 200nm thick gold layers are then

deposited by electron beam evaporation. The temperature of the

substrates during electron beam evaporation is around 66°C. The

metallic layers are then patterned to open a window on top of the

glass substrate. Another 2-micrometer thick SU-8 layer is spun on

top of the metallic layers as a dielectric layer. The pre-bake

process takes place at 65°C for 1 minute and 95°C for 5 minutes in

an oven. The dielectric SU-8 layer is cross-linked by UV exposure

for 50 seconds. The post-bake is performed at 65°C for 1 minute

and 95°C for 5 minutes. Finally, a 300nm hydrophobic Teflon

layer is applied. The Teflon layer is baked at 90°C for one hour

and cooled down to room temperature in an oven. This completes

the formation of the bottom substrate structure. The tapered SU-8

structure is shown in Figure 6. The outer diameter of the SU-8

structure is 8 mm at the top while the diameter at the bottom is 9.5

mm. The inner diameter of SU-8 cavity is 3 mm at the top and 1.5

mm at the bottom. The diameter of aperture of the lens is 1 mm.

The angle of the sidewall is measured as 36 degrees, and is shown

in Figure 7. A top cover glass plate with ITO electrode is spin-

coated with a 300nm Teflon layer. Silicone oil and DI water are

the two liquids used for the lens and are manually placed inside the

SU-8 cavity. After filling the liquids in the cavity, the device is

sealed around its perimeter by epoxy.

Figure 6. Tapered SU-8 structure

Figure 7. Angle of sidewall of the SU-8 structure

MICROLENS DEMONSTRATION

The demonstration of the working microlens is performed by

taking the image of numbers (‘3’ and ‘4’) printed on paper and

positioned under the device. The images are captured through a

microscope. The microscope is first focused on the numbers under

the device with no applied voltage. Then different voltages are

applied to the microlens device and the images of the numbers are

captured with the microscope camera. In Figure 8, the images of

numbers at 0 V and 60 V are shown. From the images with 60 V

applied, the defocused numbers can be clearly observed.

Another demonstration of the working device is performed by

taking the image of a laser beam. A collimated He-Ne laser beam

is passed through a pin hole of 1mm in diameter. The laser beam

then passes through the microlens from the water side. A reflective

surface is placed at the focal plane of the microlens when the

7. Spin coat Teflon

1. Coat thick SU-8 on

glass substrate

2. UV overexposure

from backside

3. Develop SU-8

4. Evaporate metal on

top of SU-8

5. Pattern metal

6. Spin coat thin SU-8

Glass SU-8

Metal Teflon
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applied voltage is zero and the image is taken by a camera. Images

are then taken when the different voltages are applied. The images

of the laser beam at 0 V and 60 V are shown in Figure 9. It is

observed that the laser beam expands uniformly across the beam

width when the voltage is applied to the microlens, thus proving

uniformity of the lens shape.

0 Volt 60 Volts

Figure 8. Images (number '3' and '4') captured at 0 V and 60

V applied to the microlens.

0 Volt 60 Volts

Figure 9. Images of a laser beam passing through the

microlens with 0 V and 60 V applied.

CONCLUSIONS

A variable focus microlens based on EWOD on a tapered SU-

8 structure has been demonstrated. Images of printed numbers

positioned under the microlens and the focusing of a laser beam

passing through the microlens at different applied voltage levels

successfully demonstrate a working device. Using SU-8

photoresist as a structural material, a wide range of sizes of

microlenses can be fabricated. In addition, the SU-8 structures are

easily integrated into other microsystems.
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ABSTRACT

A resonant long-wavelength infrared (LWIR) absorption filter
for thermal detectors is proposed and demonstrated. The filter
operates not by transmitting light like a typical Fabry-Perot, but
rather by coupling light in a small wavelength region into one
mirror where it dissipates and heats the thermal detector plate. The
top plate, or mirror, is movable and can be continuously tuned to
have a resonance from 8.7 to 11.1µm using electrostatic actuation
with 0-42V applied voltage. Since LWIR features are often very
course compared to those in the visible, the widths of the tuned
resonances are about 1.5µm. At an actuation voltage of 45V, the
filter switches into a broadband mode with an absorption width of
2.83µm to enhance sensitivity for scenes with few photons and
little spectral information. The switching time between the modes
is about 100µsec and the settling time about 400-700µsec. Both
times are readily compatible with standard microbolometer frame
times.

INTRODUCTION

Microfabricated optical cavities are used in a variety of
spectrally sensitive devices in the visible, ultraviolet, and near-IR.
Currently, telecommunications is probably the biggest application
areas, where they are used for resonant cavity-enhanced (RCE)
photodetectors [1, 2], micro machined tunable detectors [3, 4], and
wavelength-division multiplexing systems (WDM) [5, 6], among
others. In the middle wavelength infrared (MWIR) and LWIR
regions, the fabrication of Fabry-Perot filters are more complex
because the optical materials must be infrared-compatible and the
layer thicknesses must be larger [7-10].

Despite these successes, it is very difficult to build filters for
uncooled LWIR thermal detectors, which has limited previous
researchers to demonstrations of discretely tunable 2- or 3-color
thermal detectors [11-13], rather than continuously tunable ones.
The problem originates with the thermal isolation of the uncooled
detector itself. Integrating a tunable Fabry-Perot cavity above a
detector will create three air gaps, or 2 air gaps if one places the
thermal detector layer inside the cavity. Multiple air gaps mean
that there are multiple optical cavities, which may couple together
to cause unwanted spectral artifacts and limited tuning.

To negate these problems, we present a single air-gap coupled
absorption filter for thermal detectors using a micromachined
weakly absorbing top mirror. Instead of filtering in transmission as
a standard Fabry-Perot, these devices couple incident radiation
into their own top plate, which serves as mirror, absorber, and
thermistor all at once. The devices can be continuously tuned, and
a tuning range from 8.7 to 11.1µm with 0-42V of actuation voltage
is demonstrated in this work. Additionally, the devices can also be
actuated to a broadband mode at 45V where the resonance width is
increased to 2.83µm. This mode is used to enhance its sensitivity
in presence of low-light signals with less spectral information.
Experiments have shown that the devices have switching times of

about 100µsec and settling times of about 400-700µsec, making
them compatible with focal plane array frame rates.

DESIGN

The concepts in this paper apply to all thermal detectors, but
in this work, they are demonstrated using a microbolometer.
Figure 1 shows a diagram of the microbolometer cavity. The IR
absorbing material is deposited on the top of the upper plate of
germanium (Ge). A thin layer of chromium (Cr) is chosen as the
absorber because it is convenient for deposition and it has the most
desirable optical constants of common metals. A key characteristic
of Cr is that it produces a reasonably symmetric resonance with
respect to wavelength. The bottom mirror is a modified quarter-
wave distributed Bragg reflector (DBR), composed of Ge and zinc
sulfide (ZnS) on the top of an evaporated gold/chromium (Au/Cr)
reflector with reflectivity centered around 10µm.

Figure 1. Conceptual diagram of a tunable absorption filter for
LWIR microbolometers. The primary actuation electrodes are on
the support beams and substrate to delay snap-through and
enhance tuning range.

The filter works in two modes. One is broadband IR
reflection/absorption detection mode that is designed to maximize
the thermal light absorbed. In this mode, a 45V actuation voltage
pulls the top plate near the bottom mirror, creating a very small
gap (<< /10). The top mirror itself does not touch the DBR mirror
but instead the beam supports make contact so as not to thermally
short the device. Although the contact area has not been measured
in these devices yet, it is desirable to design the top movable
structure such that the contact area is small enough to not affect
the thermal performance [14].

The other mode is a reflection/absorption narrowband
detection mode, achieved by using 0-42V actuation voltage to
electronically control the air-gap over a distance of 4.3 to 6.4µm.
The position of the absorption resonance is continuously tuned,
and a sharper resonance is obtained with the non-zero air gap. This
mode can be used to recognize objects with subtle differences in

IR absorber
Bottom mirror

Top sensing plate

Actuation electrodes
Insulation layer
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emissivity spectrum, which are difficult to identify using standard
bolometers [15]. Although this paper only describes single
devices, the design is compatible for use with a read-out integrated
circuit (ROIC) beneath the bottom mirror, which would have the
ability to control individual pixels in an array.

The top mirror is designed to have low thermal mass so that
the thermal response time is small in the final detector. The
resonance width (about 1.5µm in proposed device) matches many
coarse spectral features in LWIR. An optimization program based
on transmission matrix simulations [16] is used to optimize the
layer structure. The optimized results are listed in Table 1.

Table.1 Layer structure of the experimental devices in this study.
(The optical constants of these materials have been taken from
Palik [17].)

Material Thickness n k

Cr 18 Å 11.8 29.8

Ge 0.6292 µm 4 0

Air gap 3.7-6.8 µm 1 0

Ge 0.1480 µm 4 0

ZnS 0.5557 µm 2.2 0

Ge 0.2456 µm 4 0

ZnS 0.5597 µm 2.2 0

Au 0.50 µm 12.24 54.7

Cr 300 Å 11.8 29.8

Si substrate … 3.42 …

EXPERIMENTAL DETAILS

The fabrication of LWIR absorption filters differs from many
micromachining processes because of the unusual IR optical
materials. The fabrication procedure is illustrated in Figure 2.

First, a silicon nitride layer is deposited with low-pressure
chemical vapor (LPCVD) on a four inch n-type (100) silicon
wafer. To enhance the bottom mirror reflectivity, a layer of Au
with a seed layer of Cr is then evaporated on the nitride open
areas, followed by two Ge/ZnS quarter-wave pairs (for ~10µm)
deposited via RF magnetron sputtering. The quarter-wave layers
are patterned to form bottom mirrors. The deposition properties of
the Ge and ZnS are adjusted to get consistently low-stress films
and acceptably fast deposition rates. CF4 and H2 plasma are used
to dry etch the Ge and ZnS layers respectively. After completing
the substrate reflector, Au and Cr layers are deposited to form the
electrode lines that surround the bottom mirrors. A sacrificial layer
of SiO2 with nominal thickness of 6.8µm is then deposited, which
will later form the air gap. A polyimide sacrificial etch was
originally attempted and abandoned later because it required a
pure-oxygen etch-release that caused too many defects in the
optical films. After patterning the anchor holes for the supports,
the top-plate structural Ge layer is sputtered, followed by a thin
evaporated Cr metal (patterned using lift-off) for absorption. Next,
Au and Cr films are evaporated along the supporting beams and
bonding pads to provide electrical contacts to the top plate for
actuation. Finally, the devices are released in a diluted buffered
oxide etchant and dried with a critical point dryer to prevent
stiction.

Grow and pattern LPCVD
Si3N4 insulation layer

Deposit and pattern
bottom mirror

Evaporate bottom actuation
electrodes Au/Cr

Grow and pattern PECVD
SiO2 sacrificial layer

Sputter Ge top plate

Evaporate top actuation
electrodes

Evaporate Cr for IR
absorption

Release device

Si
Si3N4

Cr
PSG

Au/Cr
Ge Ge/ZnS DBR /Au/Cr

Figure2. Process flow for the LWIR wavelength tunable
microbolometer filter.

Figure 3. SEM image of a device after etch release. The top plate
is 100 by 100µm and is supported by two 150 by 5µm beams.
Au/Cr has been evaporated on the beams and anchors for
actuation. The two structures to the left and right are bonding
pads for later testing.

Figure 3 shows a SEM micrograph of a typical finished filter
pixel. The top plate flatness deviation is less than /16 of the
design wavelength ( ~10µm). The temperature during fabrication
(after finishing the initial silicon nitride insulation layer) does not
exceed 200oC, making the process compatible with read-out
integrated circuits (ROIC) beneath the bottom mirror.
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MEASUREMENTS AND SIMULATION

The areas of the filters varied from 25x25µm2 to
120x120µm2. The measured resistance of the top plates is about
35K at room temperature. The Cr/Ge plate has a temperature-
sensitive resistance with a coefficient of approximately 0.07%/K.

A spectrum simulation, which incorporates the fabricated
structure thickness and the mirror profile parameters measured by
a Zygo interferometric microscope, has been carried out in to
determine the air gap spacings that correspond to each wavelength.
Figure 4 shows the evolution of the reflected peaks at different air
gaps. Note that since there is no transmission, the absorption
spectrum is 1-R. Also, the simulation indicates that nearly all light
absorption happens within the top Cr layer on the device, which is
necessary for efficient thermal detection.
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Figure 4. Spectral simulation of the experimental devices. This
simulation includes the layer structure of Table 1 and a small
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Figure 5. FTIR measurement of the relative reflectance spectra of
a 120 by 120µm square filter. As the applied voltage is varied
from 0-42V, the narrowband resonance shifts from 11.1µm to
8.7µm. A broadband resonance centered at 11.3µm is created
when the voltage is increased to 45V.

The relative reflectance of the 120x120µm2 prototype is
measured using a Nicolet Magna 750 Fourier Transform Infrared
Spectroscopy (FTIR) system with microscope attachment. The
filter does not transmit measurable light through the substrate.
During the FTIR measurement, a voltage is applied on the
supporting arms and the surrounding electrodes beneath the arms
using a Keithley 230 Programmable Voltage Source. Changing the
voltage level shifts the interference peak, enabling continuous

tuning. The voltage-wavelength relationship is stable and shows no
hysteresis.

The measured spectrum matches well with simulation and
clearly illustrates that the filter has wide continuous tunability.
Specifically, the devices are tunable from 8.7 to 11.1µm using 0-
42V of actuation voltage. A broadband absorption mode is reached
at 45V, where the resonance full-width-at-half-maximum
(FWHM) increases to 2.83µm, compared with approximately
1.5µm in the narrowband operation range. The switching between
these two modes is emphasized in Figure 6.
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Figure 6. The resonance FWHM versus actuation voltage for the
same device tested in Figure 5. The FWHM changes by
approximately 87% between the tuning and broadband modes. The
switch is reversible and occurs at about 45V.

To study the transient response of the filter at the onset of
actuation, a position sensitive detector (PSD) is used to capture
the movement of the top filter plate under a square-wave
actuation voltage. The voltage pulse and the output of PSD are
measured simultaneously using a digital oscilloscope. The
slowest devices are those with the biggest plates, having
dimensions of 120 by 120µm. Figure 7 shows a rise time of
110µsec with a settling time about 466µsec, and a fall time of
96µsec with a settling time of 672µsec respectively. These
transients are easily compatible with microbolometer thermal
time constants, which are usually in the range of 5-20ms.
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Figure 7. A typical transient response of the devices with plates of
size 120 x 120µm. The plates are supported by two beams with
lateral size of 100 by 5µm and actuated by a 30V square wave
voltage pulse.
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CONCLUSIONS

The electrostatic actuation and optical response of a
wavelength tunable absorption filter for thermal detectors has been
presented. The filter operates by coupling light over small band of
wavelengths into its top mirror, which doubles as the detector plate
of a microbolometer. Narrowband tuning from 8.7 to 11.1µm is
obtained by varying the actuation voltage from 0 to 42V, and a
broadband mode is obtained at 45V. Optical characterization has
confirmed a good agreement between numerical simulations and
experimental results in terms of resonances position and
displacement. However, non-ideal features of the fabricated filter
can be observed in the broadening and the decreasing amplitude of
the reflected peaks.
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ADHESION AND FRICTION MEASUREMENT METHOD FOR

A MEMS PROBE ARRRAY
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ABSTRACT

This paper presents a unique method for measuring the
adhesion and friction forces between a MEMS probe tip array and
a sample surface. The method includes capability to measure the
dependence of stiction and friction with varying normal force,
humidity, surface materials, and rest time. A differential laser

Doppler vibrometer (LDV) is used to measure the relative velocity
between an unconstrained sample and the probe tips (20nm radius
of curvature). By removing lateral constraints, only frictional
forces act in the direction of relative motion. We present
preliminary results comparing the adhesion forces to the normal
force and examining time dependence of adhesion. No-load
adhesive forces (6-20nN per probe tip), coefficients of static
friction (0.4-0.56), and trends in time dependence are compared to

previous findings indicating that valid results are obtained with this
method.

INTRODUCTION

Adhesion and friction forces are present any time two
surfaces contact each other. Advancing technology in micro-
devices has led to several applications in which the movement of
one surface over another is required. Applications involving probe
arrays are being investigated for use in data storage [1], parallel
imaging [2], and biological analysis [3]. Other applications where
adhesion and friction play dominant roles include scanning probe

microscopy [4], micro-motors and gears [5], and contacting stops
of micro-mirrors [6]. Several studies have shown that the adhesive
and friction forces depend on the normal force between the
surfaces, the contact area, and the relative humidity [4-10].
Understanding the effects of these conditions on micro-scale
adhesion and friction can lead to increased control of movement,
knowledge of forces required for actuators, and investigation of
failure mechanisms such as wear.

MICRO AND NANO SCALE FRICTION

Micro devices concentrate contact to a single asperity or

controlled locations of asperities. Due to high surface area to
volume ratios van der Waals forces, electrostatic forces, and
capillary forces dominate over inertial and gravitational forces [8].
At this scale, interfacial friction can be described by

NASF c += .

The N term is the traditional Amontons’ formulation for macro-
scale friction, and the Sc A term represents the dependence on the
contact area between the surfaces. Here Sc is the critical shear
stress between the two layers [9]. Other sources suggest adhesion

forces are also strongly dependent on meniscus bridges that form
in the presence of humidity at contacting surfaces [7-9].

Wear resulting from friction and adhesion is an issue for
MEMS applications such as data storage [1,11]. Tip wear depends
on the material properties of the contacting surfaces and the normal
loads between them [11].

Figure 1. Schematic of measurement setup. The unconstrained

sample media sits on top of an array of probe tips that are

located at the end of cantilevers. Acceleration of the stage

creates lateral friction forces that act on the sample media at

the probe tips.

Methods used for measuring friction on the micro-scale
generally involve a form of scanning probe microscopy including
atomic force microscopy (AFM), friction force microscopy (FFM),
scanning tunneling microscopy (STM) [4], or surface force
apparatus (SFA)[12]. Scanning methods monitor the reactions of a
cantilever as a probe tip is moved over a surface. SFA involves
measuring adhesive forces by contacting a probe to a surface and

measuring the force required to pull the probe from the surface.
These methods have been used to characterize friction in several
varying conditions including velocity, relative humidity, normal
load, contact area, and behavior over asperities [8-10]. The results
from these experimental methods depend on precise calibration of
piezoelectric actuators used to provide the force for the scanning
and accurate characterization of the cantilevers [8].

We developed a unique method to characterize the scale

dependent adhesion and friction effects between a MEMS probe
tip array and a sample surface. This technique provides flexibility
to vary the effective normal force, ambient humidity, contact
media, and time intervals between actuated motions, allowing
accurate characterization of these effects on friction. The
experimental setup eliminates unknown reaction forces associated
with scanning a cantilever over a fixed surface and the necessary
calibrations required by other friction measurement methods. The

system shown in Figure 1 isolates adhesion and friction forces by
reducing the forces that act on the sample to the normal force at the
probe tips, the sample’s weight do to gravity, and the lateral
friction forces.

EXPERIMENTAL SETUP

Adhesion and friction forces are measured between an array
of probe tips pointing upward and a flat sample media that is free
to move on top of the tips (Figure 1). The single crystal silicon
(SCS) probe tips are located at the end of silicon cantilevers. A
pre-stressed nitride layer causes the cantilevers to bend upwards
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a)
1 mm b) 1 mm

c) 5 m
d) 1 m

Figure 2. (a) SEM images of probe array with stainless steel

fence, (b) the 2mm x 2mm X 380 m sample media on top of the

array, (c) pre-stressed cantilevers bent up 1-3 m, and (d) the

oxidation sharpened probe tips (~20nm radius of curvature).

providing a 1-3 m gap between the sample and the substrate
(Figure 2a-c). Variations in the amount the cantilevers are bent up
and differences in the tip heights are compensated for by the

compliance of the individual cantilevers. Uniform contact between
the sample surface and the probe tips is achieved as the cantilevers
deflect due to the weight of the sample. At this scale, surface
forces dominate over any small variations in normal force present
at each probe tip. The complete array contains 1600 (40x40 array)
probe tips that are oxidation sharpened to have a nominal radius of
curvature of 20nm (Figure 2d). The array spans an area of 1.6mm x
1.6mm. The sample media is a SCS chip (2mm x 2mm x 380 m)

that is placed on top of the probe tips (Figure 2b).
The array of cantilevers is rigidly fixed to a horizontal shaker

by gluing the array to a stainless steel fence (Figure 2a,b). This
fence fixes the array to the shaker stage, constrains the sample to
remain above the probe array, and allows an optical path to the
sample’s edge for vibrometer measurements. The cantilever
orientation can be set to point in the direction of acceleration
(axial) or perpendicular to the acceleration (transverse). The shaker
is capable of producing horizontal accelerations (> 40 m/s2) more

than sufficient to overcome the stiction forces. An accelerometer
mounted to the stage shown in Figure 3 measures the motion of the
shaker.

A differential laser Doppler vibrometer (LDV) focused on
the shaker stage and on the edge of the silicon sample measures the
relative motion of the sample and the probe array (Figure 1,3). The
sample will remain fixed to the probe array until the lateral force of
the shaker overcomes the stiction force. Dynamic friction governs

the subsequent relative motion.
The experimental setup shown in Figure 3 includes a nozzle

that is calibrated to vary the normal force between the probes and
the sample and an environmental chamber to vary the ambient
relative humidity. An equivalent normal force between the probe
tips and the sample can be varied between 30 and 250 N using a
pressure transducer to control the flow rate of nitrogen through the
vertically oriented nozzle (Figure 3). The set-point pressure to

equivalent mass conversion is calibrated by positioning the nozzle
over a microbalance (Figure 4). An exponential equation is fit to
the calibration data for finding intermediate equivalent masses.
The effective normal force is the product of gravity and the sum of
the sample mass and the equivalent mass. The dependence of
stiction and friction on normal force is obtained by measuring the
relative motion while varying the pressure applied to the top of the
sample.

Figure 3. Overall schematic of friction test setup. LDV lasers are

focused on a mirror attached to the shaker and on the edge of the

sample media resting on top of the probe tips. A nozzle is located

directly above the sample media to provide a calibrated additional

normal force to the sample media (30-250 N). An environmental

chamber surrounds the entire setup providing relative humidity

control between 0.5 and 75% RH.

Previous studies have shown a strong dependence of friction
characteristics on ambient humidity [4-10]. An environmental
chamber encloses the shaker’s stage to control the humidity at the

contact points. Adjusting the flow rate of nitrogen over a water
surface in a bubbler controls the relative humidity. The nozzle
described above is also equipped with vacuum to lift the sample
off the probe tips. This was done when humidity was changed to
ensure uniform distribution of humidity between the probe tips and
the sample. A hygrometer on the outlet line measures the relative
humidity inside the chamber. Values of relative humidity between
0.5% and 75% were obtained using this method.

Additional flexibilities of this measurement method include
the ability to quantify the time dependence of stiction and to vary
the materials being examined. A custom actuation waveform was
applied to the shaker to examine rest time effects (Figure 5b). By
varying the time between impulse events (50-500ms) within the
waveform and the time between triggering the waveform (30s –
10min), the characteristics of the time dependence can be
determined. Although not performed in these experiments, the

sample media can be coated with various materials including
polymers or thin films to measure the friction characteristics of
these materials. In addition, thin films can be grown on the probe
tips for friction characterization between two desired materials.

Figure 4. Equivalent mass calibration for the pressure controlled

nozzle. An exponential fit was applied to determine intermediate

equivalent mass values.
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EXPERIMENTAL METHODS

Verification that the sample is in uniform contact with the

probe tips is done by analyzing the vertical deflection of the
sample when hit with a burst of pressure. The differential LDV
measures the vertical displacement of the sample and the pressure
transducer gives data on the amount of pressure applied.
Comparing the force-deflection curves gives the spring constant of
the array. Consistent spring constants at each of the four corners of
the sample indicate that uniform tip contact has been achieved.

Two forms of shaker actuation are used in the experiments.

The first method involves a continuously oscillating acceleration
that steadily increases in magnitude (Figure 5a). Relative motion of
the sample to the probe array occurs when the acceleration exceeds
the critical force needed to overcome stiction. After this release,
the dynamic friction at the probe tips governs the motion of the
sample. A major disadvantage of this method is that it involves a
high travel distance between the sample and the tips that contribute
to wearing of the tips and changes in the behavior of friction.

The second actuation method applies several bursts of

acceleration sufficient in magnitude to overcome stiction. This
method removes the hysteresis effects of stiction on time by
accelerating the probe array twice in the same direction (pulses 2
and 3 in Figure 5b). It also reduces the travel distance between the
two surfaces to minimize wear and allows adjustment of the time
between pulses to examine the time dependence of stiction.

a)

b)

400 ms

0.38s

Figure 5. Continuous (a) and pulsed (b) actuation waveforms

are plotted with the characteristic output from the differential

LDV. The bias of movement in (a) is due to the axial

orientation of the cantilevers (cantilevers point in same

direction as acceleration). This bias is removed by rotating the

cantilevers 90°. A rest time of 400ms is shown in (b).

RESULTS

Preliminary results were obtained for various samples

involving a single crystal silicon (SCS) sample in contact with SCS
probe tips. Figures 6 and 7 show the normal load dependence of
adhesion. The results in Figure 6 compare the two different
actuation methods using two different probe arrays.

Figure 6. Dependence of stiction on normal force. Force values

represent the force over the complete array of 1600 probe tips.

The slope of the lines in the plot above gives the coefficient

of static friction. With a linear fit to the data, a static coefficient of
0.40 to 0.56 is found for the silicon surface sliding over the probe
array. These values are consistent with the microscale friction
coefficients of 0.45-0.50 for Si(100) reported by Tambe and
Bhushan [7]. As the normal load approaches zero, JKR theory
predicts a non-zero stiction force [9]. This no-load adhesive force
is purely dependent on the surface area of the two contacting
surfaces. Extrapolating the data shown in Figure 6 to zero normal
force gives no-load adhesive forces of 6-20nN per cantilever tip

(20nm radius of curvature). These values correspond well with the
adhesive forces of 50nN reported for a 30-50nm radius of
curvature tip [8,10].

Axial
0°

Transverse
90°

Acceleration

Cantilever Orientation

Figure 7. Effect of orientation of cantilevers on stiction force

with pulsed actuation. Rotating the cantilevers 90° produces

higher friction forces at higher loads. The forces are distributed

over the array of 1600 probe tips.
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Figure 7 shows the effect of the orientation of the cantilevers
with respect to the direction of acceleration. When the cantilevers
point in the same direction as the acceleration (axial), there is a
slight bias between the stiction forces in one direction (Figure 5a).
When the cantilevers are oriented perpendicular to the acceleration

(transverse), this bias is removed, and the friction forces are shown
to increase.

Results for the time dependence of stiction using the pulsed
actuation method are shown in Figure 8. At small rest times
between releases (50-500ms), the values for friction show very
little dependence on time. However, at longer rest times, there is a
trend for the stiction value to increase slightly. This increase is
uniform for both relatively dry conditions (RH 0.5%) and ambient

conditions (RH = 40%). The total increase in static friction force
per cantilever is on the order of 1.5nN over a rest time of 400s.
This magnitude of increase is much smaller than published single
tip results where there is approximately a 30nN change over the
same period [8].

Figure 8. Time dependence of stiction for axially oriented

cantilevers. The time dependence of stiction is shown to have a

slightly increasing trend toward more stiction with greater

time. Although the stiction is higher for RH = 40%, the trend is

similar for dry conditions. Stiction forces are shown over the

1600 probe tip array.

CONCLUSION

The methods for measuring micro and nano-scale friction
between a MEMS probe tip array and a sample surface presented
in this paper produce similar results to those using scanning probe
microscopy. By removing the constraints on the sample surface,
lateral motion is governed solely by friction forces. This method

also avoids calibration of piezo actuators needed for the force
measurements of the scanning probe techniques. However, several
complications to the method exist. Since friction is measured
across an entire array, average values of friction forces are found.
The strong dependence on surface contact area causes small
fabrication variations to produce large differences in resulting
forces.

The method described here is intended to serve as a platform
for future studies of friction. It provides the flexibility to examine

many of the main factors currently attributed to adhesion and
friction. Further studies are underway to characterize the adhesion
force dependence on relative humidity. The method will
incorporate a vacuum chamber replacing the current environmental
chamber to examine friction in dry conditions. For studies in the
reliability of MEMS devices where friction and wear are issues,

further investigations on the behavior of different material coatings
and quantifying the wear that occurs are needed.
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ABSTRACT

A new desensitization method to characterize linearity of
micromechanical resonator filters is introduced. The practical
measuring range is larger than either the conventional 1 dB
compression test or the two-tone test for RF frequencies. An
analytic expression for a new 1 dB desensitizing point (DP1dB)
metric is directly related to the 1 dB compression point (CP1dB).
This method is verified on a CMOS-MEMS square-frame
resonator (SFR) with resonant frequency of 5.849 MHz, quality
factor of 1268 and insertion gain of -31.8 dB and -41.7 dB for
input polarization voltage of 10 V and 30 V, respectively. The
measured DP1dB is 26.7 Vac corresponding to a CP1dB of 32 dBm.

INTRODUCTION

Recent progress of microresonators as passive components in
wireless communication applications achieves high quality factor
(Q) and high operational frequency. For example, hollow-disk ring
resonators have been demonstrated with Q> 60,000 at 24 MHz and
Q>14,000 at 1.2 GHz [1]. By mechanical or electrostatic coupling,
MEMS resonators yield filtering and mixing functions with
miniature size [2-4]. However, in order to fulfill strict wireless
communication specifications, such as the minimum total third-
order input intercept point (IIP3) of -18 dBm in the signal path for
the European GSM standard [5], the measurement and the
modeling of the nonlinear effects of micro resonators is critical.

Nonlinear effects of microresonators are presented, and two
types of linearity measurement are discussed in part 1. In part 2, a
new desensitization method is introduced, the measurement set-up
is illustrated, and the mechanism of this method is examined. A
series of experiments are conducted and the validation of this
measurement method is analyzed in part 3.

NONLINEAR MICRORESONATORS

Nonlinearity of the communication systems, especially the
third-order intermodulation distortion, is critical to quantify
because it usually defines the upper bound of the power handling
ability. Nonlinearity occurs when out-of-band tones are modulated
and results in generation of in-band components. When the input
signal,

inV , consists of a desired signal, tV ii ωcos , and two out-of-

band interference tones, tV imim 11 cos −− ω and tV imim 22 cos −− ω , the

output components after transferring through a nonlinear system
are given by [6]
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where component (a) is the fundamental tone and (e) and (f) are
the intermodulation tone (IM). The nonlinear system in (1) is
modeled as

...3

3

2

21 ininino VaVaVaV ++= (2)

In order to quantify this phenomenon, the two-tone test has
been applied by other groups [7-8]. This method measures the
effect of component (e) and (f) in (1). The frequencies of the two
tones are selected to maximize the IM tone, given by

rimimrimim or ωωωωωω =−=− −−−− 1221 22 (3)

where r is the resonant frequency. By plotting the output power
versus input power for the fundamental tone and IM tone, the
intercept of the extrapolation of these two lines is IIP3, shown in
Figure 1(A). In addition, IIP3 is given by [6]

dBmin
dB

dBm P
P

IIP
,2

3 +∆= (4)

Where Pin is the input power and P is the power difference
between fundamental and IM tone. However, the mechanical
filtering characteristic suppresses off-resonance output signals to
some degree, which degrades the accuracy of extrapolating IIP3.
This problem is magnified in the case of high quality factor
resonators. The measurement range of this method is a function of
dynamic range of measurement instruments, testing range, and the
insertion loss of the measured device. For example, in the case that
the maximum output power of signal generator is 20 dBm, the
noise floor of spectrum analyzer is -100 dBm, the insertion loss of
the measured device is 40 dB, and the testing range is

Figure 1. Example of measured range for (A) a two-tone test

and (B) a 1 dB compression test. Shaded areas are inaccessible

for measurement.

(A)

(B)

(1)

Solid-State Sensors, Actuators, and Microsystems Workshop
0-9640024-6-9/hh2006/$20©2006TRF 268 Hilton Head Island, South Carolina, June 4-8, 2006



Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

d in in

Ad

A

...cos)
2
3()( 31 tAAty indInput

outputVin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

d in in

Ad

A

...cos)
2
3()( 31 tAAty ind

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

d in in

Ad

A

...cos)
2
3()( 31 tAAty indInput

output

tVVaVaVo i
di

i cos)
2

3(~
2

3
1

Vi

id

Vd

i

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

d in in

Ad

A

...cos)
2
3()( 31 tAAty indInput

outputVin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

d in in

Ad

A

...cos)
2
3()( 31 tAAty ind

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

Vin Vin

Vp

Vp VDC

VDC
Vout

+

Vout
-

+

-

d in in

Ad

A

...cos)
2
3()( 31 tAAty indInput

output

tVVaVaVo i
di

i cos)
2

3(~
2

3
1

Vi

id

Vd

i

Figure 2. Desensitization test of intermodulation in a nonlinear
resonator

15 dB, the intercept is point (A) shown in Figure 1(A), and the
corresponding IIP3 is 37.5 dBm, which is approximately the upper
bound of measurement range in the two-tone test. For a highly
linear device with IIP3 in point (B), the IM tone is below the noise
floor and IIP3 is not measurable.

Another method to determine the linearity is to measure the
CP1dB, which measures the effect of component (b) in (1).
Nevertheless, if the nonlinear component is too weak relative to
the component (a), then a high amplitude signal source is needed
to cause measurable nonlinearity. This large input signal
requirement limits the measurement range of this method. Given a
maximum RF source power of around 20 dBm, the nonlinearity
can be measured on microresonators with CP1dB less than 20 dBm,
as shown in Figure 1(B). The corresponding IIP3 is about
29.6 dBm, which is given by [6]

6.93 1dBdBm CPIIP (5)

This relation is an approximation based on (2). Because of the
effect of mechanical filtering, (5) might not hold for every
situation, and a detailed IIP3 model for the tested device is needed.

DESENSITIZATION METHOD

As shown in Figure 2, this work introduces a desensitization
method to measure the linearity of HF CMOS-MEMS square-
frame resonator that consists of four free-free beams connected at
the nodal points of the first flexural resonant mode [9]. While
introducing a low-frequency strong desensitizing tone at d with
high-frequency desired signal within the filter passband at i, the
insertion gain will drop due to the third-order intermodulation
effect, which is similar to component (c) or (d) in (1). The
advantages of this method are that: first, it measures only the
resonant output signal, which is not affected by the off-resonance
suppression. Second, due to lower frequency, it is easy to obtain a
large-magnitude signal source for the desensitizing tone. This
extends the measuring range for testing highly linear devices.
Third, fewer instruments are required than in the two-tone test.
This method needs only a network analyzer and one low-
frequency signal source, compared to two high-frequency signal
sources and a spectrum analyzer for the two-tone test.

The schematic of the measurement setup is shown in
Figure 3. The input signal, tV ii cos , the input polarization voltage,

pV , and the desensitizing tone, tV dd cos , are applied across the

input electrodes. Fundamental force and nonlinear forces are given
by

22 )()coscos( po
o

pddii
i V

x
CVtVtV

x
CF (6)

where Ci and Co are input and output capacitance, x is the
mechanical displacement and Vpo is the output polarization

voltage. With the assumption that mechanical displacement is
much smaller than the electrode gap, (6) can be expanded into a
Taylor series. With small electrode gaps, mechanical spring
nonlinearities are negligible compared to the capacitive nonlinear
effect [7]. The mechanical displacement is solved from the
equation of motion with perturbation techniques [10]. The output
voltage components at resonant frequency are
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where Ci and Co are replaced by C with the assumption of
negligible mismatch, Q is the quality factor, g is the electrode gap,
K is mechanical stiffness, Z is the transimpedance of the on-chip
amplifier. The second and third terms of (7) are the first two
substantial nonlinear output components for the tested device with
the parameters listed in the Table 1. If the second term is the
largest nonlinear component, the magnitude of output the voltage
will decrease with increasing desensitizing voltage. However, if
the third term is largest, the magnitude of the output voltage will
increase with increasing desensitizing voltage.

EXPERIMENTAL RESULTS

The SEM picture of the tested resonator is shown in Figure 4. To
model this resonator, results from a series of tests of sweeping
input polarization voltage are shown in Figure 5. The resonant
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Figure 3. The linearity measurement set-up for the desensitizing
method and the perspective view of a resonator chip on a custom-
designed test board.

Figure 4. The SEM picture of a SFR with self-assembling
electrodes to provide small electrode gaps. [9]
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Figure 5. (A) Measured response and analytic solution of SFR
with Vp of 30 V, 20 mTorr of pressure, and Vin of 10 dBm for 1st

flexural resonant mode. The parasitic effect is measured and
subtracted. (B) and (C) are the extracted measured result and
analytic solution of maximum S21 and resonant frequency versus
Vp., respectively

frequency is 5.849 MHz, the quality factor is 1268, and the
insertion gain is -31.8 dB and -41.7 dB for Vp of 10 V and 30 V,
respectively. Figure 5(A) shows the measured frequency response
with the analytic solution, which is calculated from the features
listed in the Table 1. The effect of input polarization voltage in the
S21 and resonant frequency is measured and calculated, shown in
Figure 5(B) and (C). The measurement result is consistent with
analytic model, showing that increasing the Vp will increase S21
and lower the resonant frequency. The discrepancy at low Vp in the
Figure 5(C) might result from the measurement error with small
magnitude signal and insufficient measurement resolution.

Frequency responses with different desensitizing voltages are
measured, shown in Figure 6. The measured maximum S21 values
are extracted and plotted with the analytic solution in Figure 7. The
analytic solution is modeled by (7) with the parameters listed in the
Table 1 where the second component is the dominant nonlinear
effect and causes S21 drop while increasing desensitizing voltage.
With 20 Vac of desensitizing voltage, the S21 drops to 0.55 dB; this
is slightly larger than analytic result of 0.49 dB. This measurement
validates the features of tested device listed in the Table 1 and the
nonlinear model based on (7).

In order to compare the linearity performance of different
devices, the DP1dB is defined as the magnitude of desensitizing tone
to cause 1dB drop in S21. Neglecting other nonlinear components
except the dominant second term in (7), the DP1dB is

QCVp

Kg116.0DP
2

1dB
(8)

For the tested devices, the DP1dB is 26.7 Vac. The CP1dB is
calculated to be 32 dBm, caused by the forth term in (7), related to
DP1dB by

19.12)
16.0

DPlog(20CP 1dB
1dB

(9)

This superior linearity is due to a medium size electrical gap of
0.84 m, compared to the results in other work [7-8]. A plot of
DP1dB, CP1dB and S21 versus electrode gap size is shown in
Figure 8, which shows a trade-off between linearity and insertion
gain in reducing electrode gap size.

The desensitization method is eventually limited by the
nonlinear effects in amplifiers and the network analyzer, and by
electrical breakdown on the tested device at high values of Vd.
While there are strong tones along with fundamental tone in the
input of amplifiers and network analyzer, the nonlinear effect of
those stages blocks the fundamental tone, the mechanism of which
is similar to the phenomena shown in (1). Output spectrums with
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Figure 6. Measured response of the SFR for different desensitizing
voltages, Vd, with fd = 1 kHz, Vp = 42.5 V, Vpo = 45 V,
pressure = 11 mTorr, and Vin = 10 dBm.

Table 1. Features of tested microresonators
Measured Analytic

Beam Length(µm) 64.7 -
Beam Width(µm) 4.6 -

Beam Thickness(µm) - 5.0
Input/Output Capacitor Width(µm) - 20
Input/Output Capacitor Gap, g (µm) - 0.84
Output Polarization Voltage,Vpo (V)

(for tests in the Figure 5)
20/-17.4 18.7

Input/output Polarization Voltage,Vp (V)
(for tests in the Figure 6)

42.5/45 45.5/47

Mechanical Stiffness, K (N/m) - 13942
Resonant Frequency(MHz) 5.849 5.849

Quality Factor, Q 1268 1268
S21(dB) (for tests in the Figure 5, Vp=30V) -31.8 -31.8

Input Power, Pin(dBm) 10 10
On-Chip Amp. Transimpedance, Z (M ) - 40.6
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Figure 7. Measured and analytic S21 versus the desensitizing
voltage, Vd. The measured data is extracted from Figure 6 and the
features applied in analytic model are listed in the Table 1.
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Figure 8. Analytic results of DP1dB, CP1dB and S21 versus the
electrode gap with the assumption that all the features listed in the
Table 1 are constant when adjusting the electrode gap.

different frequencies of the desensitizing tone and the magnitude
difference between the fundamental tone, fi, and the mixing tone,
(fi fd), are shown in Figure 9. Since the magnitude of mixing tone
is 12.5 dB smaller than the fundamental tone, the nonlinear effect
of the amplifiers and network analyzer is insignificant.

Electrical breakdown on the tested device is the major
limitation in this device. In one case, a combination of the Vd of
30 Vac at the fd of 1 kHz with the Vp of 42.5 V has caused
electrical breakdown of an input electrode on the microresonators.
However, with improved layout to enhance the isolation of
electrical wires, this range might be increased.

Another noticeable phenomenon is the magnitude drop with
different fd in the Figure 9, which results from the mechanical
resonant shape. Even though this drop is not significant, it causes
inaccuracy in the nonlinear models of (7) and the expression of
DP1dB of (8). A complete model is under development.

CONCLUSIONS

A new desensitization method of characterizing linearity of
MEMS resonator filters is introduced. Verifications are performed
on a CMOS-MEMS square-frame resonator, showing that the
DP1dB is 26.7 Vac and CP1dB is calculated to be 32 dBm. This
method is able to measure nonlinear effect of highly linear
resonator filters, with a measuring range larger than that of a 1 dB
compression test or a two-tone test. An analytical expression of
1 dB desensitization point was presented and verified, which can
be used to balance the trade-off between linearity and signal gain
in future resonator designs.
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ABSTRACT

In this paper we present the design, fabrication, and
characterization of a MEMS thermal switch. Three switch designs
are considered: one in which the conductive material is in the form
of liquid-metal micro droplets, one in which the conductive
material consists of aligned carbon nanotube arrays, and one in
which solid silicon contacts are used. The ratio of thermal
resistance in the on and off conditions is used to characterize
performance. Based on these measurements the switch
incorporating liquid-metal droplets is superior to the other two
switches. The liquid-metal switch has a thermal resistance off to
on ratio of 168 and can provide heating rates of 905 oC/s.

INTRODUCTION

The ability to control heat transfer on small time and length
scales could improve the performance of many micro devices; such
as, thermoelectric micro-coolers, DNA amplification microchips,
and some micro heat engines. First, it has been demonstrated that
the performance of thermoelectric coolers could be nearly doubled
if operated in a transient or pulsed mode [1,2]. Second, DNA
amplification via PCR requires precise temperature control. The
use of small sample sizes (~ 1 µl) and microfluidic devices has
already dramatically reduced both the size and power needs of the
equipment needed and the time required for DNA amplification [3].
Third, using waste heat to do mechanical work on the micro scale
can be accomplished by controlling the flow of waste heat. For
example, our group at Washington State University has
demonstrated a MEMS-based micro heat engine that can harvest
low-temperature heat to do mechanical work and produce electrical
power [4].

To be able to control heat transfer to thermoelectric coolers,
micromachined PCR devices and micro heat engines a type of
thermal switch or thermal valve is required. Such a thermal switch
would be able to change its effective thermal conductivity in order
to turn heat transfer on and off. A figure of merit for such a device
is the ratio of thermal contact resistance in the off and on positions,
i.e., Roff /Ron of the switch. As shown in Fig. 1, a high thermal
resistance, Roff, is required in the off position, so that the switch
does not ‘leak’ heat. This off resistance is governed primarily by

the thermal properties of the gap. A very low thermal resistance,
Ron, is required in the on position, so that the heat transfer may be
maximized. This on resistance depends primarily on the properties
of the contacts used in the switch material.

EXPERIMENTAL METHODS

In this paper we address the effect of the thermal contact
material. The thermal resistance of thermal switches with
patterned contacts of either liquid-metal micro droplets or
vertically aligned carbon nanotubes are compared to the thermal
resistance of thermal switches with solid silicon contacts. The
speed of switching is assessed by measuring the transient
temperature history of the switch under dynamic operation.

We have used two types of patterned arrays of contacts for
thermal switches: liquid-metal micro droplets and vertically
aligned carbon nanotubes (VACNT). The liquid-metal droplet
arrays consist of a 40 x 40 grid of 1600 mercury, 30-µm diameter,
micro droplets deposited via selective vapor deposition. The
vertically aligned carbon nanotube arrays consist of bundles of
multiwall carbon nanotubes patterned in the same grid and with the
same diameter as the micro droplets. Arrays of liquid-metal micro
droplets, Fig. 2, and arrays of VACNT’s, Fig.3, are fabricated on a
silicon die. A second silicon die is used to make and break contact

HEAT

“OFF” “ON”

Figure 1. Thermal switch concept.

Figure 3. Vertically aligned carbon nanotube arrays.

30 m

Figure 2. Liquid-metal micro droplets.
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with the micro-droplet or VACNT array. When the die is
mechanically actuated to make contact, squeezing the thermal
contact array between them, the thermal switch is in its “on” state.
When the die breaks contact, creating a gas gap between the die,
the thermal switch is in its “off” state.

Liquid-metal micro-droplet arrays are fabricated by
preferentially condensing mercury vapor on gold targets patterned
on the silicon die. First, wet oxidation is used to grow 100-nm
thick silicon dioxide layers on both sides of a (100), 3-inch
diameter silicon wafer. On the back side of the wafer, a 12-nm
layer of titanium and a 175-nm thick layer of platinum are
deposited using DC magnetron sputtering. Platinum Resistance
Thermometers (PRT’s) and heaters are fabricated by defining
serpentine traces using a platinum-liftoff method. These PRT’s
and heaters are used to characterize the thermal switch. The front
side of the wafer is sputtered with a 5-nm adhesion layer of
titanium/tungsten followed by a 300-nm layer of gold. The gold is
then patterned via photolithography to produce a 4 mm square, 40
x 40 pattern of 1600 20- m diameter circular gold targets. The
gold targets are subsequently covered with a 1.5- m thick layer of
photoresist. The photoresist is then etched around the gold targets
as shown in Fig. 2. The 40 x 40 grids of circular gold targets on
the front of the wafer are aligned directly opposite the resistance
heaters and PRT’s defined on the back of the wafer [5].

CNT growth is accomplished via a chemical vapor deposition
(CVD) method. An iron nitrate sol gel catalyst is spun onto a
wafer followed by photoresist and then patterned. A (100) silicon
wafer is prepared for sol gel spin coating by etching in buffered
oxide etchant (BOE) to remove the native oxide layer. Next, the
sol gel solution is spun onto the silicon wafer. After cleaning, the
iron containing silicon dioxide catalyst is patterned. A traditional
photolithographic process is used to pattern the sol gel catalyst.
Next, the wafer is exposed to UV light masked with a 1600 dot
array identical to that used for the mercury droplet array. The
photoresist is developed, and the wafer rinsed and dried. The
wafer is then etched in BOE. After etching the photoresist is
stripped, the wafer is cleaned, and then diced.

Multi-walled carbon nanotube growth is accomplished through
the use of the CVD reactor. The sol gel patterned dies are placed
in a ceramic boat in the center of a quartz tube, which is in turn
inserted into a horizontal tube furnace. The tube is evacuated to
120 milliTorr and a three stage process follows: catalyst
calcinations, catalyst activation, and MWCNT growth with an
admixture of H2 and C2H2. After the growth period, the tube is
evacuated and allowed to cool to room temperature [7].

The MEMS thermal switches are first characterized under
steady state conditions. The apparatus is shown in Fig 4. The test
facility enables the control of the applied force squeezing the
contacts (silicon surfaces, liquid-metal micro-droplet arrays or

VACNT arrays) when the thermal switch is on, the thickness of the
gas gap when the thermal switch is off, and the gas pressure in the
gap. The silicon die, on which the thermal switch contacts are
fabricated, the contact die, makes up the bottom half of the thermal
switch. That contact die is mounted on the aluminum carrier
shown in Fig. 4. A guard-heated calorimeter, used to measure heat
transfer across the thermal switch, makes up the top half of the
thermal switch [6]. The guard-heated calorimeter, also shown in
Fig 4, consists of a silicon heater die, a heat flux sensor and a
guard heater, all mounted on a rigid aluminum plate. In order to
make thermal resistance measurements, the heat flux sensor is
zeroed by controlling power delivered to the guard heater. Under
this condition, all the electrical power dissipated in the silicon
heater die is transferred as heat down through the thermal switch to
the bottom contact die. The heat transfer rate across the switch is
thus equal to the input power to the silicon heater die and is
determined from the current supplied and the voltage drop across
the heater. The temperature difference across the thermal switch is
measured with PRT’s micromachined on the top silicon heater die
and the bottom contact die. The thermal resistance across the
thermal switch is taken to be the ratio of the temperature difference
across the thermal switch over the heat transfer rate across the
thermal switch.

To characterize the dynamic behavior of the switch a radial
heat flux sensor, shown in Fig. 5, has been designed and
micromachined in silicon. The heat flux sensor consists of a 2- m
thick, 1.2-mm square membrane etched into a silicon wafer. Two
concentric, annular platinum resistance thermometers (100-nm
thick) are fabricated on the membrane at radii of 4.25-mm, and
5.5-mm respectively. A third PRT is defined in a square pattern at
the center of the membrane. Measurements are made by
periodically bringing the thermal switch contact die into and out of
contact with the center of the membrane heat flux sensor. As the
thermal switch contacts make and break contact with the
membrane, the temperature of the contact die, T1, the temperature
at the center of the membrane heat flux sensor, T2 , and the
temperatures at the two concentric annular PRT’s: T3 at a radius of
r3 = 4.25-mm, and T4 at a radius of r4 = 5.5-mm are recorded. The
heat transfer rate across the thermal switch can be determined from
the temperature difference across the two annular PRT’s [8]:
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where L is the membrane thickness of the radial heat flux sensor , k

is the thermal conductivity of the silicon membrane, and r3 and r4

are the respective radii of the temperature measurements.

Figure 4. Schematic of steady state heat transfer experiments.
Figure 5. Radial heat flux sensor.
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The temperature difference across the thermal switch is the
difference between the temperature of the contact die, T1, and the
temperature at the center of the membrane heat flux sensor, T2. The
thermal resistance across the thermal switch is once again taken to
be the ratio of the temperature difference across the thermal switch
over the heat transfer rate across the thermal switch.

The movement of the contact die into and out of contact with
the membrane heat flux sensor is controlled by a piezo stack
actuator. The displacement of the thermal switch contact die is
measured with laser vibrometer. The load applied as the contact
die comes into contact with the membrane heat flux sensor is
measured with a S type load cell which is attached between the
piezo stack actuator and the thermal switch contact die.

RESULTS

Three switch conductor materials were tested, polished silicon
surfaces, Hg micro droplets, and VACNT’s. All measurements for
steady state conditions were obtained in a reduced pressure
atmosphere of air at 0.45 Torr. The results for the three switches
in the off state are shown in Fig. 6. The thermal resistance of the
“off” condition is characterized with respect to the gap thickness
between the top and bottom dies. In the off position, the three
switches have essentially the same thermal resistance. The thermal
resistances for the three contact dies are seen to increase from 130
oC/W when the gas gap thickness is 20 microns, to 150 oC/W when
the gas gap thickness is 100 microns, close to the mean free path
length of 126- m for these conditions.

The thermal resistance of the “on” condition switch is
characterized as a function of the applied load squeezing the switch
closed. These data are shown in Fig. 7. For the closed, switch
“on”, condition, the thermal resistance of the contacts controls the
heat transfer. For the Hg micro-droplet array the thermal
resistance varies from 1.2 oC/W at an applied load of 0.1 N to 0.6
oC/W at 1 N. The thermal resistance of the VACNT array varies
from 32 oC/W at an applied load of 0.1 N to 15 oC/W at 1 N. The
silicon die contacts have a thermal resistance that varies for varies
from 49 oC/W at an applied load of 0.1 N to 34 oC/W at 1 N. In
the on position, the Hg micro droplets have the lowest thermal
resistance. The relatively high values of the VACNT and silicon
switches are due to contact resistance. The mechanisms for the
contact resistance in the two switches are different. In the silicon
to silicon switch the presence of asperities, contaminants, or other
imperfections in the two mating surfaces can lead to a condition in
which the actual contact area is severely reduced. Heat transfer
then occurs primarily by conduction through the gas gap. In the
case of the VACNT structures the contact resistance is governed
by much more complex interface phenomena that are currently an

active area of research.
The performance of the thermal switches may be characterized

by the nondimensional ratio of the “off” state thermal resistance to
the “on” state thermal resistance: Roff /Ron. For the Hg micro
droplet switch the thermal resistance ratio, Roff /Ron, is 168. The
value of Roff /Ron for the VACNT switch is 6.8 and for the silicon-
silicon switch is 3.4. The Hg micro-droplet switch is clearly
superior.

The dynamic response of a liquid-metal switch is shown in
Fig. 8. The test was performed in a reduced pressure atmosphere
of air at 0.1 Torr. The time history of four temperatures are
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Figure 8. Dynamic behavior of thermal switch.
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shown: the switch temperature (T1) of the micro-droplet array die,
the center contact temperature (T2), along with the radial heat flux
sensor’s inner and outer radii temperatures (T3 and T4). The switch
deflection and applied load are also shown. The location of T2, T3,

and T4 are shown in Fig 5.
As the lower die, with the liquid-metal micro-droplet arrays,

contacts the center of the heat flux sensor (on the top die), the
switch turns “on” and the temperature increases. This occurs in
0.02 seconds as seen in Fig. 9. The figure shows a 0.02 second
window of one of the contact events depicted in Fig. 8. The switch
turns “on” at t = 0.22 seconds and the temperature increases from
34.4 oC to 52.5 oC over a span of 0.02 seconds. The heating rate is
thus 905 oC/sec. The heat transferred is determined from the radial
heat flux sensor measurements of T3 and T4 when the switch is on.
In this case T3 and T4 are 32.8 oC and 26.1 oC respectively which
yields a heat transfer rate of 51 mW from Eqn (1).

SUMMARY

In this work the design, fabrication and testing of a thermal
switch are presented. Three switch conductor materials were
tested: polished silicon surfaces, arrays of Hg micro droplets, and
arrays of VACNT’s. The switch performance was characterized
by the ratio of thermal resistance in the switch off to on position.
The on state thermal resistances of the VACNT switch and the
silicon contact switch showed relatively high values of contact
resistance. The liquid-metal micro-droplet switch showed a much
smaller contact resistance at the same applied load. As a result, the
liquid-metal micro-droplet switch had the best performance of the
three switches tested with an off to on thermal resistance ratio of
168. The switching speed of the Hg micro-droplet switch was
shown to be on the order of 0.02 seconds, realizing heating rates of
905 oC/sec.
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ABSTRACT

A microfabricated turbopump has been designed, fabricated
and experimentally characterized as the core component of a micro
steam turbine power-plant-on-a-chip, which aims to implement the
Rankine thermal cycle for micro power generation. The device
consists of a four-stage radial planar type turbine and a spiral
groove viscous pump supported on gas-lubricated bearings. The
device is composed of five wafers: one glass wafer, one SOI
wafer, and three silicon wafers. The silicon and SOI wafers are
patterned using shallow and deep reactive ion etching (total of 14
masks), while the Pyrex glass wafer are ultrasonically drilled.
Anodic bonding, fusion bonding and manual assembly with
alignment structures were then used to complete the device and
enclose the 4 mm diameter rotor. In a test using compressed air to
drive the turbine, the rotor was spun up to 116,000 rpm, which
corresponds to 25m/s in tip speed producing 0.073 W of
mechanical power, and the pump pressurized water by 88kPa with
a flow rate of 4mg/s. The pump performance chart was also
completely characterized for speeds up to 120,000 rpm. A 1-D
pump model based on lubrication theory has shown close
agreement with the data and predicted 7.2% of maximum pump
efficiency over the range of operating speeds.

INTRODUCTION

As high-tech products such as portable electronics,
distributed sensors, small scale actuators, and micro vehicles are
being developed and improve in functionality, the demand is
increasing for compact power sources with high energy and power
per unit volume that could replace batteries with relatively low
power density. MEMS heat engines have the potential for these
applications, providing the benefits of high power production per
unit volume from the small size, and low production cost from
batch fabrication technology.

Among the heat engines, a micro Rankine cycle steam
turbine is a good candidate for micro power generations,
leveraging the technology developed for micro gas turbines [1].
The Rankine vapor cycle is similar to the Brayton gas cycle
implemented in gas turbine engines in that they use turbines to
convert fluid energy to mechanical energy. But, the critical
difference is in the pressurization process, for which the gas cycle
uses the air compressor, while the vapor cycle uses a liquid pump.
Even though the gas cycle is typically able to achieve high
efficiency by increasing the turbine inlet temperature, the viscous
effect which dominates the efficiency of the compressor at small
scales reduces the efficiency of the system as a whole. In contrast,
the pump work in the vapor cycle is significantly small compared
to the energy produced by the turbine such that it does not affect
the overall efficiency of the system substantially, even at small

scales. Therefore, the micro Rankine cycle steam turbine has the
characteristics necessary to become an alternative to batteries in
high power density applications due to its acceptable efficiency and
low cost when incorporated with MEMS technology [2].

In order to demonstrate the concept of the micro Rankine
power generation system, a microturbopump has been developed
using silicon microfabrication techniques, such as deep etching and
multiple wafer bonding. This device consists of a steam turbine and
a viscous pump supported on a gas-lubricated bearing system,
forming the core energy conversion component of the Rankine
system. This paper presents our recent accomplishments in the
development of this rotating subsystem for a Rankine power
MEMS, complementing the turbine characterization previously
reported [3].

DEVICE LAYOUT AND DESIGN APPROACH

The turbopump converts thermal-fluidic energy of flow
through the turbine into mechanical energy to drive a pump and
other loads acting on the rotor. The components of the device
include a turbine, pump, main thrust bearing, auxiliary thrust
bearing, journal bearing, and seals as illustrated in Figure 1.
Pressurized gas comes into the inner radial position from the top
side and flows radially outward through the blade rows of the
turbine, spinning the rotor. Simultaneously, water is drawn from
the bottom side by the pump with spiral groove patterns and is
discharged to the center of the bottom side of the device. In order
to prevent flooding in undesired areas, a seal with partial grooves is
installed on the bottom side of the rotor surrounding the pump. A
hydrostatic thrust bearing with small circular nozzles keeps the
rotor axially balanced by supplying force from the bottom side
against the pressure force acting on the turbine side. A hydrostatic
journal bearing, which surrounds the rotor as a circular gap, helps
keep lateral balance by providing a restoring force as described in
previous work [4].

Among the components, the turbine and thrust bearing (TB)
have novel configurations, different from the previous MEMS gas
turbomachinery [1],[4]. The turbine has a multi-stage configuration
to potentially achieve high pressure ratio for reasonable efficiency
of the whole Rankine thermal system, and the thrust bearing system
is designed to exert the thrust force only from one-side with the
goal of developing a self-supporting bearing system. The pump and
seal have spiral groove patterns on the surface to draw and
pressurize the fluids using viscous drag. Especially, the dynamic
pressurization of the seal due to the spiral patterns was necessary in
order to ensure the successful performance of the pump by
confining the liquid flow in the center area. The journal bearing
(JB) was directly inspired from previous work at MIT [4].

Low order models have been developed and used for
component and system-level design [5], including: 1) a turbine
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model based on mean line analysis with loss correlations extracted
from CFD ; 2) a flow resistance model for the thrust bearing; 3)
models based on lubrication theory for the pump and seal. They
were combined to design a micro turbopump system with desired
performance levels while satisfying power balance (production
versus consumption), as well as rotor axial position balance. The
device was designed to produce 4.7W of mechanical power from

steam with 200 C and 3 atm of turbine inlet conditions and to
pump water pressurizing 4.5 atm at rotor tip speed of 260 m/s. The
turbine, whose diameter is 4 mm, has approximately 1200 blades
with 100 um of chord length and 50 um of height, and the viscous
pump has 16 grooves with 6 um of depth (Figure 2). The journal
bearing is 380 um deep and 10 um wide when the rotor is
centered. The thrust bearing consists of 34 nozzles with 10 um of
width and 85 um of depth [5].

Wafer A (Pyrex glass)

Wafer B (SOI)

Wafer C (Silicon)FABRICATION

The complete device is made of five wafers as shown in
Figure 1: one Pyrex glass wafer (wafer A), one silicon-on-
insulator (SOI) wafer (wafer B), and three silicon wafers (wafers
C, D, and E). The glass wafer is mechanically machined using
ultrasonic drilling, and the others are fabricated using photo-
lithography, reactive ion etching (RIE), and deep reactive ion
etching (DRIE). The processing of each wafer is illustrated in
Figure 3 and goes as follows:

Glass

Wafer D (Silicon)
Wafer A: The holes are formed by ultrasonic drilling.
Wafer B: Using nested masks, the top side is deep etched twice to
reach the oxide layer, and the other side is patterned and also
etched to the oxide layer. Then, the oxide layer is removed by
buffered oxide etchant (BOE) to complete through-wafer holes.

Figure 1. SEM image (top) and schematic (bottom) of the cross-

section of a device. The letters (A to E) identify the 5 wafers.

Figure 2. SEM images of turbine (left) and pump (right). The

length of turbine blades is about 100um. The outer radius of the

pump is 550um.

Wafer E (Silicon)

Bonding

Legend:
Figure 3. Fabrication process flow of the micro turbopump
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Figure 4. Micro turbopump device (left) and assembly process

(right). The dimension of the assembled device is 15 15 2.3mm3.

Wafer C: The top side receives a shallow etch at first, and a deep
etch to form the rotor blades. Then, the oxide is deposited by
plasma-enhanced chemical vapor deposition (PECVD) to protect
the surface during the through etch from the other side. The
journal bearing is created by a deep etch from the bottom side,
defining the rotor. A glass handle wafer was attached to prevent
the rotor from falling in the chamber when it is cut out. It is
removed and kept separately from the wafer after clearing the
oxide layer.
Wafer D: At first, the top side receives four shallow etches.
Subsequently, the bottom side is etched half way through with the
top side covered by an oxide layer for surface protection. Finally,
the top side is patterned and etched until through holes are formed.
Wafer E: The wafer is etched half way through from both sides to
create channels and holes.

Overall 14 photomasks were used, and 4 shallow silicon
etching, 10 deep silicon etching, and 3 PECVD oxide deposition
steps were performed. After the wafers are completed, they go
through the cleaning processes such as oxide removal using
buffered oxide etchant (BOE) and MOS (or RCA) clean. Then, the
wafers are aligned and contacted. The glass wafer and SOI wafer
are pressed with a slight force of 25N and remain in contact for 10

minutes in vacuum at 350 C, with 1000 Volts applied for anodic
bonding. The other wafers are pressed with a force of 1700N for

30 seconds in vacuum. They are then annealed at 1000 C for 1
hour in the nitrogen environment for strong fusion bonding.

After completing the fabrication process, the device has
three pieces as shown in Figure 4. The top piece is the stack of
wafers A and B, and the bottom piece the stack of wafers C, D,
and E. The device is assembled by inserting the rotor into the
center hole of the bottom piece and aligning the top piece to the
bottom piece using alignment features in the corners of the mating
surfaces, which consist of triangular holes and circular pins.

DEVICE CHARACTERIZATION

The assembled device is placed in a test package, which is
made of flexiglass. The channels in the device are connected to the
package through rubber o-rings to allow supply and discharge of
the working fluids (gas and liquid). Compressed air was supplied
to operate the bearing system and drive the turbine. The gap
between the rotor and the surface of the pump grooves was kept
almost constant during the tests by regulating the thrust bearing

flow rate, and was assumed to be 1 m in the modeling. Turbine
and bearing operation have previously been characterized up to
300,000 rpm [3].

To characterize the pump, water is introduced at its inlet
with the flow controlled by a downstream valve and its flow rate is
measured using a digital mass flow meter. Using this approach, the
pump performance chart was completely characterized for speeds
up to 120,000rpm (Figure 5). The pump valve was regulated to
vary the flow rate from zero to maximum for a fixed rotor speed.
A maximum pressure rise of 240 kPa (valve closed) and maximum

flow rate of 9 mg/s (valve fully open) were achieved at a speed of
120,000 rpm. The pump model has shown close agreement with the
data and predicted 7.2% of maximum pump efficiency over the
range of operating speeds, which is at least one order of magnitude
superior to other MEMS pumps, with efficiencies typically less
than 0.1%.

Top piece

Rotor

Bottom piece The overall turbopump performance was characterized by
keeping the valve opening fixed and measuring inlet and outlet
conditions of the turbine and pump (Figure 6). In this test, the rotor
was spun up to 116,000 rpm, which corresponds to 25m/s in tip
speed, with 41kPa of turbine differential pressure and 24mg/s of
turbine flow rate, while the pump pressurized water by 88kPa with
a flow rate of 4mg/s. The pump model suggests that the pump
efficiency remains constant at its maximum over the operating
range, and the calculation result agrees well with the data (Figure
7). At the maximum speed achieved, the turbine model predicts
0.073 W of mechanical power production and an isentropic
efficiency of 16% with Re=186.

Based on the system model calculation, out of the total power
produced by the turbine, 10% was consumed by the viscous pump,
while the rest was dissipated by other components through viscous
drag (Figure 8). In the calculation, the ungrooved part of the seal
was assumed to be wet. In Figure 8, the chart was obtained for the
maximum speed, but the distribution was similar for other speeds.
Turbine bar indicates power production, while the others represent
consumption or dissipation. The thrust bearing (TB) and seal were
intentionally designed for high drag in order to mimic the load of a
generator that would be integrated on the rotor for a Rankine cycle
micro power generator. These results suggest that up to 75% of the
turbine mechanical power could be available for power generation
with redesigned seals and thrust bearing.

Figure 5. Pump performance chart (pressure rise versus flow rate)

for various rotor speeds. Shaded areas represent uncertainty of the

gap between the rotor and the pump in modeling, which is 1+/-

0.25um. Contours of pump efficiency (in percent) are also shown,

emanating from the origin.

Figure 6. Turbine performance
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Figure 7. Pump performance. The pump work is defined as the

product of the pressurization and the volumetric flow rate, which

were individually measured, and the pump efficiency as the ratio

of pump work to consumed power by viscous drag in the pump.
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Figure 8. Power consumption budget of the turbopump (model)

PROJECTED PERFORMANCE OF A MICRO

RANKINE POWER GENERATOR

The measured performance, especially the rotor speed, is
still far lower than designed. However, these and previous results
[3] validate our component and system models. Based on the
model predictions at the design speed, the turbine would have 70%
of isentropic efficiency and the pump 7%. This estimation of the
efficiencies is close to the assumptions of Mueller and Fréchette
[6], which suggest that the whole micro Rankine power generation
system could produce several watts of electric power with 1-12 %
of thermal efficiency, depending on the heat addition and
discharge conditions, for a similar size device as the current one.

As expected, the pump efficiency is relatively low compared
to the MIT micro compressor (50-70 % in optimum operations
[1]), which is part of the Brayton cycle micro gas turbine.
However, the power consumed by the pump is almost trivial
compared to the turbine power available. In contrast, the micro
compressor inherently consumes a large portion of the turbine-
generated power, which results in poor thermal efficiency for a
micro gas turbine of about 2-3 % [7].

CONCLUSION

A micro turbopump device with a multi-stage turbine and
viscous pump supported on gas-lubricated bearings has been
developed and demonstrated. The device was designed using
analytical models supported by CFD, and was made of five

bonded wafers, which went through 14 photolithography and
etching processes. The 4 mm diameter rotor was spun up to
116,000 rpm pumping water at the rate of 4mg/s with 88kPa of
pressurization. At the maximum speed reached, the turbine
produced 0.073W of mechanical power, of which 10% was
consumed by the viscous pump. The pump performance chart was
also completely characterized for speeds up to 120,000rpm, and has
shown 7.2% of maximum efficiency over the range of operating
speeds. The rotational speed was limited by axial balance
limitations and work is on-going to increase the operating range.
Based on the test results, the improvement in operating speed is
expected to lead to reasonable thermal efficiency of the whole
Rankine power generation system.

This work proves the concept of the rotating subsystem for a
micro Rankine power system and provides a validated design basis
for future development. The technology demonstrated herein will
also contribute to the development of other types of power MEMS,
such as gas turbines, coolers, and pumps.
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ABSTRACT

We report the development of a high sensitivity artificial
haircell (AHC) sensor that employs high aspect-ratio cilium (up to

700 m tall) made of SU-8 epoxy and silicon piezoresistive strain
sensors. In this work, we demonstrate the application of the
artificial haircell for underwater flow sensing. For device
characterization, we have performed deflection testing, resonant
frequency testing, sensitivity threshold testing and preliminary
dipole field response experiments. We have demonstrated a flow
rate sensitivity of 2mm/s.

INTRODUCTION

In numerous biological species, the hair cell sensor serves as

the building block to fill a variety of sensing needs, including

sensing vibration, flow, and touch [1-2]. Figure 1 shows the

example of a spider’s flow receptor hair cell sensor. It is based on

organic materials but can detect sub-nm dendritic displacement

and the slight breezes caused by nearby predators or prey. The

functions of hair cells have been very closely studied by biologists

over the years, but only in recent years, with the development of

micromachining techniques have researchers started to mimic the

stimulus-transmission mechanism of biological sensing system [3-

5]. Existing haircell sensors are based on various sensing methods,

but the sensors are either not sensitive enough to detect very low

flow speed (on the order of several mm/s) or they require parallel

arrays of sensors to achieve such sensitivity. In this work, we

present the design of an AHC sensor that is both highly sensitive

and efficient, that is we are able to detect very low flow speed

using a single sensor.

DEVICE DESIGN

The device mimics the structure of a biological hair cell

sensor. It consists of a cilium-like hair sitting on a paddle-shaped

cantilever with doped silicon strain gauges at the base. A

schematic drawing of the AHC is shown in Figure 2. Figure 3

shows an SEM of an actual device.

Figure 1. Schematic diagram of a haircell sensor. A cilium is

attached to a neuron. When the cilium is displaced by mechanical

stimulus (originating from vibration, flow impingement, contact,

etc), the neuron provides electrical output.

For the cantilever-cilium configuration, the drag force acting

on the cilium is completely transferred to the distal end of the

cantilever. The system can then be simplified to a moment loaded

cantilever:

2

6

Ewt

M

where is the strain, M is the moment, E is the Young’s modulus

for silicon, w is the cantilever width and t is the cantilever

thickness. The thickness is chosen to be 2 m for fabrication

feasibility and good sensitivity. Based on existing signal

processing circuitry and achievable piezoresistive gauge factors,

we assume the minimum strain the system can detect is 2.5 micro-

strain. Given a desired minimum detectable flow speed of 1mm/s,

M is now a function of the cilium height and diameter. Figure 4 is

a 3-D map that shows what cantilever width design will satisfy

these requirements as a function of cilium height and diameter.

For single spin SU-8 process, 600 m height and 80 m

diameter are reasonable values for cilium dimensions. Based on

these cilium dimensions, the cantilever width is determined to be

40 m. The length of the cantilever is chosen so that the resonant

frequency is on the order of several KHz.

The strain gauges are achieved by ion implantation. The ion

implantation is performed on very lightly doped n-type sample

with boron as dopant. To optimize the performance of the stain

gauge, we have chosen the ion implantation parameters so that the

doping depth is approximately 1/3 of the total beam thickness and

the doping concentration is on the order of 1x1020cm-3 [6]. The

effective gauge factor is experimentally determined to be 33.6,

which includes all contact and parasitic resistances. The output of

the sensor is read out using a Wheatstone bridge. All resistors of

the Wheatstone bridge are defined on chip during ion implantation

to minimize the thermal noise of the flow sensor.

O n-axis

O ff-ax is

Figure 2. Perspective side view of an artificial haircell (AHC)

sensor. A high aspect ratio hair is located at the distal end of a

silicon paddle.



30 degree view
angle, actual hair

length ~500 m.

Figure 3. SEM of a single released AHC sensor.

DEVICE FABRICATION

The devices are fabricated on the SOI wafers with 2 m

device thickness, 2 m oxide, and 300 m handle thickness. The

cilia are made of high aspect ratio SU-8 structures with 80 m

diameter and 500-700 m height. SU-8 is chosen for its ability to

form rigid high aspect ratio structures using common lithography

tools. The process flow is demonstrated in the Figure 5.

First, we send out the SOI wafer for ion implantation (Fig.

5(a)). After getting the wafer back, a short drive-in is performed

and at the same time a thin layer of oxide is formed to serve as the

insulation layer. Then we open the contact windows to the doped

silicon (Fig. 5(b)). Electrical connection is formed using gold on

titanium deposition and lift-off (Fig. 5(c)). The paddle-like

cantilevers are then defined by front side DRIE (Fig. 5(d)).

Following that the bulk backside etching is also performed using

DRIE to get the cantilevers ready for release (Fig. 5(e)). A single

layer of SU-8 2075 is then spun to achieve thickness of

approximately 700 m (Fig. 5(f)). For pre-exposure bake, the

samples are ramped up to 105oC at 150 oC/hr ramp rate and soaked

at 105oC. After a total bake time of 13 hours the samples are then

ambient cooled to room temperature. The photolithography is done

using a Karl Suss contact aligner at 365nm. A high-wavelength

pass optical filter with cutoff frequency of 300nm is used during

exposure to eliminate the “T-topping” effect of the SU-8 structures

(Fig. 6). The exposure dose is 3000mJ/cm2. For post-exposure

bake, the samples are again ramped up to 105oC at 150 oC/hr ramp

rate and soaked at 105oC for half an hour. The samples are then

ramped down to room temperature at a controlled rate of 15 oC/hr.

The development is done using designated SU-8 developer with

IPA as the end point indicator. After the cilia assembly, the

devices are released in BHF to free the cilium-on-cantilever

structures (Fig. 5(g)).

Most of the processing steps are standard, expect for the SU-

8 step. SU-8 is very sensitive to processing parameters, but once

the processing recipe is established, the process is very repeatable

and able to achieve high device yield. One of the benefits of using

SU-8 is that the process minimizes manual handling of the devices

during the assembly of the cilia hence improves the device yield

and makes batch fabrication of the devices possible. This is

contrast to previous devices that required manual wire-bonding of

individual cilia. The presented devices are fabricated in pairs

oriented at 90˚ angles to each other to allow 2-axis flow

measurement.

Figure 4. 3-D map shows the possible combinations of cilium

height, diameter and cantilever width that satisfy our design

scenario assumptions.

Figure 5. Fabrication process of AHC starting with a silicon-on-

insulator (SOI) wafer.

(a)

(b)

Figure 6. (a) SEM of SU-8 structures obtained without using

optical filter showing the "T-Topping" effect. (b) SU-8 structures

obtained using optical filter. "T-topping" effect is eliminated.
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EXPERIMENT AND RESULT

A series of experiments are done to characterize the AHC

device performance and demonstrate its preliminary application as

an underwater flow sensor.

Tip Deflection Test

The tip deflection test is done using the probe station. The

resistance change of the strain gauge is recorded while the tip of

the cilium is transversely deflected in a controlled manner. We

assume that the vertical deflection of the cantilever is close to the

deflection of the cilium under small angle assumption. See Figure

7 for the results of both on and off-axis deflection tests. Off-axis

is defined as deflection orthogonal to the on-axis designed

direction as shown in Figure 2.

Along the on-axis, the device shows very linear and sensitive

response under very small defections. This is very important in our

application which requires good sensitivity at very slow flow

speeds. Based on the deflection response, the gauge factor is

determined to be 33.6, which includes all contact and parasitic

resistances. It was found that contact resistances dominated, and

that an additional polyimide layer served to protect the contact

areas between the metal wiring and semiconductor strain gauges

during BHF release. The device has also demonstrated a very

directional response with almost no response due to off-axis

deflection. This is desirable in order to accurately determine flow

direction as well as velocity.

Figure 7. Tip-deflection test shows very directional response of

the AHC sensor. A high rejection ratio of off-axis input is

observed.

Resonant Frequency Test

The resonant frequency test is done using the AFM under

Non Contact Mode. The sample is first sputtered with metal. The

smooth top surface of the cilium makes it reflective to the laser

beam. See Figure 8 for a typical output of the AFM. A resonant

frequency of 3.07 KHz is observed for that particular device. This

agrees with our design for the resonant frequency range. This

lower resonant frequency is mainly due to the cantilever structures.

A resonant frequency that is orders of magnitude higher is also

observed. The higher resonant frequency is mainly contributed by

the rigid SU-8 cilium structure.

Figure 8. An AFM operated under non-contact mode is used to

test the resonant frequency of AHC structure. Shown here is a

typical AFM output of resonant frequency test.

Sensitivity Threshold Test

The sensitivity threshold test is done under the controlled

flow condition generated by a dipole source. A dipole source is a

vibrating sphere that generates mainly local, incompressible flow

in the near field. Shown in Figure 9 is the sensor output vs. dipole

acceleration sweep. This test is controlled by a LabVIEW

program in order to quickly vary the dipole output while

measuring the AHC response. The sensor output hits the noise

floor around 45m/s2 of dipole acceleration. Based on the simplified

near field dipole model calculation, this acceleration is translated

to approximately 2mm/s flow speed [7]. This has demonstrated the

sensor’s capability of performing accurate low flow speed

detection.

Figure 9. Sensor output vs. dipole acceleration shows the noise

floor around 45m/s2, which translates to 2mm/s flow speed.

Preliminary Dipole Localization Experiment

The localization experiment is done with the vibrating dipole

source sweeping across the position of the sensor. The dipole

source is attached to a computer controlled motorized linear stage

allowing accurate positioning of the dipole relative to the sensor.

See Figure 10 for the sensor output vs. the position of the dipole

source. A peak is observed when the dipole source is directly

above the position of the sensor as expected by the dipole model.

With further calibration and more sophisticated signal processing,

the AHC sensors can be utilized in the precise localization and

tracking of a moving object.
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Dipole Experiment (75hz)
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Figure 10. The sensor was used to “visualize” the velocity field

created by an oscillating dipole source.

DISCUSSION AND CONCLUSION

Even though the device fabrication process is well

established, there are still several challenges we are facing that can

affect the output and performance of the devices.

During the photolithography of the cilia, since we are trying

to focus over the range of several hundred microns, misalignment

is inevitable. Usually, we are able to get the cilium close to the

center of the paddle. For example in Figure 3, the cilium is

partially offset on the cantilever, this has shortened the effective

length of the cantilever, but since the length of the cantilever is not

a determinant factor in the sensitivity of the sensor, it should not

affect the sensitivity too much. However the misalignment may

contribute to the asymmetric moment loading of the cantilevers,

which may lead to lower sensitivity and asymmetry of the sensor

response.

The high sensitivity of the sensor is achieved at the

compromise of device robustness. To improve the robustness, new

packaging schemes and protection features are being developed, as

well as new materials for the hair structure. Our current work also

involves using a pair of AHC sensors oriented orthogonal to each

other to allow flow angle detection with precision as high as 1

degree (Fig. 11). Bio-inspired approaches such as covering the

cilia in a gelatinous cupula are also being explored.

We have developed a high sensitivity artificial hair cell

sensor that is able to detect flow speed down to the order of several

mm/s. This will make the sensor a very valuable candidate in the

study of the biological world and in creating bio-inspired artificial

sensing organs such as an artificial lateral line.

Figure 11. A pair of AHC sensors oriented orthogonally for

resolving angular flow information.
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ABSTRACT
This paper presents high frequency high-Q micromachined

capacitive silicon bulk acoustic resonators (SiBAR) with
impedances well within the required range for electronic
applications. Resonator motional resistances as low as 200 and
quality factors as high as 90,000 are demonstrated for clamped-
clamped silicon BARs in the VHF range. The same resonators
have been operated in their higher width extensional modes up to
the fifth mode demonstrating frequencies as high as 765MHz with
comparatively low motional resistances. Temperature
characteristics and thermal temperature compensation techniques
for such resonators are investigated. Thermal frequency tuning of
>1% is demonstrated for the high frequency resonators. Several
structural variations of ultra-long silicon BARs for maximized
electromechanical coupling are demonstrated and discussed as
well.

I. INTRODUCTION
Development of silicon micromachined devices for frequency

referencing is a fast growing technology with strong potential for a
wide range of applications in electronics. High frequency
capacitive silicon resonators have shown great capability for
implementation of highly stable integrated frequency references
[1,2]. Temperature compensated bulk micromachined single
crystal silicon I-BARs operating in a few MHz range with quality
factors in excess of 100,000 have been previously demonstrated
[1].

For frequencies in the 100MHz and higher, capacitive
electromechanical transduction may quickly become inefficient to
provide satisfactory motional resistances. In addition, as the
frequency increases, parasitic capacitances become a more serious
issue and lower resistances are desired to alleviate excessive signal
loss.

Thick capacitive bulk acoustic wave silicon resonators known
as “SiBAR” were introduced in [3] for the first time. With their
large transduction area and HARPSS-enabled deep-submicron
capacitive gaps [4,5], such resonators demonstrated much lower
equivalent motional resistances (~5.0k ) in the VHF range
compared to disk resonators [4,5]. In this work, more efficient
designs of SiBAR structures have enabled reduction of resonator
impedances by another order of magnitude compared to values
presented in [5]. Resulting motional resistances easily satisfy the
requirements for low power VHF oscillators without the need for
brute force pushing of the fabrication limits.

A large tuning range can be achieved by heating the high
frequency SiBARs. Accordingly, a self compensating strategy can
be developed that uses the resonator as a heater and a temperature
sensor simultaneously.

Finally, several structural variations of SiBARs can be
deployed to maximize their effective length and further increase
the electromechanical coupling. Long SiBARs need to be
supported at several locations along their structure to maintain
reasonable structural stiffness.

II. LOW IMPEDANCE CLAMPED-CLAMPED
SiBARs

HARPSS-on-SOI process that has previously been used for
fabrication of thick disk resonators [4,5] was used for fabrication
of the resonators in this work. Figure 1 shows the SEM view of a
fabricated 20 m thick, 40 m wide, 150 m long clamped-clamped
SiBAR with 170nm capacitive gaps. The resonators are expected
to operate in their first width extensional modes, and the operating
frequencies are determined by their width.

Figure 1. SEM view of a 40 m wide, 150 m long, 20 m thick
clamped-clamped SiBAR and the close up of its electrode showing
the 170nm capacitive gap.

In the previous demonstration of SiBARs, the support lengths
were set to the quarter wavelength at the operating frequency (half
of the resonator width). This was assuming that such support
dimension would minimize flow of energy from the supports to the
substrate and maximize the quality factor of the resonator.
However, it is shown here that the support length does not have a
significant effect on the Q of the clamped-clamped SiBARs and
very high quality factors in the same range can be obtained for
devices with much shorter supports. The support length for the
resonator in Figure 1 is only 4 m making the structure much stiffer
and capable of tolerating much larger polarization voltages without
getting pulled-in. As a result, over one order of magnitude lower
equivalent electrical impedances are achieved for such resonators.

Polysilicon
Electrode

170nm Gap
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Figure 2 shows the measured frequency response for the
resonator of Figure 1 operating in its first width extensional mode
at 107MHz. As shown in Figure 2a, the quality factor of the
resonator is 49,600 when biased at a low Vp. However, it
gradually drops to 13,200 as the Vp increases to 90V (Figure 2b).
This is due to the existence of an unexpected loading resistance in
the resonator structure. The measured impedance with Vp of 90V
is 1050 . The real motional resistance of the resonator can be
back calculated using the unloaded Q value measured at low Vp
(before the Q loading starts) and the following equations:

loadmmeas RRR , and
meas

m

unloaded

loaded

R
R

Q
Q (1,2)

Where Rm is the motional resistance of the resonator, Rmeas is the
resistance measured by the network analyzer, and Rload is the
loading resistor. Motional resistance of 280 is extracted from the
resonator responses in Figure 2.

(a) (b)
Figure 2. Measured frequency response of the SiBAR of Figure 1
showing Q loading due to extremely low resonator motional
resistance.

Figure 3 shows a similar set of measured frequency responses
for a 50µm wide, 300µm long SiBAR fabricated on the same
substrate. The extracted motional resistance for this resonator is
200 .

Figure 3. Measured frequency response of a 50µm wide, 300µm
long SiBAR with motional resistance as low as 200 .

The measured static resistances between the two polarization
voltage pads on the two sides of the resonators are close to the
extracted loading resistor values. Therefore, the resistivity of the
silicon substrate in the Vp path is suspected to be responsible for Q
loading.

The starting SOI substrate for the resonators in Figures 2 and 3
had a device layer resistivity of 0.015 .cm. To further investigate
the effect of substrate resistivity on Q loading, another batch of

resonators were fabricated on a SOI substrate with lower device
layer resistivity (0.002 .cm). Figure 4 shows the frequency
response and extracted resistance values for a 20µm thick, 40µm
wide, 150µm long SiBAR with 125nm capacitive gaps (Gap aspect
ratio = 160) fabricated on the lower resistivity substrate. The
extracted loading resistance for this resonator is only 120 which
is over 6 times lower than the loading resistor for the same device
on the previous higher resistivity substrate.

Figure 4. Frequency response of a SiBAR with similar dimensions
as the resonator of Figure 2, fabricated on a lower resistivity
substrate showing a much lower loading resistance of 120 .

Frequency Tuning and Temperature Compensation:

One of the remaining major bottlenecks limiting the capability
of silicon resonators is their much larger temperature coefficient of
frequency compared to quartz resonators. This results from larger
temperature coefficient of young’s modulus of silicon. Figure 5
shows the measured frequency response as well as temperature
dependant frequency drift graph for a 50 m wide, 540 m long
SiBAR. The measured frequency drift of -27.8ppm/ºC is in good
compliance with previously reported values for single crystal
silicon resonators [4]. At lower frequencies electrostatic frequency
tuning of the capacitive resonators can be large enough for
temperature compensation over a >150ºC range [1]. However for
frequencies in the 100MHz and above, the electrostatic tuning is
not large enough for temperature compensation unless extremely
narrow (sub-100nm) capacitive gaps are realized and/or
comparatively large polarization voltages are applied.

85.6

85.7

85.8

85.9

86

86.1

-40 -20 0 20 40 60 80 100 120

Figure 5. SEM view, frequency response and temperature induced
frequency drift data for a 20 m thick, 50 m wide, 540 m long
SiBAR with 170nm gaps.

The alternative frequency tuning approach evaluated in this
work is using the large temperature drift of the resonator for its
tuning as well as temperature compensation at the cost of burning
extra power. Conductivity of the body of the resonators and
availability of two pads on the two end of the device make it very
convenient to use the resonator itself as a heater. Figure 6 shows a
frequency tuning of more than 1MHz (1.2%) achieved for the
86MHz resonator of Figure 5 by passing a DC current through its
body. This is done by applying slightly different bias voltages to
the two Vp pads of the resonator. According to the measured
temperature induced frequency drift (Fig. 5), this is equivalent to
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an elevated temperature of ~450 C for the resonator (neglecting
second order effects). It is worth noting that the resonator was
operating flawlessly with no degradation of the quality factor at
high temperature. A temperature dependant current source can be
used to keep the temperature of the resonator elevated (e.g. at
125 C) independent of the temperature of the surrounding
environment and avoid the temperature drift. In this case, the
unpackaged resonator on a 1.2×1.2cm2 silicon substrate with no
thermal isolation from the test setup, 85mW of power was required
at room temperature to keep the temperature of the resonator
elevated at125 C. This can be reduced to a few mW or even
below mW for a single resonator inside a thermally isolated
package.

84.8

85

85.2

85.4

85.6

85.8

86

0 50 100 150 200

Figure 6. Measured frequency tuning characteristic of the
resonator of Figure 5 resulting from heating current passed through
the resonator.

Furthermore, one can take advantage of temperature
dependency of the resistance of the resonator and use it as a
simultaneous in-situ temperature sensor. Incorporation of an
active feedback mechanism around such device can result in a
highly stable temperature characteristics.

Higher resonance modes:

Figure 7 shows the measured resonance frequency of a 5 m
thick, 30 m wide, 150 m long, SiBAR with 135nm capacitive
gaps operating in its fundamental and higher modes up to the 5th

mode.

Fig. 7. SEM view and measured frequency response of a 30 m
wide, 150 m long, 5 m thick SiBAR at its first and higher odd
width extensional modes up to the fifth mode.

The supports for the resonators are in the middle of their width,
which is a resonance node for odd higher width extensional modes.
Therefore, they can be operated in such higher modes with high
quality factors and much higher resonance frequencies.

Quality factors of 15,000 and 17,300 are measured for the 3rd

and 5th width extensional modes of this resonator at 427MHz and
765MHz respectively. Measured motional resistance of 11k and
23k for these modes are close to one order of magnitude lower
than the impedances reported for surface micromachined
capacitive resonators at similar frequencies [6].

III. ULTRA-LONG SiBARs
For oscillator applications resonator Q as high as possible is

desired to minimize the close to carrier phase noise. However in
most of the filter applications, a comparatively small (<1000) filter
Q is targeted and very high resonator Q can help slightly reduce
filter insertion loss, however is not a necessity; instead very low
resonator motional resistances are required to avoid the need for
large terminating resistors and resulting problems caused by
parasitic input and output capacitance of the resonators [7]. In
other words, low resonator impedance has to be resulting from
strong electromechanical coupling not its high quality factor. In
addition to increasing Vp and reducing the gap size,
electromechanical coupling can also be maximized by increasing
the length of the resonator. However, elongation of the regular
clamped-clamped SiBAR will eventually result in excessive
compliance of its structure and consequently stiction and early
pull-in issues. To maintain the resonator stiffness while increasing
its length, perpendicular support beams are added at several
locations along the length of the ultra-long SiBARs (Figure 8).

Fig. 8. SEM view of an ultra-long (30 m wide, 1800 m long)
SiBAR with perpendicular supports along its length.

As expected, the added supports reduce the resonator quality factor
significantly (Figure 9a). Adding notches to the resonating body at
the support interconnects helps increase its quality factor to some
extent [6] (Figure 9b). However the Q is still much lower than the
regular clamped-clamped SiBAR. Such large structures are very
susceptible to having unwanted spurious modes close to their main
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mode (Figure 9). Therefore, precautions need to be taken in their
design to suppress the undesired modes as much as possible.

(a) (b)
Figure 9. Measured frequency response of ultra-long 20 m thick
30 m wide SiBARs with perpendicular support beams along their
length, (a) solid (un-notched) BAR, (b) notched BAR.

IV. SQUARE SILICON BARS
Corner supported square structures are an alternative approach

explored in this work to increase the effective resonator length.
Figure 10 shows the SEM view and frequency response of a single
square SiBAR supported at its four corners. Polysilicon
interconnects bridging over the resonator [4] provide electrical
connection between different sections of the electrodes for the
square SiBARs.

Figure 10. SEM view of a 20 m thick 40 m wide corner-
supported square silicon BAR and its measured frequency response
under low and high polarization voltages.

In the square resonator of Figure 11 the length maximization is
taken another step further. This resonator consists of a network of
four squares sharing common sides with each other. Square
SiBARs have larger quality factors compared to the linear ultra-
long SiBARs. However their quality factor is much lower than
that of the regular clamped-clamped SiBARs. Extensive finite
element analysis and measurements are required for complete
characterization and insightful design of the ultra-long linear BARs
and the square BARs.

Figure 11. SEM view of a 4-square network silicon BAR and its
measured frequency response with different polarization voltages.

CONCLUSIONS
In conclusion, low impedance high frequency capacitive

resonators with great potential for implementation of highly stable
low phase noise oscillators are presented. Quality factors as high
as a few tens of thousand and motional resistance well below 1k
are simply achievable for SiBARs in the VHF range without the
need for ultra-thin (sub-100nm capacitive gaps).

Poor temperature stability of silicon resonators compared to
quartz crystals is the major drawback for employment of such
resonators in wide range applications. By passing current through
the conductive body of the clamped-clamped SiBARs they can be
used as self-heaters as well as temperature sensors simultaneously.
An active feedback mechanism along with optimal packaging for
thermal isolation enables realization of low power highly
temperature-compensated silicon frequency reference.
A variety of ultra-long SiBAR structure can be deployed for
improved electromechanical coupling at the cost of reducing the
resonator quality factors.
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ABSTRACT

This paper presents an innovative method of preventing
structural resonance due to a fluid-structure interaction for a
MEMS high flow rate gas valve. This normally closed gate valve
design consists of a pair of slender electrothermal beam actuators
that move a slider with rectangular slits to modulate the flow of gas
through a series of flow channels below the actuator. Under
certain flow and voltage conditions, the slider structure enters a
resonance condition first identified by an audible noise and an
undesirable flow output. Visual inspection of the slider and
electrothermal beams during resonance indicated that the in-plane
displacements of the normally quasi-static beams oscillate wildly
such that the beams buckle. A computational fluid dynamic (CFD)
analysis in combination with a mechanical model of the
electrothermal beams showed that forces on the walls of the slots
tend to close the actuator but are insufficient on their own to cause
beam buckling. The design of the valve, with its “floating” slider
mechanism, has no sliding contact points to create friction that
could also create damping. Therefore, this structure has a high Q
factor which can amplify the resonant oscillating displacement.
Based on viscoelastic properties of RTV silicone, a small,
precisely controlled amount of silicone was dispensed using a
computer controlled dispense system to create two damping
“straps” between the slider mechanism and the rigid supporting
structure around the valve. Subsequent testing indicated that the
instability could not be induced under normal operating conditions
once the silicone dampers were installed.

INTRODUCTION

Many MEMS devices are based on oscillating microstructures
such as comb drives, quartz crystal resonators and cantilever
beams. These devices with size scales from nanometers up to
hundreds of microns are able to achieve high actuation strokes due
to a minimal amount of damping inherent in their design [1-2].
When used as sensors, an important factor to improving the
sensitivity of these devices is to maximize the sharpness of
resonance, or Q-factor. The Q-factor is heavily influenced by the
ambient environment [3-4] since typically Q scales with viscosity
of the fluid surrounding the MEMS device. In some cases, this
necessitates vacuum operation for minimal viscous damping of the
structure. While numerous studies of the effects of damping of
MEMS oscillatory sensors and actuators have been presented, the
majority of these have focused on increasing Q for better
performance. Few studies have examined reducing Q to increase
damping on MEMS devices [5].

Extensive prior research on the design and microfabrication of
MEMS devices for flow control of gases and liquids is available.
One design that is ameable to high flow rate gas modulation is a
gate valve structure [6]. Since a gate valve design actuates
perpendicular to the direction of flow, a gate valve is easily
integrated with planar electrothermal or electrostatic actuation
schemes and does not require a high force actuator to work against
the flow to close the valve. This paper examines a high flow rate

gate microvalve that exhibits a flow-induced resonance from a
coupled interaction of the fluid and structure (FSI) that adversely
affects the valve performance. A novel method for adding
damping to the microvalve is presented that mitigates the
undesirable resonance from the fluid structure interaction.

VALVE DESIGN AND OPERATION

The objective of the microvalve design in this effort was to
develop the capability of modulating airflow rates of 5000-
10000 sccm. In order to minimize valve power consumption and
maximize flow area, a gate valve design was utilized that operates
by moving a set of fingers across a series of slots as shown in
Figure 1. The required flow rates and die size constraints

necessitate slot sizes on the order of 120 m in width [7].
Therefore, an actuation system was required to produce at least this
amount of stroke within the geometric constraints of the die. A
bent beam electrothermal actuator (Vbeam actuator) was chosen
based on a survey of competing actuation concepts and prior
experience with this design [8].

Figure 2 shows a top view of the microvalve structure. While
the focus of this paper is on the flow induced instability and
prevention rather than the fabrication, the following is a brief
description of the microvalve design and process flow. The slider

is composed of 30 slots 120 m wide and 2990 m long. The

electrothermal actuator is a bent beam 35 m wide, 6900 m long.

The actuator is fabricated on a 385 m thick highly doped (0.015-
0.02 ohm-cm) silicon wafer with a two sided deep reactive ion
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Figure 1. Cross-sectional view of the MEMS gas valve

where the middle slider composed of an array of 135 m

wide fingers uncovering the slots of bottom wafer.

Figure 2. Top view of the early generation MEMS gas valve

showing an array of slots actuated by a pair of electrothermal

actuators.
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etch. The actuator wafer is silicon fusion bonded to another wafer

etched with 30 120 m wide slots such that the slots are covered in
the non-energized position. A short etch in the actuator and slot
regions prevents a fusion bond between the slider or actuator and
the lower wafer.

Since the microvalve is thermally actuated, a Thermal Clad®

circuit board with an aluminum substrate and dielectric clad top
from The Bergquist Company was chosen as a test vehicle due to
its heat dissipation properties (See Figure 3). The die are mounted
over open slots in the board using standard die pick and place
equipment and are then wire bonded to make electrical
connections. Each die is adhered to the board using GE RTV116
high temperature silicone. This compliant material with good
thermal conductivity maintains its mechanical properties at
elevated temperature (die temperatures can reach upwards of
100ºC). A populated board is inserted into a two part metal
manifold with machined flow passages and solenoid shutoff valves
for each microvalve. The manifold is part of a fluidic test rig
(Figure 3) with integrated flow meters and an upstream pressure
regulator (1245 Pa) for microvalve characterization. Pressure is
measured in the flow circuit just upstream to the set of microvalves
at the manifold inlet and just downstream of each microvalve with
a differential pressure sensor to determine the pressure drop across
each valve. Following the downstream pressure sensor is a
restrictive 4.9 mm diameter orifice.

In order to characterize the flow response of the microvalve,
the input voltage to the valve was ramped up from 0 V to 24 V DC
and back down to 0 V in increments of 1 V. Once the voltage was
set, a time delay of four seconds was imposed for the flow to
stabilize before pressure and flow measurements were taken. A
software-controlled procedure was used to ramp the voltage,
open/close the solenoid shutoff valves and record the data as
needed. Figure 4 shows the flow response of a typical microvalve
without damping treatment along side the desired response. The
instability seen in Figure 4 is not consistent valve to valve and a
very small percentage (<10%) of valves exhibited no audible noise

or flow disturbance. The flow instability was especially noticeable
in the range of voltage from ~5 V to 14 V. Audibly, the noise was
characterized by single frequency flute like tone with an extra
"harshness" and a mechanical sounding vibration. A typical
spectrum of the tone is shown in Figure 5. The tone was recorded
by placing a microphone near the valve and calculating the
autospectrum of the frequency content of the acoustic signal.
Although the amplitude is strictly relative in this figure, the total
RMS level of the sound is estimated at 80-90 dB SPL. The
acoustic spectrum indicates a fundamental frequency at
approximately 1.2 kHz, and a number of N multiple harmonics.
This is consistent with the expected fluid structure interaction. A
resonance condition is created where the motion of the fluid
excites the slider structure in a periodic manner causing the valve
to open and close at a rapid pace. A pressure wave is created with
each opening and closing as the fluid varies in velocity. This
pressure wave creates the tone observed by the listener. The
pressure wave is also "chopped" by the motion of the slider, so it is
not a pure sine wave and creates the N multiple harmonics that
give the harsh tone. The mechanical vibration noise is most likely
the slider contacting the sides of the MEMS device.

Inspection of the valves after operation (Figure 6) revealed
noticeable damage that would require bending of the beams in the
opposite direction as is intended. Video of the valve’s operation
was taken with the backend of the manifold removed from the
assembly. This video confirmed a resonance in the structure at
valve positions corresponding to the audible noise. The oscillation
amplitude is observed to vary from the maximum beam
displacement at a particular input voltage to a negative
displacement causing contact with the reverse stop. This reverse
displacement causes the two beams to have an S-shape implying
beam buckling. This resonance behavior was observed on more

Figure 6. Close up view of valve and reverse stop after

operation of unstable valve. The silicon chips and divots on

the actuator along with the blunted points indicate actuation

of the valve opposite to the intended direction.

Direction of actuation

Figure 5. Spectrum analysis of the gas valve noise at a

variety of voltages.
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than 30 devices from a multitude wafers and wafer lots eliminating
process variability as a root cause.

FLUIDIC AND STRUCTURAL MODELING

Analysis of the conditions causing the electrothermal beams
to lose stiffness and become susceptible to the destructive FSI is
composed of two parts: a fluidic model of the forces acting on the
actuator and a mechanical model of the forces required to buckle
the beam. A computational fluid dynamics (CFD) model was
constructed using the software package FLUENT to determine the
forces created by the flow conditions through the valve. The initial
single slot two-dimensional (2D) models were expanded to three-
dimensional (3D) models to include the actual slot wall depth.
Several parametric variations of the slot geometry, corresponding
to various actuator voltages, were investigated. A mass flow rate
inlet boundary condition was defined based on the experimentally
measured flow rate for a given slot opening. With outlet pressure
defined to be atmospheric pressure, a steady state solution was
obtained for each valve position. Figure 7 shows the predicted
velocity distribution of flow at three different openings. The
velocity distribution shows that there is a recirculation zone that
forms downstream of the constriction that changes with valve
position. The fluidic forces on actuator walls were obtained by
integrating pressure values on actuator wall areas. Figure 8 shows
the forces on the left wall, right wall and the net force on the
actuator. The figure indicates that the forces on the walls of the
slots tend to close the actuator, similar to what is observed in the
visual observations of the valve oscillation. These forces tend to
peak at 14 V.

A Finite Element Model was created to investigate the force-
deflection behavior of the electrothermal beam and understand the

effects of the loads from the fluid flow. The large deflection and
snap-through buckling characteristics of the beam required a non-
linear analysis. Since this increased the computational effort, a
symmetric, 2D model of the beam was used to reduce simulation
time. This facilitated the investigation of many different
parametric variations to optimize the characteristics of the
electrothermal beam. The beam was simulated by applying an
elevated temperature resulting in a net free displacement, similar to
the actual electrothermal behavior when electrical current is
applied. Next, an opposing force, representing the forces from the
fluid flow, is applied that reduces the total displacement of the
actuator. The stiffness of the beam is calculated once the
displacement and forces are known. The opposing force is then
increased until snap-though buckling occurs as the stiffness goes to
zero. An example of the force-deflection and buckling
characteristics of various electrothermal beams are shown in
Figure 9. Here, the legend indicates a parametric investigation of
different electrothermal beam widths at the ends “E” and middle
“M” in microns. Clearly, the beam can be designed to higher load
carrying capability and stiffness while keeping the length constant.
A similar 3D model was constructed to investigate variations in the
out of plane geometry. For example, variability in fabrication of
the beam, especially due to undercutting during the etching
process, created beams with an hourglass cross-section. The 3D
model showed that the loss of material due to undercutting led to a
significant reduction in stiffness of the beam that exacerbated
issues related to fluid structure interaction.

SILCONE DAMPING SOLUTION

Once it was determined that the undesirable excitation, flow
instability and noise was due to the FSI, several concepts were
explored to increase damping, or reduce the Q-factor of the
microvalve. Many of these concepts involved springs attached to
slider structure in order to dissipate energy from the motion of the
valve. However, a classical solution of an integrated silicon spring
attached to the slider would require a very low stiffness in order
not to artificially limit the deflection of the actuator and increase
the power consumption of the valve. Another possibility not

explored here would be to decrease the gap (5 m) between the
slots underneath the slider and the slider itself. A smaller gap
would increase damping on the device. A similar effect could be
accomplished by adding a third wafer with either a corresponding
set of slots on top of the actuator [9].

A less risky and more cost effective approach was to attach an
elastic, flexible viscoelastic spring to the slider after assembly.
Another Finite Element Model was created using ANSYS to
investigate the mechanical behavior of the viscoelastic silicone
straps used to increase damping of the structure. The geometry of

Figure 8. Summary of results from the CFD analysis of a

single gas valve slot showing maximum force acting to close

the valve at 14 V.
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Figure 7. Velocity (m/s) flow patterns within a single slot at

a variety of openings (X) showing a recirculation zone on

the left wall.

Figure 9. Buckling results for electrothermal beam.
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the strap used in the model included portions that are bonded to the
slider and die edge, and also the region of the strap that is stretched
when the slider moves. Static displacement constraints were
imposed on the slider, and the opposing force from the strap was
determined from the model. This enabled a calculation of an
effective spring constant for various sizes and numbers of straps.
This spring constant was subsequently introduced into the
electrothermal beam actuator model and facilitated sizing of the
straps such that the effect on the slider displacement due to the
opposing forces of the straps was less than 5%. The stresses
experienced by the strap were found to be small enough to avoid
issues related to fatigue such as relaxation or debonding. The
model and example stress results are shown in Figure 10. The
elastic modulus for the family of silicones considered for the straps
is characterized by a storage modulus (real part) and loss modulus
(imaginary part). Although the loss modulus is ignored for static
deflection, it increases significantly at high frequency such that at
the resonant frequency of the valve, it is nearly the same
magnitude as the storage modulus. Calculations based on the strap
model showed that the viscous forces due to the strap could easily
exceed the elastic forces. This finding gave a good indication that
the viscoelastic properties of the silicone provided the damping
force needed to eliminate the undesirable FSI.

A GE RTV106 paste was used and dispensed on the
microvalve on two opposite locations as seen in Figure 11.
RTV106 was chosen due to high temperature capability and its
viscosity to prevent flow down into the slots of the microvalve.
The RTV106 was dispensed using a MRSI 170G auto dispense
system after the valves were attached to the boards. This tool used
vision recognition to accurately apply the two straps. The final

straps were 300 m wide and extended approximately 800-

1000 m in length. Valves with silicone straps were tested as part
of the flow manifold to determine the effect of these straps on the
valve’s reliability. The valves were actuated from a closed to open
position at a frequency of 1 hz. Tests of 5 devices indicated no
failure when cycling up to 10,000 cycles.

CONCLUSIONS

A high flow rate gas valve was designed, fabricated, and
tested. Initial testing of the silicon valve indicated a flow-induced
resonance which caused unstable motion of the electrothermal
actuators in the plane of the wafer. This resonance of the
electrothermal beams caused undesirable and inconsistent
flow/voltage response of the valve. In order to understand the
origin of the resonance, a CFD model of an individual slot at
various positions indicated that flow forces act to close the valve.
An analysis of the forces necessary to buckle the thermal beams
revealed that the flow forces are insufficient on their own to cause
the deflections seen experimentally. However, due to the low
damping of the slider and electrothermal beams, these small flow
induced oscillations are amplified into large deflections. In order
to prevent the resonance of the structure, damping was added
through the addition of a pair of silicone springs to the slider.
Testing of these devices indicated that the resonance of the
structure was removed with the addition of the silicone dampers.
Limited testing of the reliability indicated that these dampers were
reliable up to 10,000 cycles.
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Figure 11. Optical photographs of silcone “strap” used to

dampen the flow induced oscillation of the gas valve. A,

shows the valve at 0V and B shows the valve 24V.
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ABSTRACT

We report the design, fabrication, and testing of a fully
integrated peristaltic 18-stage electrostatic gas micro pump with
active microvalves. It consists of nine 2-stage pump units and
19 microvalves that are serially-connected and individually-
controlled. It utilizes a number of techniques to achieve high-
pressure and high flow-rate performance: 1) multi-stage (18-
stage) configuration to distribute the total pressure across
individual stages thus allowing each stage to operate at low
pressure to accommodate the weak forces available in the micro
scale; 2) a fluidic resonance-based operation to achieve high
mass flow rate despite the small volume displacement of an
individual membrane; 3) active timing control of microvalves to
regulate pump operation for either high flow or high pressure;
and 4) several new designs, such as checkerboard microvalves,
dual-electrodes, and dual-chambers to achieve efficient
electrostatic pumping. The fabricated 18-statge pump produced
the highest air flow rate of ~4.0 sccm and maximum pressure
difference of ~17.5 kPa with a total power of only ~57 mW. It
has a total package volume of 25.1 × 19.1 × 1 mm3.

Key Words: Electrostatic pump, Micro gas pump, Peristlatic
pump, Active microvalves.

INTRODUCTION

Recent literature has increasingly reported the importance
of miniaturizing conventional ‘bulk’ chemical analysis or
monitoring instruments in reducing analysis time, amount of
target samples, cost, as well as in increasing analysis resolution,
and portability. The miniaturization efforts cover numerous
fields from environmental and health monitoring to bio- and
pharmaceutical research, such as gas or water monitoring, blood
or saliva analysis, cell or tissue handling, lab-on-a-chip, drug
delivery, and drug tests. In spite of active miniaturization efforts
and their recent success in sensing technology in the micro
domain, micro-analysis devices still depend on conventional
‘meso-scale’ fluid delivery systems, such as large gas tanks or
syringe pumps, to obtain high pressures and high flow rates [1].
The dependence on such ‘bulky’ fluidic systems prevents both a
true miniaturization of the systems and precise control of small
doses of chemicals and bio-subjects.

Similar challenges exist to the development of a micro gas
chromatography (µGC) system under development at the Center
for Wireless Integrated MicroSystems (WIMS) at the University
of Michigan [2]. The WIMS µGC is a highly complex
microsystem and requires high-flow rate and a high-pressure
gas flow to support the operation of other micro components
such as a pre-concentrator, micro columns, and micro sensors.
Previous gas micropumps have shown only limited capabilities,

such as low flow-rate, low pressure, and large volume, thus failing to
meet the requirements of the WIMS µGC. Generally, flow rate is
limited by the small deflections of a pumping membrane, while
pressure is limited by the small actuation forces available in the
micro domain. Additionally, micro pumping becomes unpredictable
due to gas compressibility above a certain frequency.

Theoretical studies have shown that a high flow rate, high
pressure, low power, and small gas micro pump could be realized by
‘pressure accumulation’ through a low-compression multi-stage
configuration and ‘high-speed volume displacement’ through a high-
frequency resonant operation of a pumping membrane in an
electrostatic micro pump [3].

In this paper, we report the fully integrated peristaltic 18-stage
electrostatic gas micro pump with active microvalves that achieves
high-pressure and high flow rates by such ‘pressure-accumulation’
and ‘high-speed volume displacement’. We also report the operation
of checkerboard-shape microvalves and their influences on pumping.

Vout= ( P)

P
P

P

P
P

P

: Pressure accumulation

2-stage unit with a low compression ratio
(deflection vs. cavity depth) design

Peristaltic multi-stage pump

Figure 1: Illustration of (top) an integrated multi-stage (18-stage)

micropump for high-pressure generation and (bottom) the detailed

structure of a single pump unit (2-stage) formed by two bonded-

wafers.



Figure 2: Operation principle of the reported multi-stage micropump. Respectively synchronized membrane movements generate

peristaltic air-flows to adjacent pump stages. Air-flows come into the 1st pump chamber at bottom during a gas transfer period (b), then

move out into the 2nd pump chamber on top during the next gas transfer period (d).  This process repeats to next-stages.

OPERATION

The 18-stage pump distributes the overall pressure
uniformly across individual stages and accumulates it for a high
pressure difference across the whole pump (Figure 1-(top)). It is
notable that such pressure-accumulation becomes possible
through a low-compression design, where the volume
compressed by a membrane is small compared to the overall
pumping chamber volume [3]. In contrast, a simple cascade of
several micro pumps generally leads to performance degradation
due to non-uniform pressure distribution and thus pressure
overloading in the last few stages [4, 5].

The 18-stage pump utilizes pumping membranes that are
actuated at a high-frequency fluidic resonance and generates a
high mass flow rate. The pumping membranes are made from
flexible polymer films and are electrostatically-actuated by dual
electrodes in two directions. The use of ‘large-deflection’
flexible polymer and ‘pull-pull’ dual-electrodes maximizes the
gas flow rate.

The 18-stage pump consists of nine serially-connected 2-
stage units (Figure 1-(bottom)). Each 2-stage unit includes two
(dual) pumping chambers formed in the top and bottom wafers
and inlet and outlet (transfer) microvalves formed between the
two bonded-wafers. Dual-pumping chambers reduce the overall
size of the pump by stacking two chambers on top of each other
and sharing a single pumping membrane. Inlet and outlet
microvalves consist of one polymer valve membrane and two
silicon electrodes, all of which contain checkerboard-type array
of holes. The microvalve opens or closes gas flow depending on
the match or mismatch of holes between the valve membrane
and one of the dual electrodes.

Figure 2 shows the peristaltic operation of the 18-stage
micro pump. In this peristaltic pump, gases progress according
to pressure changes in adjacent pumping chambers. As the main
pumping membrane moves up and expands the bottom chamber
with all the microvalves closed, the pressure in the first (bottom)
chamber becomes lower (Figure 2 (a)). When the pressure in
the first (bottom) chamber becomes low enough to introduce
atmospheric gases into the chamber, the inlet “checkerboard”
microvalve opens by a separate control signal and gases are
introduced into the micro pump (Figure 2 (b)). When the
pumping membranes reach the top, all the valves are closed and

the next cycle begins. In the next cycle, the pressure in the first
(bottom) chamber increases, as the main pumping membrane moves
down and compresses the bottom chamber with all the microvalves
closed (Figure 2 (c)). When the pressure in the first (bottom)
chamber becomes higher than the adjacent second (top) chamber, the
outlet valve opens and gases transfer from the bottom to the top
chamber (Figure 2 (d)). The same process repeats through the rest of
the stages. Please note that as the pumping membrane moves down
(up), it not only compresses (expands) the bottom chamber into high
(low) pressure, but also expands (compresses) the top chamber into
low (high) pressure simultaneously. Also please note that an outlet
valve of the previous stage is an inlet valve of the next adjacent stage.

Figure 3 shows the timing control of integrated microvalves.
The timing control over the valve opening duration determines the
flow rate and pressure rise of the pump. When the opening duration
is long (close to half the cycle: 0.5T), the pump flow rate is
maximized and the pressure rise is very small because most of the gas
just transfers because it was being confined and compressed. In this
case the pump operates in the high-flow rate timing mode (HFT). On
the other hand, when the opening duration is short (0.25T), the
duration of the membrane compression is increased and, therefore,
the pressure increases and the flow rate decreases, which is defined as
the high-pressure timing mode (HPT).

Figure 3: Microvalve timing control: HFT for high flow rate and

HPT for high pressure pumping.

293



Figure 5: SEM of the cross-section of a fabricated two-stage micropump. A multi-stage micropump simply has a repeated form of such a

structure.

FABRICATION

Figure 4 describes the microfabrication process for the
multi-stage micro pump [6]. Fabrication consists of wafer
bonding and membrane transfer among three wafers. First, a
Parylene membrane is transferred from a carrier wafer onto a
device wafer that contains pumping chambers, fluidic channels,
and electrostatic electrodes. The transfer is performed at a
wafer-level and constructs a thin (~1.5 µm thick) membrane that
is suspended over the perforated electrode (~2000 µm) by a
small gap (~ 5 µm) [7]. Then, a second device wafer is bonded
to the first at a low temperature (~230°C) [8], thus sandwiching
the pump and microvalve membranes between two electrodes
and closing off the pump chamber.

Recess etching (DRIE)/
Boron doping/ Oxidation

Etch-hole formation
(DRIE)

Cavity formation (TMAH)/
Buckled electrode [4]

Thin (~3 µm) Parylene
membrane transfer [5]

Top wafer bonding using
Parylene boding (230°C)
[5]

Tube hole formation
(DRIE)/ Epoxy tubes

Bottom wafer

Carrier wafer

Top wafer

Inlet valve pump

Exit valve

Parylene membrane

Buckled electrode

Device wafer 1

Carrier wafer

To-be-transferred
Parylene film

Device wafer 2

Figure 4: Microfabrication process flow [6].

TEST RESULTS AND DISCUSSION

The fabricated 18-stage micro pump as well as 4-stage and
2-stage pumps were operated at different voltages, frequencies,
and microvalve timing, while being monitored using electronic
mass flow meters and pressure transducers. First, the 18-stage
pump is operated at different frequencies using a square wave
voltage signal of ±100V to determine fluidic resonant frequency

where highest flow rate or high pressure is generated. This test was
performed under high flow timing (HFT) and high pressure timing
(HPT), respectively. Then, at each resonance frequency, the
fabricated micro pumps were operated under different load conditions
to obtain the flow-vs.-pressure performance plot. Finally, they were
used to pump air to move liquid droplets and columns in order to
visualize and quantify performance.

Flow rate vs. operation frequency

Fabricated 18-, 4-, and 2-stage micropumps generated highest
air flow rates of ~4.0, 3.0, and 2.1sccm under the high flow rate
timing (HFT), as shown in Figure 6. They consumed 57.0, 15.1, and
9.1 mW. The 18-stage micropump has a resonance frequency at 17
kHz, while 4-stage and 2-stage pumps have resonance peaks at 14
kHz. Note that these measured flow rates are achieved by actuating
membranes that are only 2 × 2 mm2. When a pumping efficiency is
defined by the flow rate to the membrane stroke volume, this result
shows the highest efficiency by any membrane-based MEMS micro
pump.

Pressure vs. operation frequency

Fabricated 18-, 4-, and 2-stage micro pumps produced
maximum pressure differences of ~17.5, 7.0, and 2.5kPa under the
high pressure timing (HPT), as shown in Figure 7. These maximum
pressure differences were obtained at an operation frequency of ~15
kHz. Please note that the maximum pressure differences were
obtained at different operation frequencies compared to the highest
flow rates. The maximum pressure difference increases as the
number of stages in the micro pump increases. The measured
maximum pressure of 17.5 kPa is the highest pressure generated by
any electrostatic MEMS micro gas pump. Additionally, such
pressure-accumulation through the multiple stages is realized for the
first time by any MEMS pump.

Pressure vs. flow rate for different microvalve timing

Fabricated 18-, 4-, and 2-stage micro pumps demonstrated (1)
that the micro pump has multiple performance lines (HFT and HPT)
depending on the microvalve timing and (2) that the micro pump
performance is easily controlled by varying the microvalve timing,
and (3) that a higher pressure is achieved by using HPT, and a higher
flow rate is achieved by using HFT, as shown in Figure 8. As shown,
each fabricated micro pump has at least two different performance
lines (HFT and HPT). For example, an 18-stage micro pump
generates a higher maximum pressure (17.5 kPa) using HPT than
using HFT (12.8 kPa). Similarly, the pump produces a higher
maximum flow rate (4.0 sccm) using HFT than using HPT (2.6 sccm).

Visualization

Finally, the fabricated micro pumps were operated to visualize
the gas pumping capability by pumping liquid droplets from one end
to the other end of a tube. Figure 9 shows a sequence of photos
illustrating the movement of a liquid droplet by air being pumped
behind the droplet by a 4-stage pump. The droplet is ethanol, and the
tube has a diameter of 1.56 mm.
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Figure 6: Mass (gas) flow rate result measured using electronic

flow meters (Omega FM1600 series) over a wide range of

frequencies. An 18-stage micropump has a resonance frequency

at 17 kHz, while 4-stage and 2-stage pumps have resonant peaks

at 14 kHz.

Figure 7: Measured pressure difference over a wide range of

operation frequency. The pressure was measured using

electronic pressure transducers (Validyne DP-45).

CONCLUSIONS

We have developed fully integrated 18-, 4-, and 2-stage
peristaltic electrostatic micro gas pumps with active
microvalves. The microfabricated pumps 1) achieve high
pressure (17.5 kPa) by accumulating pressure differences across
multiple stages, 2) obtain high flow rate (4.0 sccm) by operating
at a high fluidic resonance frequency (~15 kHz) despite a small
membrane size (2×2 mm2), while consuming only small power
(~57 mW), 3) have demonstrated pumping control (high flow
rate or high pressure generation) by adjusting the microvalve
opening duration (HFT or HPT); and 4) successfully
implemented new designs, such as checkerboard microvalves,
dual-electrodes, and dual-chambers to achieve efficient
electrostatic pumping.
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Figure 8: Pressure versus flow rate measurement results of different

number of stage micropumps.

Figure 9: Visualization: ethanol drop is pumped through a thin tube

(flow rate: 1.1 sccm) using air being pumped by a gas micro pump.
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ABSTRACT

This paper presents the fabrication and test results of an
electrostatic Helmholtz-resonance micro-acoustic actuator for
high-velocity air jet generation. It incorporates a curved-
electrode electrostatic actuator (~8.8 µm deep) to provide twice
better performance than previously reported devices that used a
flat-electrode design. The out-of-plane curved electrode is
formed on a silicon wafer through the buckling of stressed thin
films forming the electrode.

The fabricated device has a footprint of 1.6 × 1.6 cm2 and
contains 25 acoustic micro thrusters. It operates using a 140 V
and 70 kHz sinusoidal signal and produces: 1) thrust of 55.6 µN,
2) maximum air velocity of 1.2 m/s, and 3) average velocity of
1.0 m/s across the whole chip. The average power consumption
of the 25 micro thruster array is 3.11 mW. The generated jet
was visualized by pumping ethanol clouds into a vertical gas
stream up to 12 cm. In addition, the fabricated microjets

successfully cooled a heated (~ 51 C) aluminum plate (1.6 × 1.6

cm2) down by ~10 C, which corresponds to a cooling power of

1138 W/m2 per unit area at a temperature difference of 100 C.

Key Words: Buckled Electrode, Electrostatic actuator,
Helmholtz resonance, Micro jet and propulsion.

INTRODUCTION

Microjets are useful in many applications, including chip
cooling, gas pumping, and air-breathing micro thrusters for
propulsion. To achieve high air velocity (and therefore high
thrust), high-frequency and large-volume displacement of an
actuation membrane at Helmholtz resonance is desirable (Figure
2) [1]. However, in electrostatic actuators, large-volume
displacement is limited by the small gap between a diaphragm
and an electrode. The small gap is necessary to keep the
operation voltage low enough for practical electrostatic
actuation. Such limitation can be overcome by using a curved
electrode electrostatic actuator [2]. The curved electrode keeps
the gap small between a membrane and a diaphragm around the
peripheral, but allows a large deflection at the center. Thus, it
achieves a large volume displacement at a low voltage.

Out-of-plane curved electrode structures can be easily
microfabricated by engineering the buckling of stressed thin
films [3]. This buckling method is simpler, cheaper, and more
uniform than other methods, such as DRIE lag [4] and gray-
scale photo-mask sets [5].

In this paper, we report a Helmholtz-resonance microjet
generator with large-volume displacement and low power
consumption, using a buckled curved electrode design. Its
jetting and propulsion performance as well as cooling capability
are also reported.

Figure 1. Conceptual illustration of a single micro-thruster with a

curved electrode (bottom), array of 25 micro-acoustic-thrusters

(center), and the fabricated micro-thruster array that is mounted on a

PC board (top).

LOW-POWER HELMHOLTZ MICROJET

Helmholtz resonance microject

Figure 2 shows the operation of a Helmholtz-resonance
microjet generator. When a membrane is deflected by a buckled
electrode to compress the air inside a Helmholtz-resonance cavity, a
directional air jet is ejected from the cavity (Figure 2. (a)). Since the
ejected jet is directional, it transfers a large momentum out in the
vertical direction. When the membrane returns to its original position
due to its restoring force, the cavity volume is expanded and air is
pulled into it from outside (Figure 2. (b)). The inhaled air comes
from all directions and thus produces only a small momentum
vertically into the cavity.  Such single deflection and restoration of
the membrane completes a cycle, and repeats at a high-frequency
resulting in a net momentum generated and zero mass transfer per
cycle. The operation frequency is determined by the geometry of the
cavity.
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Figure 2. Operation principle of the electrostatic acoustic

microjet generator.

Figure 3. Surface profile of the fabricated curved electrode over

half the whole electrode. This curvature enables low-voltage

electrostatic operation by reducing the gap distance around the

periphery while maintaining a large separation in the center of

the ac ator [3].

Buck

movement of electrodes during
lectrostatic attraction [3].

FABRICATION

 (un-
doped) under the composite membrane and also to reduce

tu

led electrode electrostatic actuator

Curved electrodes are built by utilizing the intrinsic stress
in thin films. Thin films are deposited on a substrate and then
released from the substrate to form a suspended diaphragm. The
built-in compressive stress in these thin films causes buckling
out of the plane of the wafer, thus forming a naturally0curved
diaphragm, which can be used a s curved electrode., as shown in
Figure 3 [3]. The buckled electrode provides a smooth
curvature around the periphery, which is necessary for low-
voltage operation. In addition, it also provides high structural
strength, preventing the
e

Figure 4 shows a simplified microfabrication process flow.
First, layers of compressively stressed thermally grown silicon
oxide (0.5-µm) and LPCVD polysilicon (3.8-µm) were
deposited. Then, the polysilicon layer was doped with boron to
provide high resistance against the TMAH wet etching during
the cavity formation. On top of the doped polysilicon, a layer of
tensile silicon nitride (0.1-µm) was deposited to induce the
electrode to buckle downwards [6]. The composite layers were
patterned with perforation holes using DRIE etching. These
perforation holes were used to wet-etch the silicon substrate

Bottom wafer

Buckled electrode

Top wafer

Boron-doping/DRIE etching
forwet-etch access

Cavityform ation (TM AH)/
Buckled electrode [1]

W aferbonding using a
polym er,BCB [2]

DRIE bulk silicon etching
form em brane form ation

DRIE silicon etching for
device separation

Throat formation

Membrane release

Figure 4. Simplified microfabrication process

Figure 5. (Top) SEM view of a fabricated micro actuator array.

Individual units have two holes per side (total eight thrust holes per

device). (Bottom) Sequential photos of membrane collapse by a

curved electrode.

damping during membrane actuation. When the silicon substrate was
etched, the composite layers were buckled due to the intrinsic
compressive stress. Then, a second wafer deposited with several
films forming a moveable diaphragm was bonded using BCB [1].
Finally, the second wafer DRIE etched to release the moveable
diaphragm, and to form microjet throats (holes).

The fabricated device contains 25 individual microjet
generators in a chess-board array, as shown in Figure 5. Each
individual microjet generator has an actuation membrane at the center
and eight throats on four sides. Under the membrane, a perforated
curved electrode is located over a Helmholtz-resonance cavity. The
curved electrode gradually deflects the membrane down from the
edges toward the center, as shown in Figure 5.
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Fig 6. Air velocity measurements across an individual micro

thruster (refer to the 3D drawing) at different frequencies.

Thrust values are highest over the thrust holes (throats). Thrust

generation

-

shows a maximum value at a resonance frequency of

Fig 7 velocity measurem

thruster at different h

y, cooling capability was
verifi by measuring temperature variations of a target surface

is
monitored. The specific hot-wire test setup was calibrated
through a series of wind-tunnel test to attune the relationship

70 kHz.

. Air ents across an individual micro-

eights and voltages.

TEST RESULTS

The fabricated microjet generators (Figure 5) were first
tested to determine the resonant frequency using a microphone
located 2-cm above the chip. Peaks in the acoustic spectrum
identify the resonant frequencies. Next, the air flow velocity
produced by the micro-thrusters, actuated by a 140V sinusoidal
signal at 70kHz, was measured using a hot-wire anemometer,
which was placed at various heights above the chip and scanned
across the whole chip to determine the variation in flow velocity.
The jet flow was visualized with ethanol droplets formed by a
commercial nebulizer. The thrust was also measured directly
using a pendulum balance. Finall

ed
when cooled using generated air jet.

Hot-wire anemometry test (microjet measurement)

The hot-wire anemometry tests were performed to directly
measure the velocity from a microjet. A hot-wire (TSI model
1210 T1.5) was attached to a micro-manipulator with three-axis
freedom and then placed on various locations across an
individual microjet generator, while its resistance variation

Fig 8. Visualization of thrust generation (video clips): Ethanol jetting

test results show that an ethanol column was generated vertically

more than 12 cm above the chip and ethanol clouds.

between resistance variation and air velocity. The hot-wire test was
also performed under various operation voltages and at different
heights.

Test results (Figures 6, 7) show that the fabricated individual
microjet generator produced a maximum air velocity of ~1.2 m/s, and
an average velocity of ~1.0 m/s across the device, when the velocity
is measured at 1-mm above the throat. The measured air velocity is
maximized at a resonance frequency of 72 kHz, a voltage of 140 V,
and a location close to the throat (1-mm high).

Jetting test (microjet visualization)

To visualize the jetting performance, a fabricated device was
actuated to jet an ethanol cloud. The ethanol cloud was formed using
a commercial nebulizer under a microjet generator array, and then
jetted through the thruster when it was turned on. The jetting tests
(Figure 8) show that the microjet generators can pump an ethanol
aerosol into a column up to 12 cm.

Thrust performance

To measure the thrust generated by a microjet array, the
microjet generator array (total mass 2.0 g including mounts) was
attached to a 1.8-m long string balance and operated at 70 kHz with a
140V sinusoidal driving signal. Then, the moving distance was
measured to calculate the generated thrust.

Test results (Figure 10, bottom) show that the microjet array
(25 devices) traveled over a distance of 4.5 mm, which corresponds
to a thrust of 55.6 µN. This measured thrust value corresponds to 2.2
µN per microjet generator. The measured thrust is at least twice
higher than the thrust of 1.08 µN from the previous microjet
generators with flat electrodes [1].

To further illustrate thrust performance, the microjet device
was operated in the pendulum balance at the same driving signal of
140 V, 70 kHz and modulated at 0.43 Hz, the resonant frequency of
the pendulum. The resulting oscillatory motion is illustrated in
Figure 10. The maximum displacement amplitude was 8.3 cm.

Cooling performance

Finally, cooling capability was measured with the device
generating air jets toward a target (heated) plate at a distance of 4mm.
The target consists of an aluminum plate (25 × 25 × 0.5 mm3)
attached to a heating element (Omega model KHLV-101/10) with the
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Fig 10. Visualization of thrust generation (video clips): (Top)

Pendulum test show the micro device travels ~8.3-cm distance

back and forth by a 0.43-Hz amplitude modulation of the

sinusoidal 70 kHz driving signal under 140 V. (Bottom) Thrust

measurement show the device moved ~4.5-mm under the

continuous application of a 140V, 70kHz ac drive signal, this

deflection corresponds to a thrust of 55 µN.

same size.  The temperature variations over the heating element
were measured at three different locations by using three type-K
thermocouples (Omega SC-GG-K-30-36-PP) and a digital
thermometer (Omega HH501DK).

Figure 9 summarizes the temperature difference from
ambient and cooling power per unit area when the array is on
and off. As can be seen, a heated aluminum plate was cooled

down from ~51 C to ~41 C. This cooling power can be
estimated to 1138 W/m2 per unit area at a temperature difference

of 100 C, which is higher than the cooling power of 600 W/m2

from the previous flat-electrode design [7].

DISCUSSIONS AND CONCLUSIONS

The fabricated microjet generator with a buckled electrode
has demonstrated that it can achieve a higher performance at
lower-power consumption than the previous flat-electrode
design, as summarized in Table 1.  It improved the microjet
thrust by 107% and the cooling power by 90%, while operation
voltage is increased from 120 V to 140 V.

A few notable observations were also made during testing.
First, the curved electrode was not able to deflect the membrane
completely at the center. This inability came from the
relationship between the increasing restoration force of a
stretched membrane and the decreasing attractive force from a
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Fig 9. Cooling test results show that the generated air jet can be

used to cool down a heated surface. The jet is directed toward the

target surface.(pink square: after cooling, blue diamond: before

cooling).

Table 1: Performance summary.

Specification Curved electrode

micro ejector

Flat electrode
micro ejector [1]

Diaphragm
deflection

8.8 µm 4 µm

Thrust 55.6 µN 26.9 µN
Max. velocity 1.2 m/s 0.80 m/s
Average velocity 1.0 m/s 0.35 m/s
Dimension (cm3) 1.6 × 1.6 × 0.1 1.6 × 1.6 × 0.1
Voltage 140 V 120 V

reduced electrode area. This implies that another type of a curved
electrode could be more efficient. Second, a higher applied voltage
still could generate a higher performance. To protect the fabricated
device, voltages higher than 140 V were not applied.
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ABSTRACT
In this paper we discuss the development of a force sensor for

investigation of flight forces in flying insects. The proposed sensor
uses piezoresistive sensing techniques to quantitatively measure
changes in flight forces of a tethered insect. The sensor is
fabricated on a wafer-level using standard MEMS technology. The
goal of the research is the development of a sensor that allows for
the measurement of forces with more than one degree of freedom
(DOF). Direct measurement of rotational and translational forces
will be very useful in elucidating complex aerodynamics
mechanisms due to rapidly rotating and flapping wings, the
understanding of which is critical in the development of micro-
flying robotic insects.

INTRODUCTION
Flying insects are able to perform remarkable maneuvers and

flying acrobats by a deceptively simple process of beating their
wings. However, a closer look at insect flight reveals a highly
complex and sophisticated mechanism based on unsteady
aerodynamics. These mechanisms include principles like rotational
circulation, delayed stall and wake capture which allow the insects
to generate flight forces responsible for keeping them aloft. Not
only do insects have more independent force controls than fixed
wing aircrafts but the flight forces vary both in frequency and
amplitude. Adding to the complexity is the fact that there is a huge
diversity of flying insects with different wing morphologies. The
study of insect flight is therefore a challenging problem from both,
engineering and biological perspectives.

Biologists have generally focused on a selected few
biologically significant flying insects to study insect flight. Of
these fruit flies (Drosphila melanogaster) is probably one of the
most frequently used model [1]. House flies (Musca domestica)
and hawkmoth (Manduca sexta) have also been used for scientific
research [2], [3]. These represent superb models for elucidating
general principles that are critical in the realization of any
biomemtics inspired flying microrobotic systems.

By far the most important tool for understanding flight
mechanisms thus far has been high speed videography. By
breaking down the rapidly beating wing motion into separate
frames and then applying image processing tools, changes in wing
orientation and wingbeat frequency and amplitude can be studied.
Since the insects are small and hard to observe in free-flight,
Dickenson et. al. developed a virtual reality flight arena where they
study tethered simulation of insect flight. A wing beat analyzer
uses optical tracking of tethered fruit flies to deduce changes in
wing beat frequency and amplitude and this method has been
successfully used to make yaw force measurements [4]. However,
optical tracking methods require elaborate setups and it is very
difficult to simultaneously measure rotational and translational
forces in real time. Therefore, quantitative force measurements can
greatly assist scientist in understanding insect flight both from
neurophysiological and engineering standpoints.

MEMS sensors are being increasingly used in biological
investigations because they combine the advantages of integrated
circuit microfabrication techniques with robust macroscopic design
and instrumentation principles, thus allowing an easier interface
with biological environments ranging anywhere from single-cell
manipulation to wafer-level drug delivery systems.

Consequently, MEMS force sensor are ideal for measuring
insect flight forces which requires a design robust enough to
support the insect weight but at the same time is sensitive enough
to measure forces in mN—µN range. Forces can be measured
using pieozoresistive, capacitive, optical and piezoelectric sensing
techniques, with each having its advantages and drawbacks.
However because of the aforementioned requirements,
piezoresistive sensing is most suitable for measuring
multidirectional forces as it provides ease of design, fabrication
and needs simpler backend electronics. It should be mentioned
however that capacitive force sensing has been successfully shown
to accurately measure lift forces in fruit flies [5]. Still multi DOF
force measurement remains a challenging problem yet to be solved
with any kind of sensing mechanism.

The proposed force sensor uses piezoresistive sensing
techniques to measure instantaneous flight force. Concurrent
research on a multi DOF is also being conducted and the initial
results have been reported [6]. Recently other biological
applications of MEMS strain gauge force sensors have been
reported in literature as well [7].

FORCE MICROSENSOR DESIGN
Piezoresistivity is the change in resistance of the material

when it is under stress. By tactically placing strain gauges at high
stress areas of a structure, force can be measured. Semiconductors
strain gauges are not only well-suited for bulk fabrication but are
up to two orders more sensitive than metal counterparts. Since the
underlining theory is well understood and the sensing mechanism
is inherently mechanical, novel designs can be used measure
multidirectional forces with increased sensitivity.

In developing a microsensor for measurement of flight forces,
a number of requirements need to be satisfied. The sensor has to
balance the material strength needed to support the weight of the
flying insect while at the same time remain compliant enough to
measure forces in the desired range. The design needs to be able to
allow easy tethering of the fly and placement inside the virtual
flight arena. Sensor reusability is important for reliable and
repeatable experimental test results. Fig. 1 shows a solid model of
the force sensor that replaces the current tether.

FIGURE 1: A model of force sensor. The fly is tethered at the
tapered end of the sensor.
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This design has only one strain gauge and therefore it cannot
resolve force into its components. The wider section is glued to a
printed circuit board and the contact pads are used for electrical
interface with the PCB. Linear beam theory implies that the
maximum strain is near the base of the cantilever and so placing a
strain gauge in this area provides higher force sensitivity. In
addition to this the substrate under the strain gauge is thinner than
the rest of beam. Since most of the beam bending is restricted to
this section it acts like a stress-riser and further increases our force
sensitivity. Sensor sensitivity is controllable via fabrication
techniques allowing for a wide range of forces and frequencies to
be measurements.

Strain gauges are most commonly used in Wheatstone bridge
configurations. The bridge is initially balanced with the strain
gauges in the circuitry without any force applied. Once acted upon
by a force, gauge resistance changes and the unbalanced bridge
results in an output voltage which can then be amplified and
filtered.

ANALYTICAL MODEL
Linear beam theory can be used to find the governing

equations defining the relation between the force acting at the tip
of the sensor and resulting strain across each strain gauges. The
base of the sensor is essentially an anchor and therefore the forces
only deform the beam.

FIGURE 2: Side view of the sensor with ‘L’ being the length
between the point where force F is applied and the anchor.

If the strain gauge is located on the top surface of the thinner
section of the beam then the stress is given by

c
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M
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12

3bh
I (1)

where c is the distance from neutral fiber. I, which is the moment
of inertia, depends on the thickness of the beam h, at the point
where strain gauge is located. Using the Hook’s law the change in
resistance of the strain gauge can be related to the force being
applied at the tip of the beam.
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where E, the Young’s Modulus and G, the gauge factor are
material properties for the strain gauge. We can see that by
decreasing h the stress in the thinner section can be greatly
increased. Thus the change in resistance due to piezoresistive
effect is magnified as seen in finite element simulation shown in
Fig. 3. Also the stiffer the beam, the higher is the resonant
frequency which is an important factor for testing insects with
higher wingbeat frequencies.

This simple analytical model is only shown for the one force.
Forces in other directions contribute to the overall change of
resistance of the strain gauge but since there is only one strain
gauge in this case, there is no way to resolve for these components
in this design.

FIGURE 3: Simulation shows that by making a section of the
beam near the anchor thinner, 160µm as opposed to 500µm, strain
was magnified nearly10-fold.

FABRICATION
Standard bulk micromachining was used to fabricate the force

sensor. The fabrication process has been standardized and requires
only four masks.

A single p-doped polysilicon strain gauge is microfabricated
near the base of the cantilever beam with Al leads for measuring
the voltages across it. This sensor has three wires coming off the
strain gauge to allow the strain gauge to be hooked up in a three-
wire ¼ Wheatstone bridge which provides better temperature
compensation. Lead-gauge overlap helps reduce the contact
resistance. Low temperature oxide (LTO) deposited over the Al
leads not only protects them from getting scratched but also acts as
a mask for the final etch done from the top side (Fig. 4, 5).

FIGURE 4: (a) A oxide passivation layer (<1µm) is grown on a
P-type single crystal Si wafer followed by deposition, annealing
and pattering of N-doped polysilicon layer (~400Å (b) DRIE etch
is used to etch from the back side to thin the substrate under the
strain gauge and also in the trenches for through-etch (c)
Aluminum (Al) (~1.2µm) is sputtered and then patterned using wet
etch.(d) A thin layer of LTO (0.5µm) is deposited over the Al leads
for protection. This oxide layer is etched in a RIE-etcher to open
holes for through-etch (e) After putting on a handle wafer, a final
DRIE-etch is done from the front side to release the sensors from
the Si wafer.
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FIGURE 5: (a) Microfabricated force sensor with one strain
gauge. (b) Magnified image shows the doped poly strain gauge
and the Al leads. (c) SEM of the strain gauge and Al lead
overlapping it (d) Side view SEM of the sensor shows the notch
made by DRIE etching from the backside.

The electrical interface for the sensor is very simple and is
made by gluing the sensor to the PCB and then using ultrasonic
wirebonder to connect the pads to PCB connects.

SENSOR CALIBRATION
The force sensor was calibrated for both static and dynamic

loads. The strain gauge is connected in a three-wire quarter
Wheatstone bridge. The output is amplified, filtered (1kHz cutoff)
and digitized to be recorded by software. For static loading, dead
weights were used to apply force at the tip of the sensor. The
bridge is first balanced sensor with no weight and then once loaded
the change in voltage is recorded. By loading the sensor with
different weights a relationship between force and voltage can be
found (Fig. 6)

FIGURE 6: At different bridge input voltages the strain gauge
voltage follows different curves due to self-heating effects in strain
gauge which becomes more prominent with higher currents (i.e.
bridge input voltage). However the relationship to force is still
linear in each case.

A nanoindenter machine was used to find the spring constant
of the sensor and it was within reasonable error of the values
predicted by FEM simulations. Since flying insects are beating
their wings during flight, the sensor must be tested under dynamic
loading conditions as well (Fig. 7).

The resonant frequency was found by looking at the impulse
response of the beam. It was verified that the resonant frequency of
the beam is higher than the wingbeat frequencies of commonly

studied insect, which are typically in 100—200Hz range [8]. This
way aliasing effects due to under sampling can be avoided.

FIGURE 7: Even when the beam is weighed down with a
tethered house fly, the resonant frequency is still higher than the
wingbeat frequency of the fly, reported to be around 190Hz [9].

INSTANTANEOUS FLIGHT FORCE
MEASUREMENT

Once calibrated, flight forces in simulated flight can be found
by tethering the insect to the end of the force sensor. The results
shown are recorded for force measurements with tethered house
flies. In order to tether the fly, it is temporarily sedated by
refrigeration for 5 minutes. While sedated, the beam is glued to the
fly in the thorax region. The flies are glued at a slight angle to the
horizontal to mimic the body orientation in free-flight. As the body
temperature of the fly returns to normal it ‘wakes’ up and is ready
for force tests. If the fly is given a small piece of paper then it
‘lands’ on the paper and when pried away from the flying insect, it
starts to fly again. (Fig. 8)

FIGURE 8: As the house fly beats its wings, the oscillating
voltage across the strain gauge can be translated into the
instantaneous forces using the calibration curves.

By taking the FFT of the signal we can look at the frequency
content. The fundamental frequency for house flies is around
170Hz in tethered flight. The reported wingbeat frequency of free-
flying house flies is around 190Hz (Fig. 9). The discrepancy
between the two was also noted for free-flying and tethered locust
and is probably a consequence of tethering [10]. Wingbeat
frequency of many flying insects tends to deviate only slightly
because beating wings at resonance minimizes the expended
energy [8].

Using a stiffer force sensor (i.e. higher spring constant),
insects with higher resonant frequencies and harmonics can also be
detected. The force sensor can therefore be a very useful tool for
measurement of flight forces in insects which beat their wings at a
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high enough frequency that it is very difficult to use high speed
videography as there aren’t enough frames per wingbeat.

FIGURE 9: The frequency content of the time series flight force
data reveals that for a house fly the fundamental mode is around
170Hz and the first harmonic at roughly twice the fundamental
mode.

The magnitude of forces applied by the fly change
significantly over time and this shows that the fly is constantly
modulating flight forces to make different maneuvers. The advance
ratio per wingbeat is going to be smaller then estimated solely on
the basis of instantaneous forces being measured since the fly
experiences drag forces during upstroke.

FIGURE 10: High resolution force response over one cycle
shows the forces during down and up strokes. Data from 10 cycles
has been averaged. The first force peak is due to the downstroke
motion of the wings.

More importantly, tests with tethered flies have also been
conducted to find forces generated during one upstroke—
downstroke cycle (Fig. 10). Since the tethered insect produces
flight forces in both horizontal and vertical directions, it is not
possible to find out the relative contribution of lift, thrust and
sideslip components with only one strain gauge. However,
preliminary tests done in our lab using high speed videography of
house flies tethered to the force sensor indicate that sideslip is not
being actively controlled and therefore does not contribute
significantly to instantaneous force measurement.

The force pattern like the one shown in fig. 10 varies widely
depending on the kind of maneuver being performed by the fly.
However, it can still be inferred that measured force is increasing
during the downstroke which is responsible for most of the
generated lift, while upstroke when the voltage is decreasing is
associated with most of the forward thrust. The fact that force
variation is not just a simple sinusoid clearly indicates the presence
of complex mechanisms associated with unsteady aerodynamics.

CONCLUSION
A force sensor has been developed. The design of the sensor

allows for measurement of instantaneous forces in tethered
simulation of flight. The microfabricated sensor was calibrated for
static and dynamic loads. Initial tests with tethered house flies have
allowed measurement of instantaneous flight forces. Concurrent
research on a multidirectional version of this force sensor will
allow measurement of flight forces with more than one DOF.
These quantitative force measurements when used in conjunction
with high speed videography, will allow a better understanding of
complex mechanisms underlining unsteady aerodynamics. In
addition this tool will also allow for comparative biomechanical
analysis of flight mechanism in different flying insects.
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ABSTRACT

This paper reports on the design of a reconfigurable ladder filter
using RF MEMS resonators with voltage-tunable series and
parallel resonance frequencies. The ladder filter consists of one
shunt and two series resonators operating in the half-wave
thickness shear vibration mode. It demonstrates a center frequency
tuning range of 8 MHz at 817 MHz and an adjustable bandwidth
from 600 kHz to 2.8 MHz, while maintaining an insertion loss < 4
dB, stop-band rejection > 30 dB and pass-band ripple < 2 dB. This
voltage tunable design enables channel agility and
reconfigurability, substantially reducing the filter count in channel-
select radio receiver architectures. Finally, a simple algorithm is
provided to facilitate dynamic tuning of filter center frequency and
bandwidth.

INTRODUCTION

Multi-band, multi-standard radio receivers require a large array of
channel-select filters connected in parallel. The input capacitance
of the filter array will ‘load’ individual filters, deteriorating their
stop-band rejection. For reconfigurable radios the front-end filters
must also handle encoded waveforms with different bandwidth
requirements. A filter with dynamically tunable center frequency
and bandwidth will not only overcome fabrication tolerances and
thermal drift, but will also reduce capacitive loading at the filter
input, enable handling of multiple waveforms, and substantially
decrease the number of filters in next-generation receivers.

Low frequency filters comprised of electrostatically-coupled
resonators have been demonstrated with 10× bandwidth tunability
[1]. However, it is challenging to implement electrostatic coupling
springs at GHz frequencies even with 100 nm air-gaps. Galayko et
al presented a tunable bandwidth filter using clamped-clamped
beam resonators in a ladder configuration [2]. The first
transmission zero (and hence filter bandwidth) was tuned by
controlling the series resonance frequency of the shunt resonator,
though large parasitic capacitance prevented implementation and
tunability of the second transmission zero of the filter.

In a typical ladder filter configuration, parallel of the shunt
resonator, which defines the filter center frequency fc, is matched
to series of the series resonators. Filter bandwidth (BW) is
determined by notches on either side of the pass-band and is 2× the
pole-zero separation of the series and shunt resonators. The key to
tunable ladder filters is the ability to change fc and to dynamically
tune the pole-zero separation parallel - series of the resonators. We
have previously demonstrated channel-select ladder filters with
600 kHz bandwidth, 25 dB stop-band rejection, excellent shape
factor, and low insertion loss (IL) using dielectrically-transduced
thickness shear mode resonators [3]. In this paper, we introduce a
voltage biasing scheme capable of independently tuning the series
resonance and pole-zero separation of the filter’s constituent
resonators. Coupled with orthogonal frequency tuning [4], we can
configure the filter with desired pass-band characteristic in real
time.

ORTHOGONAL FREQUENCY TUNING

The series resonance of low frequency resonators can be tuned by
electrostatic spring tuning. However, the stiffness of high
frequency resonators is quite large (a 1 GHz bulk-mode resonator
has stiffness on the order of 1 MN/m in the resonant direction) and
would require considerable electrostatic force to tune the stiffness
and the series resonance frequency.

Figure 1. Longitudinal cross-section of a half-wave thickness
shear mode resonator. The tuning voltage Vp-Vs generates a
vertical force and bends the silicon bar in the vertical direction,
thereby changing the effective stiffness of the resonator.

In contrast, orthogonal frequency tuning deforms the resonator in a
direction perpendicular to the direction of vibration. The resonators
are generally less stiff in the orthogonal direction and can be
deformed with substantially less force. The symmetric half-wave
thickness shear mode resonator exhibits a small-amplitude flexure
mode coupled to the shear mode [3]. The Southwell-Dunkerley
formula approximates the combined shear-flexure frequency as

222
111

flexuresheartotal fff
.

When a polarization voltage Vp is applied to the resonator and a
voltage Vs is applied to the substrate, the tuning voltage Vp-Vs
generates an electrostatic force that deflects the structure towards
the substrate, as illustrated in Figure 1. Bending the structure
softens the flexural mode stiffness, lowering the series resonance
frequency.

POLE-ZERO SEPARATION TUNING

A dielectrically transduced MEMS resonator can be represented by
an equivalent series LCR circuit in parallel with a feedthrough
capacitance Cft, as shown in Figure 2. For a given transduction
efficiency Vp C/ x, RX = b/ 2, CX = 2/K, and LX = M/ 2,
where b, K and M denote the damping constant, effective spring
stiffness and effective mass of the resonator. The feedthrough
capacitance in a two-port resonator originates from electric field
coupling from the input electrode to the output electrode and is a
function of electrode geometry. The series resonance frequency is
given by
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Figure 2. Equivalent circuit of a dielectrically transduced MEMS
resonator.

An expression for the parallel resonance frequency is obtained
through a first-order Taylor’s expansion
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For electrostatic transduction, the ratio of CX to Cft is very small
(10-4 – 10-2). Therefore, the separation between the series and
parallel resonances is largely independent of the series resonance
frequency shifts due to changes in the spring constant K. The pole-
zero separation can be modeled as a function of structure bias
voltage Vp
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In other words, the parallel resonance frequency is simply a
voltage-controlled offset from the series resonance frequency.

FILTER TUNING ALGORITHM

A ladder filter consists of a shunt resonator and two series
resonators. For minimum insertion loss and pass-band ripple, the
parallel resonance frequency of the shunt resonator is matched to
the series resonance frequency of the series resonators. Ladder
filters can be cascaded to provide higher stop-band rejection at the
expense of insertion loss. To achieve the desired center frequency
and bandwidth, we use the following filter synthesis method:

1. Fix Vp and change Vs for the series and shunt resonators such
that the desired series resonance frequencies are obtained
(orthogonal frequency tuning).

2. Tune Vp - Vs separately for each resonator to obtain the
desired pole-zero offset. Since Vp - Vs remains constant, the
bending of the resonators does not change so the series
resonance frequency remains fixed.

FABRICATION PROCESS

Filter T-sections consisting of one shunt and two series resonators
shown in Figure 3 were fabricated on an SOI wafer with a 3 µm
heavily doped device layer and 0.5 µm buried oxide. The
resonators are 310 µm (and 300 µm) × 100 µm × 3.1 µm released

Figure 3. 3D model of tunable ladder filter.

silicon bars with 20 nm of hafnium dioxide and 50 nm of
polysilicon layers on top for dielectric transduction. Orthogonal
frequency tuning was achieved by applying a substrate bias voltage
to bend the resonators in the vertical direction. A back-side etch
was added to the fabrication process in [3] to create substrate
islands for independent tuning of the resonators. A front-side
trench etch allowed isolated DC bias voltages to be applied to the
resonators (Figure 4). Process limitations prevented polysilicon
connections between the series and shunt resonators, so a small
gold bondwire was implemented as seen in Figure 5.

Figure 4. Device cross-section with isolated resonator and
substrate for applying independent tuning voltages.

Figure 5. Microphotograph of tunable ladder filter with a gold
wirebond bridge. Care must be taken to ensure that the wirebond
does not damage the oxide under the pads and short the devices.
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EXPERIMENTAL RESULTS

The resonators and filters were characterized using a DesertCryo
microwave probe station. The resonator proof-mass was grounded
and a DC bias Vp was applied to both the drive and sense
electrodes with MiniCircuits bias-Ts. Quality factor
characterization and S21 transmission measurements were
performed using an Agilent 8722ES Network Analyzer. The
resonators and filters were terminated with 50 and 500
impedances, respectively.

Measurement results demonstrating orthogonal frequency tuning
are shown in Figure 6. Keeping Vp constant at 5V and varying the
substrate bias Vs from 5V to 17V, we can tune the series resonance
frequency of a single resonator from 816 MHz to 802 MHz, while
maintaining a quality factor Q > 7000. The parallel and series
resonance separation does not change during orthogonal frequency
tuning.

Figure 7 shows that the pole-zero separation of the resonator varies
from 0.6 MHz to 1.6 MHz when Vp is changed from 5V to 12V.
The substrate bias Vs was held at Vp during this measurement to
prevent orthogonal forces acting on the resonator.

Figure 6. (a) Measured series resonance tuning for Vs = 5V and Vs
= (i) 12 V, (ii) 8 V, and (iii) 5 V. Orthogonal frequency tuning
shifts series and parallel resonances by equal amount. (b)
Resonant frequency tuning vs. substrate voltage. A tuning range of
15 MHz is observed while maintaining Q > 7000.

Figure 7. (a,b,c) Measured transmission response demonstrating
pole-zero separation of a thickness shear mode resonator as DC
bias Vp increases from 5V to 10V. (d) Measured pole-zero
separation vs. DC bias voltage of the resonator.

(a)

(b)

i) 808.5
MHz

ii) 813
MHz

iii) 816
MHz

Vp= 10 V
zero-pole:
1.2 MHz

(a)

(b)

(c)

Vp= 7 V
zero-pole:
0.88 MHz

Vp= 5 V
zero-pole:
0.6 MHz
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A bias voltage Vp = 5 V yields a pass-band with fc = 817.2 MHz,
0.6 MHz bandwidth, and IL of 3.2 dB (Figure 8). By applying Vs =
12 V and 15 V to the shunt and series resonators respectively, the
center frequency is tuned from 817 MHz to 809 MHz without
degradation in IL (3.5 dB) and shape factor (1.3), as shown in
Figure 9.

Figure 8. Measured transfer function of ladder filter with no
tuning. Resonator and substrate bias voltages are at 5V.

Figure 9. Measured transmission of ladder filter with center
frequency tuning from 817 MHz to 809 MHz with (a) no tuning,
and (b) series resonator: Vp=5V, Vs=15V; shunt resonator: Vp=5V,
Vs=12V.

Figure 10. Measured transmission of ladder filter with bandwidth
tuning from 0.6 MHz to 2.8 MHz with (a) no tuning, (b) series
resonator: Vp=12V, Vs=12V; shunt resonator: Vp=13V, Vs=16V.

Figure 11. Measured transfer function of ladder filter with
bandwidth tuning from 0.6 MHz to 1.4 MHz and center frequency
tuning from 817 MHz to 811 MHz with (a) no tuning, and (b)
series resonator: Vp=10V, Vs=19V; shunt resonator: Vp=9V,
Vs=17V.

Figure 10 shows the bandwidth tuning from 0.6 MHz to 2.8 MHz
while maintaining a constant center frequency at 817.2 MHz.
However, the pass-band ripple increased from 0.4 dB to 1.8 dB.
Finally, a combination of bandwidth and center frequency tuning is
shown in Figure 11. A pass-band with fc = 811 MHz and 1.4 MHz
bandwidth is obtained.

CONCLUSIONS

Voltage tunability is more versatile than one-time modifications
like laser trimming and mass loading, and enables us to overcome
process tolerance and temperature variation frequency shifts. We
have demonstrated bandwidth and center frequency tunability in an
RF MEMS filter with IL < 4 dB and stop-band rejection > 30 dB.
With process tolerance and temperature variation frequency shifts
of ±1.2MHz and -14ppm/ºC, respectively, this tuning capability
not only overcomes these variations, but also enables channel
agility and adaptability in multi-mode radio receivers.
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ABSTRACT

We present the first of a series of microfabricated sensors for
directly measuring fundamental plasma parameters with
unprecedented resolution in typical laboratory plasmas.
Microfabricated probes hold the promise of significantly
advancing basic plasma physics by enabling the measurement of
some fundamental plasma processes under controlled conditions at
the relatively high plasma densities typically of interest. Our first
probes are arrays of micrometer-scale electric-field sensors for
directly measuring fluctuating electric fields in the Large Plasma
Device (LAPD) at UCLA. They are made of polyimide, chrome,
and gold, have tip widths ranging from 8 m to 20 m, are 22 m
thick, and spaced 40 m apart. The fabricated tips are wirebonded
to a preamplifier PCB with commercial amplifiers, and everything
is inserted inside a plasma chamber. The frequency response of the
detectors extends to 1 GHz.

I. INTRODUCTION

Plasma, or ionized matter, supports a variety of collective
modes and makes up a very large fraction (perhaps 99%) of the
observable universe. As the “fourth state of matter”, plasmas also
play a critical role in our economy, from the plasma processing of
semiconductor wafers to the use of thermonuclear plasmas in
energy research. In addition, low-temperature plasmas are already
used in lighting, plasma-screen televisions, and in medicine for
sterilization and dental procedures. However, despite the broad
interest, utility, and widespread presence of plasmas, there are a
great many fundamental unknowns about plasmas. This lack of
fundamental plasma-science knowledge limits our ability to
understand plasma behavior and to use it optimally for a wide
range of economically significant applications (e.g., IC and MEMS
manufacturing, etc.). Specifically, we need diagnostic tools and
technologies that can operate at the smallest scales of import in
plasmas.

One fundamental plasma parameter is the Debye length.
Since a plasma is a collection of charged particles, introducing a
charged object into the plasma causes plasma particles to move in
response, with oppositely charged particles being attracted to the
object. The net effect is that any electric fields from the object are
shielded out of the bulk of the plasma by the plasma itself. The
characteristic physical scale on which this happens is the Debye
length, and beneath this size scale, a material object does not
disturb the macroscopic plasma. The Debye length is given by

o b e

2

e e

D

k T

n q
, (1)

with permittivity of free space o, Boltzmann’s constant kb,
electron temperature Te, density of electrons ne, and electron
charge qe. A plot of the Debye length as a function of the density
of electrons in a plasma is given in Fig. 1 for a range of electron
temperatures, and approximate parameter values are indicated for a
variety of natural and human-made plasmas. An important
observation from Fig. 1 is that the Debye length of human-made
plasma systems is generally less than 1 mm, whereas it is
considerably larger than 1 mm for natural plasmas.

Much work has been done in using probes to diagnose
plasmas. In space, where the Debye length can be meters, it is easy

to construct probes of the right size, but it is extremely difficult to
control experimental conditions. The situation is reversed for
almost all terrestrial plasmas of interest, such as those used in the
semiconductor and microfabrication industry or in basic laboratory
research, with the physical dimensions of probes being larger than
a Debye length, which is typically 30 to 100 m in these plasmas.
Objects larger than these dimensions, when introduced into the
plasma, result in a sheath in the local plasma potential surrounding
them, and the physics of this sheath must be taken into account
when attempting to deduce plasma properties from probe signals
[1]. The presence of this sheath is particularly troublesome when
attempting to measure fluctuating plasma electric fields. Such
problems can sometimes be bypassed using non-invasive optical
techniques [2, 3], but these techniques lack 3-D spatial resolution,
are time consuming, and are very expensive. A better solution is to
use appropriately small direct-measurement tools.

Fig. 1. Plot of the Debye length in a plasma as a function of the

density of electrons for a range of electron temperatures.

Integration of microfabrication techniques with plasma
research have already begun. Researchers, hoping to improve
process control for the semiconductor industry, have successfully
measured ion-flux distributions in plasma-etching reactors [4] and
have begun integrating sensors into wafers for localized
temperature measurements within plasma chambers [5]. However,
all prior work used devices that were larger than the Debye length
in the plasma being studied, which means there may be effects that
have not been taken into account in the results.

Micromachining techniques have also been used to create
microplasmas for localized etching and deposition [6].
Conventional machining techniques have yielded electric-field
microprobes that showed promise in observing micron-scale
fundamental phenomenon within plasmas [7], but were limited by
the non-uniform spacing and angles between individual probe tips.
The micromachined probes presented here overcome these
shortcomings.

II. MOTIVATION

With the advent of micromachining and micro-
electromechanical-systems (MEMS) technologies, a variety of
microscale sensors can be fabricated to measure high-density
terrestrial plasmas without disturbing the plasma itself. These
plasma-measurement devices could bring about a sea change in our

Solid-State Sensors, Actuators, and Microsystems Workshop
0-9640024-6-9/hh2006/$20©2006TRF 308 Hilton Head Island, South Carolina, June 4-8, 2006



ability to measure fundamental plasma parameters. The ultimate
goal of this work is to further the understanding of plasma physics
and plasma interactions in high-density plasma-processing tools.
We will do this by creating a variety of microsensor systems (e.g.,
electric-field detectors and ion-energy analyzers).

III. DESIGN

Microscale measurement of the electric field requires
differential wire tips sized on the order of the Debye length. Since
the Debye length in the LAPD is typically 20 to 100 m, we
designed probe tip widths ranging from 8 m to 20 m and the two
tips of a single pair spaced from 20 m to 52 m apart (Fig. 2).
Tips of adjacent pairs are separated by 40 m to 108 m, giving us
the ability to track traversing signals.

A

A’

Polyim ide

G old wire

Fig. 2. Top view of the micromachined electric-field probe.

We arrayed several sets of differential pairs in a line in order
to measure the electric field at several points along the magnetic
field. We also interspersed probe-tip pairs with wire pairs lacking
exposed tips, allowing us the opportunity to compare signals from
the tips to signals from the wiring or other sources. Most of the
probes are designed to measure the electric field along the
magnetic field of the chamber, but we also included pairs for
measuring the electric field perpendicular to the magnetic field.

We first tried using a high-deposition-rate PECVD oxide for
mechanical support and insulation. However, after encountering
many problems with intrinsic stress, we instead embedded the
probes and wires in a 23- m-thick cantilever of HD Microsystems
PI-2600 low-stress polyimide. This polyimide has an advertised
glass-transition temperature of 350 °C and does not begin to
physically degrade until 620 °C. It is also mechanically stiff for a
polyimide, with an elastic modulus of 8.5 GPa. In our process and
handling we have found it nearly indestructible, and our yield was
close to 100%. With a mass density of about 1.4 kg/m3, our
cantilever/probe structure in vacuum had an estimated resonance
frequency of about 4.8 kHz, well below the frequencies of interest.

With a relative permittivity of 2.9, a 10- m-thick layer of
this polyimide is sufficient to yield a capacitance coupling of the
1-cm-long, 32- m-wide probe wire to the ambient plasma of less
than 3 pF. This significantly reduces the coupling of the wires to
the plasma as compared to the probe tips, and is still sufficiently
thin relative to a Debye length.

We selected gold as the material for the electrodes, as it is
easily wirebonded to. In addition, unlike aluminum, gold forms no
significant oxide layer and so would be easier to model in the
future. Gold also has a low magnetic permeability, is ductile, and
has a low enough resistivity that we can achieve a sufficiently low
resistance in 1-cm-long, 0.5- m thick, and 20- to 32- m-wide
wires. We found that we could not wirebond to a thin layer of gold
with our available wedge wirebonder, because the wirebonder tip
punctured the gold pad on the flexible polyimide base without
bonding to it. Our final process, therefore, involved evaporating a
thin seed layer of gold and electroplating additional gold to a
thickness of 2.5 m.

IV. FABRICATION

A. Pre-amplification Circuitry and Housing

We fabricated the preamplification circuitry with a custom
4-layer PCB using a 1.8-GHz commercial amplifier (Texas
Instruments THS4303). The plasma normally has a potential of
several tens of volts, so we capacitively couple the probe signal
through a simple one-pole high-pass RC filter with a 3-dB
frequency of about 5 MHz. We attempted to minimize the parasitic
capacitance of the input circuit of this amplifier, with a target of
less than 5 pF, and a resistance of less than 25 .

A small custom-built copper box protects the electronics
from the plasma. For cooling purposes, a copper tube with a
hairpin turn is inserted into the feedthrough shaft to a point near
the copper box and pressurized air is forced through the tube. The
copper box has a screw-on lid and small holes on the front and
back sides. Signal wires enter the box from the shaft through the
hole on the back end, where they are soldered onto the PCB. We
glued the probe chip onto the opposite end of the PCB, so that it
stuck out through the front hole into the plasma. We then
wirebonded the probe connections to the PCB.

The dimensions of the custom-built copper box are

7 cm 5 cm 0.5 cm, which are large enough to cause a local
disturbance to the plasma. We extended the probe tips as far as
possible from the box to minimize these effects; for the initial test
that distance was only 0.5 cm (about 200 times the Debye length);
the next iteration will be a centimeter or more.

B. Microprobe Fabrication

The two-mask fabrication process for the probe tips begins
with a silicon wafer whose only purpose is to provide a platform
for the probe fabrication. As seen above in Fig. 3(a), a 10- m-thick
film of polyimide (HD Microsystems PI-2600 LX) is deposited to
form the lower insulator and the base of the mechanical support for
the probe tips. A seed layer consisting of chrome (10 nm) and gold
(30 nm) is then evaporated onto the wafer, followed by the
deposition and patterning of a 6.5- m-thick photoresist film
(Microposit SJR 5740). The photoresist acts as a mold for
electroplating a 2.5- m-thick layer of gold that will serve as the
electrodes and wiring (Fig. 3(b)). We electroplate with a
commercial solution, Technic AR 434, at room temperature and 1
mA/cm2. After stripping away the photoresist, the unplated regions
of the seed layer is etched to electrically separate all the chips on
the wafer by first dipping the wafer in a gold etchant followed by a
quick dip in chrome etchant (Fig. 3(c)).

Fig. 3. Process flow for a micromachined electric-field probe.

We then spin on the second layer of polyimide, forming a
sandwich of gold wires between two insulating polyimide layers
(Fig. 3(d)). The second layer of polyimide is 13 m thick, in order
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to compensate for the topology of the wires and to guarantee good
electrical insulation. We then mask the polyimide for an etch to
expose the bondpads and tips on each probe as well as physically
separate all the probe chips on the wafer from one another. The
mask is a 50-nm-thick evaporated aluminum film, which was
patterned by lift-off (Fig. 3(e)). We etch the unmasked polyimide
in a 100% oxygen plasma at 0.2 Torr in a reactive ion etcher
(Oxford Instruments, Bristol, UK). The gold bondpads protect the
layer of polyimide beneath them (Fig. 3(f)). Although we observe a
little undercut of the probe tips, the majority of the polyimide
beneath the exposed wire tips remains. This makes the probes one-
sided, that is, the electrodes face upwards and thus will only be
able to measure the plasma on “top”.

Finally, we peel the polyimide and gold “chips” off of the
silicon substrate (Fig. 3(g)), and glue and wirebond them to the
preamplification PCB. Figure 4 shows a probe chip mounted in the
copper housing. To peel the polyimide structures off the wafer
without damaging them, the adhesion promoter that we used (HD
Microsystems VM-652) had to be applied in a particular pattern. If
no promoter was used, the layer of polyimide would not adhere
well to the wafer throughout the whole process. If too much
promoter was used, the probes were impossible to remove without
damaging them. Therefore, the solution we used was to apply the
adhesion promoter to only the edges of the wafer before the first
layer of polyimide was spun on. We did this by spinning the wafer
at 300 rpm and gently touching the wafer edge with a clean-wipe
moistened with the adhesion promoter, resulting in ring of
adhesion promoter on only the outer 5 mm or so of the wafer
(Fig. 5) As long as no air bubbles got trapped underneath the
polyimide layer after it had cured, the entire layer of polyimide
would remain well attached to the wafer during the whole
fabrication process. However, no adhesion promoter would be
present to hold down the polyimide structures after the release etch.

Fig. 4. Mounted probe housed in copper box.

Fig. 5. Pattern of adhesion-promoter application

V. EXPERIMENTAL RESULTS

A. Physical Properties

The physical properties of the probe tips were investigated
using a scanning electron microscope (Hitachi S4700 SEM). We

found that after the oxygen plasma etch, some polyimide residue
remained on the exposed gold pads and tips. This “microlace”
made wirebonding difficult. To clean off the pads and tips, we
etched the probe tips for five minutes in 15% CF4 and 85% O2, at
the expense of a few hundred nanometers of gold. Figure 6 shows
an SEM image of a released probe tip, and Fig. 7 shows an SEM of
a set of 20- m-wide wire tips separated by 20 m.

Fig. 6. SEM of probe shank and tips (both protruding and covered).

Fig. 7. SEM of protruding probe tips.

B. Electrical Properties

The measured tip-to-pad resistance was 22 for an 8- m-
wide tip and a 32- m-wide wire. We characterized the frequency
response of an assembled probe system (six functional probe tips,
mounted on the PCB, and wired through the probe shaft to an
external amplifier) by placing a short piece of wire protruding from
a terminated 50- cable attached to a network analyzer (HP 8753D)
near the probe tip array and capacitively coupling it to the probe
tips; the results are shown in Fig. 8.

Fig. 8. Frequency-response plot for six protruding probe tips on a

single probe shank.

The frequency response of the exposed probe tips have a
relatively flat frequency response up to 1 GHz. Beyond 1 GHz, all
probes display large fluctuations in the gain. This could be due to
the inductance of the wire bonds and/or inadequate high-frequency
printed-circuit-board layout, but is not associated with the probe
tips themselves. For example, an interconnect inductance of 5 nH
with a circuit input capacitance of 5 pF has a resonant frequency of
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about 1 GHz. We can conclude, therefore, that the stray
capacitance is not too large.

Figure 9 shows the FFT of the smallest detectable signal
magnitude by the complete system, found by connecting the device
directly to a digital oscilloscope (LeCroy LT584) in a non-plasma
environment. As can be seen, the electronics noise is far less than
the detected signals with a peak amplitude of about -20 dBm.

Fig. 9. Minimum detectable signal magnitude of complete system.

C. Testing in Plasma Environment

Initial testing of the probe in a plasma environment was done
by inserting the assembled probe system (Fig. 10) into the LAPD.
In one experiment, the tips are placed into a narrow current
channel induced in the plasma. The results both demonstrate the
functionality of the probes and reveal never-before-observed
phenomena [7]. The physics behind the phenomena will be
published separately in the future.

Fig. 10. Assembled probe system.

Fig. 11. Observed perpendicular electric-field activity inside and

outside of the induced current sheet as a function of time.

Figure 11 plots the perpendicular electric field observed
from both inside and outside of the current layer 100 s after the
current is switched on. The frequency spectrum of the signals
plotted in Fig. 11 is shown in Fig. 12. Note the wave electric field
is quite large, on the order of 1 V/cm, with the probes being small
enough and close enough together to make this number believable.

Fig. 12. Spectrum of perpendicular electric-field activity inside

and outside of the induced current sheet.

VI. CONCLUSION

We believe that there is great value in combining the
controlled environment of laboratory-created plasma with the
sophistication and precision of microprobes to further our
understanding of fundamental plasma physics. We have
demonstrated a first-generation microfabricated plasma probe that
can take local measurements of the electric field in a
magnetoplasma. It is clear from the initial tests done at the LAPD
that there are many previously unobserved phenomena waiting to
be characterized and explained. We are now working on
improvements to these microprobes, as well as other types of
diagnostics, such as a micrometer-scale ion-energy analyzer to
measure ion-distribution functions. The ion-energy-analyzer design
will be similar to that used by other researchers [8, 9], but scaled
down in size. It will consist of three conductive grids biased in
such a way that ions are filtered and collected based on their
energies. Eventually, all of these plasma probes should incorporate
on-chip amplifiers to convert the sub-picocoulomb charge levels to
50- signals.
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ABSTRACT

Micromechanical SOI/DRIE time delay mechanisms have been

developed as part of a larger fuzing system for rifled munitions, in

which a passive timing mechanism triggers at a predetermined

rotational speed, followed by a desired delay time before the next

element of the munition fuzing train is activated. Mechanism

arrays designed to initiate at centrifugal accelerations up to 263 g

are simulated and characterized using a high-speed camera, with

delay times of between 0.67 and 0.95 ms achieved for single array

elements.

INTRODUCTION

Mechanical time delay mechanisms for munition applications

typically initiate after a specific launch condition is met (e.g.

threshold barrel velocity). Arming of the munition occuring once

the set delay time has passed, ensuring that the munition is

sufficiently far from the barrel to prevent premature detonation

during the launch cycle [1]. Using a purely mechanical delay

mechanism provides several advantages over electronic timers,

including robustness to electronic interference and jamming, and

passive operation without the need for external power.

Microfabrication technology offers important benefits for time

delay mechanisms, including small size, light weight, and low per-

unit cost. Microfabricated inertial switches have been used in

fuzing applications [2,3], but these devices are designed to trigger

instantaneously upon reaching a threshold acceleration rather than

providing a post-threshold delay.

A range of timing mechanisms which release stored spring

energy have been reported, including runaway escapements [4-6]],

gearless runaway escapements [7,8], and tuned escapements [9-

11]. A microfabricated escapement mechanism for fuzing

applications was recently described using both SOI/DRIE and

LIGA methods [12] based on a pre-tensioned spring to store

energy prior to releasing a slotted peg. In contrast to these designs

which use stored potential energy to drive the mechanisms, a

different design based on a rotary sequential-leaf mechanism

[1,13] is used here. This design consists of an array of identical

elements that pivot around their individual rotation centers. Each

element is constrained from rotating until the previous element in

the array has rotated past a critical angle. The first element in the

chain is designed to rotate through the critical angle only after a

linear acceleration threshold has been reached. When the first

device element reaches its critical angle, the second element is

allowed to move. The dynamics of the second element defines a

time period during which the element travels from its initial

position through its own critical angle, and so on until all elements

of the array have switched. The total delay time provided by the

mechanism is the summation of individual delay times for each

element in the chain.

The sequential-leaf design is particularly attractive for

miniaturization. Unlike other types of time delay mechanisms, the

leaf mechanism can be realized using an array of identical

structures, each consisting of a simple mass and rotational

suspension spring. Fabrication is compatible with single-layer

SOI/DRIE processing. Since the design does not rely on stored

energy, no post-fabrication assembly is required.

Fig. 1 Schematic of a 3-element rotary sequential-leaf

time delay mechanism.

While macro-scale leaf mechanisms have been designed to

respond to linear accelerations [14,15], the concept is extended in

this paper to work with centrifugal acceleration. A schematic

layout of a 3-element design is shown in Fig. 1. Each element

consists of a fan-shaped seismic mass suspended above the

substrate by a rotational spring composed of a rigid ring structure

and four beams which share a common anchor point. The center of

mass is designed to coincide with the apex of the v-notch where

one of the quad-symmetric anchor beams connects to the mass.

THEORY

Consider a single leaf element as part of the 3-element

mechanism shown in Fig. 1. The mechanism is secured to a

platform rotating at a constant angular velocity of , with each

leaf possessing an anchor point located a distance rc from the

rotational center of the platform. When the platform rotates,

centrifugal force creates a moment which induces a rotation of the

first leaf about its anchor. The nonlinear equation of motion for a

single leaf element is readily derived using a Lagrangian approach

as,

(1)

where is the element rotation from its initial equilibrium

position, m is the mass of the mechanism element, I is the

element’s moment of inertia about its center of mass, and k is the
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torsional spring constant. The distance from the rotation center to

center of mass is defined by re, and defines the angle between the

line connecting the center of mass and the platform rotation center,

and the line connecting the center of mass and the anchor point.

The displacement- and velocity-dependent torque T( ,d /dt)

results from damping due to a combination of frictional contact

between adjacent elements and air damping. For fabricated

devices, each beam in the quad-symmetric torsional anchor was

853 m long, 5 m wide, and 20 m deep. Following previous

analyses of torsional anchors [16-18], the nonlinear suspension

spring constant was calculated through 2-D finite element analysis

with ANSYS. The resulting torque-deflection relationship for the

spring is accurately described by a third-order polynomial up to a

maximum rotation angle of 7o, leading to a nonlinear spring

constant described by,

(2)

The damping coefficient cair of the element was derived

according to the shape of the element [19]. For the designs

explored in this work, the damping coefficient is given by,

(3)

where is the viscosity of air, h is the substrate gap, R2 is the

outer radius of the leaf element, and R1 is an effective inner radius

used to account for the notch removed from the leaf to provide

connection to the spring. Note that the leading 3 /16 factor results

from the use of a leaf design which consists of a partial disk

covering an angular range of 3 /4 rad. Damping due to the spring

beams and connection ring was assumed to be negligible compared

to the leaf element. Using this expression, an estimated damping

coefficient of 85 pN·m·s/rad was calculated and used for dynamic

modeling. To model interfacital friction between adjacent leaf

elements, a static friction coefficient of 0.4 and dynamic friction

coefficient of 0.3 were found to provide a reasonable match

between simulated and experimental results.

Theoretical values of switching times were determined using

three methods. First, an analytic approximation was derived by

assuming a constant angular velocity during a switching event, so

that the direction and magnitude of the frictional contact force

remains constant. Under zero initial conditions for leaf

displacement and velocity, and assuming a constant angular

velocity c during the switching event, Eqn. (1) may be linearized

and solved for delay time as,

(4)

where is defined as the critical angle through which the leaf

element must rotate before the next element becomes free to move

(see Fig. 1), and n is the resonant frequency given by,

(5)

and where the linear spring constant k in Eqns. (4) and (5) can be

determined by taking the average value of k( ) given by Eqn. (2),

i.e.

(6)

While Eqn. (4) provides a simple estimate for the switching

time, it ignores significant nonlinearities inherent in the torsional

spring and damping parameters. For a more accurate simulation,

the full nonlinear equation of motion was solved numerically using

Matlab to determine device dynamics.

Finally, while the analytic and numerical solutions provide

insight into single-element switching times, the full time delay

mechanism involves multiple elements with interfaces which

undergo dynamic collisions during a switching event, and thus

experience mechanical interactions beyond friction alone. To

simulate multi-element dynamic behavior including interfacial

impact events, element contact was included in numerical dynamic

simulations using ADAMS software. The nonlinear springs were

modeled by connecting each element to the chip carrier by a

revolute joint, with a non-linear torque applied to each element.

Contact constraints were applied between the first and second

elements, and between the second and third elements. As discussed

previously, friction was included to simulate interfacial damping

between mechanism elements.

EXPERIMENTAL DETAILS

Micro time delay mechanisms were fabricated using a single

mask SOI/DRIE process with a 20 m thick device layer and 2 m

buried oxide layer. Minimum resolution after DRIE processing

was better than 3 m for both lines and spaces, allowing the gap

between adjacent mechanism elements to be on the order of 2-3

m. A maximum sidewall roughness of Ra = 0.01 m was

measured parallel to the wafer surface. Following HF release and

supercritical drying, devices were stored in ambient laboratory

conditions for several weeks prior to testing. Electron micrographs

of a single leaf and a closeup of the locking interface between

adjacent leafs from a typical fabricated device are shown in Fig. 2.

Fig. 2 Electron micrograph showing a released leaf element. Inset

details locking interface between adjacent elements.

Devices were designed with 1.1 mm radius leaf elements

positioned with centers of mass located 28 mm from the center of

munition rotation, and to initiate switching at angular speeds

ranging from 20 rps (46 g) to 50 rps (285 g). System parameters

for each of the four designs are provided in Table 1, including

predicted time delays based on multi-body dynamics modeling.

Table 1. Summary of designed critical angles for the first and

second elements in fabricated 3-element mechanisms.
Design: #1 #2 #3 #4

critical angle, 1st element (deg) 1.9 3.1 5.1 5.6

critical angle, 2nd element (deg) 1.2 1.8 3.8 4.3

theoretical switching accel. (g) 34 72 184 223

theoretical delay time (ms) 1.0 0.9 0.7 0.6
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Devices were characterized using an experimental consisting

of a chip carrier attached to a computer-controlled rotation

platform based on a modified photoresist spinner capable of

accelerating the chip carrier to speeds of 5000 rpm. A rhomboid

prism was positioned with one end over the chip, and the other end

centered on the rotation axis of the carrier. The rhomboid prism

projected the mechanism image to the chip carrier rotation center

through two total internal reflections from the end faces of the

prism, thereby displacing the chip image by a radial distance

defined by the length of the rhomboid prism. Using this approach,

a camera positioned over the rotation axis was able to image the

chip regardless of the rotation angle of the carrier, enabling long

exposure times and eliminating the need for synchronizing image

capture from a static camera located at the same radial distance as

the chip. A high-speed Phantom v4.0 camera (Vision Research

Inc., Wayne, NJ) enabled 3700 frames per second capture with a

0.27 ms frame interval. Imaging optics were based on a 6.5:1 ratio

zoom lens (Zoom 6000, Navitar, Rochester, NY) and a 150W fiber

optic light source (ACE® DDL, Schott Fostec, Auburn, NY) for

coaxial illumination.

Fig. 3 Switching event between the 2nd and 3rd leaf of a fabricated

mechanism. Leaf 3 is constrained from moving in frames (a-d),

and released in frames (e-f) after leaf 2 reaches its critical angle.

Fig. 3 shows eight successive images during a typical

switching event, revealing the progressive increase in rotation

angle for element #2, and finally the unlocking of element #3 once

the critical angle is reached. Rotation angles were measured using

image processing software provided with the camera. Angle

measurement tolerance was approximately 0.2o.

Measured centrifugal switching accelerations for each design

are shown in Fig. 4, along with the theoretical predictions provided

by both analytical modeling and dynamics simulations conducted

with ADAMS multi-body dynamics software. Note that while

measured variations in switching speed were generally

independent of rotation rate, variations in the switching

acceleration tended to be proportional to the square of the rotation

rate, as shown by the error bars which represent +/-1 for the

experimental data. Although the device designed to switch at the

highest rotation speed exhibited slightly lower variability in

measured switching acceleration compared to the second-highest

speed device, this overall trend remains valid within expected

experimental variability. Theoretical predictions are also shown

for numerical solutions to the full nonlinear equations of motion,

and results of dynamics simulations using ADAMS software. A

comparison of experimental and theoretical time delay

measurements is shown in Fig. 5. This plot also includes the

predicted values from the linearized time delay expression given

by Eqn. (4). Error bars reflect the experimental time-measurement

resolution for a single camera frame of +/- 0.135 ms. Each

experiment was repeated using 3 different devices, with no

observed variability in switching time for any of the designs.

Overall, the experimental results provide reasonable agreement to

the nonlinear analytic model and dynamics simulations for all

tested designs. For designs with larger critical angles, the linear

analytic model of Eqn. (4) agrees well with experimental results,

suggesting that this simple model is suitable for further design

optimization without relying on complex numerical solutions or

time consuming dynamics simulations.

Fig. 4 Comparison of experimental (×) switching accelerations

with nonlinear analytic (o) and dynamics simulation ( ) analyses.

Fig. 5 Comparison of experimental (×), nonlinear numerical (o),

linear analytic ( ), and dynamics simulation ( ) analyses.

Overall, reasonable agreement was obtained between

experimental results and both analytic and dynamics simulation

models, within the constraints imposed by the experimental setup.

Discrepancies between the different models are reasonable,

especially for devices with larger critical angles. Furthermore,

such discrepancies are not surprising. The dynamics simulations

involved multiple elements with interfaces undergoing dynamic

collisions during a switching event. In contrast, interfacial impact

was not considered in the analytic models. More importantly, the

dynamics simulations used a friction model based on a piecewise

continuous relationship between velocity and friction coefficient,

while the nonlinear analytic model was simulated using a simpler

friction model with discrete static and dynamic friction
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coefficients. Friction is a critical parameter in defining the

dynamics of the mechanically-interacting leaf elements, and so the

observed discrepancies are not unexpected. Furthermore, despite

these discrepancies, agreement between dynamics simulations and

nonlinear analytic model results provides confidence that the

model captures the key physics of the mechanisms, and is suitable

for further use as an analytic tool without relying on the difficult

and time consuming dynamics simulations. Additionally, the

linearized analytic model converges well with the full nonlinear

model for larger critical angles, and provides an accurate

prediction of delay time using a simple expression which is

suitable as a design tool.

While the sequential-leaf time delay mechanisms fabricated

in this work provide up to 0.67 ms delay per element for a

mechanism rotating with a centrifugal acceleration of 263 g,

higher switching accelerations are required for many fuzing

applications. From the theoretical model, the switching speed can

be increased by increasing the stiffness of the suspension spring

for the first mechanism element, thereby setting a higher rotation

speed threshold required to rotate the first element beyond its

critical angle and unlock the remainder of the train. For example,

if the spring constant of design #1 (see Table 1) were increased by

a factor of 4, the switching speed would increase from 263 g to

902 g. It is also desirable to increase the delay time of each

element. Delay time is increased by reducing the resonance

frequency of the elements, e.g. by reducing the spring constant.

Both switching speed and time delay improvements can be

realized simultaneously by reducing the spring constants for all

mechanism elements, with the exception of the first element,

whose suspension spring is stiffened to define a higher initial

release acceleration.

CONCLUSIONS

Leaf-type micro-scale time delay mechanisms have been

designed, fabricated, and tested. Delay times as high as 0.95 ms

were realized for single elements within 3-element mechanisms

operating at relatively low rotational speeds (20 rps, with a

centrifugal acceleration of 44 g). At higher speeds (50 rps, 263 g)

delay time for devices which differed only in their critical rotation

angles exhibited delay times of 0.67 ms per element. This study

was conducted to evaluate the basic functionality of

microfabricated sequential-leaf time delay mechanisms for

application to fuzing systems. Higher rotation speeds of 200-250

rps and associated centrifugal accelerations of several thousand g

are required for many munitions applications, with total delay

times from tens to hundreds of ms. While the demonstrated time

delays and switching accelerations for 3-element mechanisms are

not yet sufficient for such applications, both the concept and the

analytical model have been validated experimentally in this work,

and the models suggests that modified designs are within reach for

meeting required application goals.
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ABSTRACT

PDMS (polydimethylsiloxane) elastomer is widely used in
MEMS. However, PDMS is non-conductive and as a result is used
in mostly structural applications. We report methods for
monolithic integration of conductive and non-conductive PDMS
for realizing wholly polymer-based devices with embedded
elastomer wires, electrodes, heaters, and sensors. In this work we
demonstrate elastomer strain gauges, capacitive pressure sensors,
as well as microfluidic channels with integrated heaters and
sensors. The process uses a series of PDMS patterning,
micromolding, and bonding techniques with conductive PDMS
features made by mixing with multiwall carbon nanotubes
(MWNT).

INTRODUCTION

Traditionally, elastomers such as PDMS have played a large
but mainly structural role in MEMS, serving as protective layers,
encapsulants, valve diaphragms, fluidic channel structures, and so
forth. However, a number of “active” devices have been made
using modified elastomers, including organic vapor sensors [1],
liquid sensors [2], force sensitive resistors [3], and ultrasonic
emitters [4]. These devices use elastomers mixed with solid
fillers, such as carbon black, MWNT, or metallic powders to give
the resulting composite material the desired properties.
Researchers have also captured metal films in PDMS layers to
create elastomer tactile sensors [5]. Most recently, work has been
done to capture in-situ grown MWNT in PDMS to create strain
gauges and field emission devices [6].

The goal of our work is to create devices that can be handled
directly, take advantage of the unique characteristics of composite
elastomers, and enable applications that require conformal and
robust materials. To develop a general new class of processes and
structures to meet this goal, we take advantage of a process for
precision patterning of thin film elastomers [7]. By combining
patterning technique spin casting and molding, we have realized a
number of all-elastomer devices with embedded conductors and
sensors such as shown in Figure 1.

DESIGN AND FABRICATION

In order to realize functional regions of conductive PDMS in
concert with structural insulating PDMS, we have developed a
fabrication process as shown in Figure 2. The process begins with
the vapor coating of chlorotrimethylsiloxane (CTMS) on the
substrate to assist in the release of the final elastomer assembly
(Figure 2a). Next, photoresist (PR) is spun and patterned to define
the molds for the conductive PDMS (Figure 2b). PDMS is then
mixed with multiwalled carbon nanotubes (MWNT) in order to
make a conductive composite. The ratio of MWNT to PDMS
elastomer is chosen depending on the desired application and
performance of the device. In the case of simple conductors for
capacitive sensors or resistive heaters, a large amount of MWNT
may be added to increase the conductivity of the composite. In the

case of strain or force sensitive devices, a lower loading of MWNT
is desired to increase sensitivity. Details of the conductivity of
PDMS and MWNT composites can be found in [8]. For the
devices presented here, 10% by weight MWNT is mixed with
Sylgard-184 PDMS.

Once the MWNT and PDMS have been mixed, the composite
is applied to the PR mold and patterned as detailed in [7]. The
patterned elastomer is cured at 90˚C for 10 minutes, and the PR
mold removed in acetone (Figure 2d). The conductive PDMS
structures are then captured by either spin or pour casting
unmodified PDMS around them as shown in Figure 2e. The
resulting assembly is cured at 90˚C for 30 minutes in a leveled
oven before being peeled from the substrate (Figure 2f).

(a)

(b)

Figure 1: a) Photo of PDMS tactile sensor sheet. Black parts are

made of conductive PDMS and embedded in transparent, non-

conductive PDMS skin. b) Micrograph of PDMS microfluidic

channel with embedded conductive elastomer devices that cross

the channel (running horizontally).
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Figure 2: Schematic diagram of a single-layer general fabrication

process: a) vapor coating substrate with CTMS

(chlorotrimethylsiloxane), a chemical agent to facilitate later

release in step f, b) patterning photoresist (PR) mold, c) applying

MWNT loaded PDMS and removing excess using a blade, d)

removing PR mold, leaving precision patterned functional PDMS

behind, e) spin casting unmodified PDMS, f) and finally peeling

the PDMS with embedded sensors.

This process can be combined with other traditional elastomer
patterning techniques such as used for defining micro-fluidic or
pneumatic channels (Figure 1b). Multiple layers can also be
combined to create complex devices such as capacitive pressure
sensors. We have applied this approach to produce a number of
new devices – elastomer strain gauges, channels with embedded
flow-rate sensors, and a soft capacitive tactile sensor are
demonstrated.

RESULTS AND DISCUSSION

In simplest form, a strip of conductive elastomer is embedded
as a strain gauge in unmodified PDMS (Figure 3a). Applied strain
alters the average spacing between conductive particles and
therefore the resistance reading (Figure 3b). In contrast to existing
semiconductor and metal strain gauges, our all-elastomer strain
gauge can repeatably measure large strains (>1%). Embedded in
the insulating elastomer, the gauge undergoes the same strain as
the bulk PDMS, surviving large deformations typical of
elastomers. Figure 3b shows the principle of operation of
conductive elastomer strain gauges, where variation in conductive
particle spacing is transduced as a change in resistance. In general,
tensile strain causes increased resistance while compressive strain
decreases mean particle spacing and decreases resistance. Figure
3c shows sample data collected with an Agilent 34401A
multimeter from an elastomer strain gauge undergoing large
(~25%) strain while being manually stretched.

Currently, a rigid substrate is required in order to bring
heaters or sensors into close proximity to microfluidic channels
and reaction chambers. Compliant total analysis systems such as
required for implantation or use with wearable labs cannot be
easily implemented in this way. In order to overcome these
limitations, we have embedded conductive elastomer sensors along
with microfluidic channels to allow detection of liquids, flow,
organic solvents, as well as localized heating (Figure 1b and
Figure 4). To demonstrate this potential, we arranged an
embedded sensor array along a channel (Figure 4a). The
conductive portion serves as both a heater and sensor. The

operating principle is basically that of a heated film flow meter as
schematically represented in Figure 4b. When the sensor is heated
above ambient and the resistance monitored, a change in output
signifies a change in heat lost to the environment. With an
excitation voltage of 6V, and only 1µW input power, a large
(~10%) change in output voltage is measured when water is
introduced into the channel (Figure 4c). This change is due to heat
loss to the fluid. Measurements are made using an Agilent
34401A multimeter. This can be used to detect fluid fronts or
analyte plugs as commonly used in micro total analysis systems.

(a)

(b)

(c)

Figure 3: a) Photo of PDMS sheet with embedded strain gauge.

Dashed white lines indicate perimeter of clear PDMS strip. b)

Schematic showing operation of elastomer strain gauge operation.

c) Sample data of MWNT strain gauge undergoing large (~25%)

strain.
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(a)

(b)

(c)

Figure 4: a) Micrograph of embedded flow sensors next to

channel filled with red dye. b) Schematic showing operation of

embedded flow sensors. An external reference resistor (Rref) is

connected in series with the PDMS sensor (Ro) and a current heats

the sensor above ambient. When fluid flows in the channel heat is

lost to the fluid, changing the sensor resistance and the output

voltage. c) Chart showing change in output voltage (6V excitation)

when fluid flows into channel.

By using multiple layers, more complex devices are also
realized. For example, by combining two layers of elastomer with
embedded electrodes (Figure 1) and orienting them orthogonal to
each other a matrix of capacitive pressure sensors is created as
shown in Figure 6a. The capacitance of a flat plate capacitor is

(a)

(b)

Figure 5: a) Photo of orthogonal embedded PDMS electrode

layers, which results in an array of capacitive pressure sensors. b)

Schematic showing operating principle of capacitive array.

proportional to electrode area and inversely proportional to
electrode gap. Thus large area and small gap are desired, but using
soft materials like PDMS presents a significant challenge for
maintaining a small electrode gap. Previous efforts to make
collapsible capacitive PDMS devices require larger gaps,
numerous bonding steps, and subsequent large area. The presented
device uses a PDMS filled capacitive gap of 4µm which gives it
high stiffness compared to air-gap capacitive devices. However,
the filled gap gives increased robustness to stiction, particles, and
mechanical overload as well as increasing the baseline capacitance
of the sensors. Air gap capacitors are possible using similar
techniques to those used to create microfluidic channels (Figure 4).

Testing reveals that interrogating the row and column
capacitance of the array allows imaging of contact with other
objects. For example, when loaded by a 3mm spherical indenter
under a 500g load and the capacitance measured with an Agilent
4263B LCR meter, the array changes capacitance as shown in
Figure 6. Additionally, the negative-valued artifacts observed in
Figure 6 can be eliminated by using electronics designed to
interrogate multiplexed capacitive arrays. These circuits switch
non-interrogated rows and columns to ground to minimize
parasitic parallel capacitances.
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Figure 6: Graph of change in capacitance of array when loaded

by a 3mm spherical indenter. X and Y axes are the row and

columns of the capacitive array.

CONCLUSIONS

We have demonstrated a new fabrication technique and
approach to realizing all-elastomer MEMS devices. This is
accomplished by combining micro patterning of conductive
elastomer features with traditional spin casting and molding of
insulating elastomers. Conductive elastomers are made functional
by mixing with multi-walled carbon nanotubes. In this way we
have created several new devices, including all-elastomer strain
gauges, microfluidic systems with embedded elastomer sensors
and heaters, and robust stretchable capacitive elastomer tactile
sensors. The presented technique has further promise for soft
biomedical applications, such as interocular pressure
measurements, large strain measurements for smart-prosthetics and
robotics, and compliant pathogen detection systems for wearable
deployment.
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ABSTRACT

High aspect ratio MEMS devices have been enabled by the
development of deep reactive ion etchers. These devices have found
use in lateral accelerometers [1], microengines [2], and optical appli-
cations [3]. While resonant sensors or scanners may require high-Q
operation, closed-loop control of actuators is improved by having
the device close to critically damped. Analysis and modeling of the
damping for laterally resonant devices have traditionally focused on
a Couette or Stokes-based fluid model [4], [5]. For DRIE devices of
typical geometry, the damping from these mechanisms may result in
a Q of >50, perhaps suitable for a resonant device, but inadequate
for damping a closed-loop actuator. We have developed a technique
that uses a cap over the device producing a small air gap between
the top and bottom surfaces of the moving part of the actuator to act
as a fluid resistor. When air is ’pumped’ through this gap by lateral
motion of the device, the flow resistance of this air channel provides
the needed damping for the system.

INTRODUCTION

One measure of an actuator’s performance is its response to
externally applied shocks and vibrations. This is especially important
for actuators used for optical applications. Sub-micron motion of
the actuator or optical element can produce large changes in the
optical performance. One method to reduce an actuator’s sensitivity to
external accelerations is to damp the modes of motion. While closed
loop control of the actuator motion is often used, passive damping
techniques can also be used to obtain significant improvement in
device performance. By damping the motion of the actuator, the
response to resonant excitation can be reduced as the Q of the
actuator.

For actuators fabricated from single-crystal silicon we can ignore
intrinsic sources of mechanical dissipation and focus instead on the
external damping caused by the surrounding fluid medium (air) [6].
Figure 1 shows a photograph of the DRIE actuator used in this
work. It features two banks of comb drives connected by two
orthogonal beams. These beams are attached to two flexures that
form the attachment to the surrounding substrate wafer. Details of
the fabrication process can be found in previous work [7].

The actuator shown in Fig. 1 will have a number of sources of fluid
damping. These sources can be generalized into three terms: damping
beneath the motor, damping above the motor, and damping between
the comb fingers. Assuming these sources of mechanical energy loss
are independent, the total dissipation can be expressed as

1

Qtotal
=

∑

i

1

Qi
=

1

Qbottom
+

1

Qtop
+

1

Qcomb
. (1)

Depending upon the specific actuator dimensions and geometry,
each of the terms in Eq. 1 will contribute different amounts to the
mechanical damping in the system. The usual method of quantifying

each of the damping terms is to use either a Couette or Stokes-
based flow model between the actuator and its nearby surfaces via
the intermediary fluid medium. In most cases the intermediary fluid is
air. However, some applications may take advantage of the increased
viscosity and dielectric constant of other fluids [8]. In this work,
when we discuss fluids, it will be assumed to be air. The equations,
however, are general and can be applied to systems involving more
viscous materials. Because this work focuses on laterally oscillating
structures that have full-deflection ranges of 10’s of µm, contributions
from squeeze film damping will not contribute large amounts to the
system dissipation [9].

Actuator encapsulation is often used as a means to seal an actuator
in vacuum for improved quality factor or for improved packaging
and handling. In this work we demonstrate that placing a cap over
the motor can have an additional damping benefit. Figure 2 shows
a diagram of an actuator with a flow-restricting cap placed above
it. Without the cap, air is free to move into and out of the motor
surroundings as it oscillates. With the cap, however, air is now
blocked from entering and leaving the motor area. If the motor has a
large enough cross sectional area in the direction that it oscillates, air
will now be forced to flow above (between the motor and cap) and
beneath the motor (between the motor and underetch cavity). The
motor will now act like a piston driving air across its surface. This
piston-like effect is what will produce the damping enhancement.

COUETTE AND STOKES-BASED AIR DAMPING

For the actuator shown in Figs. 1 & 2 air flow between the
motor and substrate wafer (or cap) can be described using the one
dimensional Navier-Stokes equation. Taking the surrounding air to be
an incompressible fluid without pressure gradients, the Navier-Stokes
equation is reduced to the one dimensional diffusion equation given
by

∂u(y, t)

∂t
=

µ

ρ

∂2u(y, t)

∂y2
(2)

where u(y, t) is the flow velocity field, µ is the fluid absolute
viscosity, and ρ is the fluid mass density. The fluid velocity flow field,
u(y, t), is a function of both the distance between the moving motor

Fig. 1. Photograph of one of the electrostatic comb drive actuators used
in this work. This actuator features two sets of comb drives anchored to the
substrate with flexure beams. The actuator is 85 µm thick.
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Fig. 2. Diagram of a capped micromachined motor. The motor has a height
h, width w (into the paper), and moves with a velocity amplitude of u0. The
gap above the motor between the motor and cap is g1 and the gap between
the motor and underetch cavity is g2.

and stationary surface and of time. The motor is assumed to move
with small amplitude motion that varies as sin(ωt). Typical Reynolds
numbers, Re, of ∼0.15 are obtained for our actuators ensuring that
the fluid flow will be laminar.

For Couette-based flow, the left hand term in Eq. 2 is taken to
be 0 (slowly varying flow) such that the velocity flow field is a
linear function of the gap between the motor and stationary surface.
However, a more general solution takes into account that the fluid has
finite mass and thus will not respond instantaneously to the motion of
the actuator. This produces the Stokes-based flow condition described
by Cho for a laterally oscillating surface micromachined electrostatic
actuator [5]. We can therefore consider Couette flow to be a limiting
case of Stokes flow. For the actuators used in this work and those of
Tang and Cho [4], [5], it will be shown that there is little difference
between the damping forces generated by the two flow conditions.

Whether, the fluid flow is assumed to be Couette or Stokes-like,
the quality factor is defined as

Q =
2πW

∆W
(3)

where W is the total energy stored in the oscillator and ∆W is the
energy lost per radian. The energy lost is equal to AD where A is the
surface area over which the dissipation occurs and D is the energy
loss per radian per unit surface area. This dissipation is caused by
the fluid shear force on the actuator. Thus, the amount of mechanical
dissipation is dependent upon the total shear force on the actuator as
it moves in the fluid medium. More specifically, the dissipation per
cycle per unit area is given by

D = −
∫ 2π/ω

0

τ(y, t)u(y, t)dt (4)

where the shear force for a given flow-field is

τ(y, t) = −µ
∂u(y, t)

∂y

∣∣∣∣
y=0

. (5)

Solving for the quality factor of an oscillator with either Couette or
Stokes-based flow produces a Q of the same form. For both flow
conditions, the quality factor is given by

Q(geff ) =
geff

µA

√
km (6)

where geff is the effective gap between the moving plates, A is the
plate overlap area, k is the actuator stiffness, and m is the motional

mass of the actuator. For actuators moving in air, the viscosity, µ, is
180 uP. For Couette-flow the effective gap is simply the distance, d,
between the moving motor and stationary plate. Thus, for Couette-
based air flow geff,c = d. For Stokes-flow, however, there are two
possible effective gaps. For air flow between the moving motor and
a stationary surface, the effective gap is given by

geff,s =
1

β

(
sinh2βd + sin2βd

cosh2βd − cos2βd

)−1

(7)

where β =
√

ρω/2µ, and d is the physical separation between the
two surfaces. From this equation for the effective Stokes gap we can
identify δ = 1/β as a characteristic length scale for Stokes-based
flow [5]. For air flow above an uncapped motor the effective gap is
simply the characteristic length scale δ. Therefore, the effective gap
above the motor is given by geff,∞ = δ. For an actuator with a
5 µm gap operating at 1 kHz, the effective gap ratio, d/geff,s, is
1.00023. This shows that for the actuators we typically use, there is
little difference between the Couette and Stokes-based flow models.
Therefore, for the remainder of this work, we will use the real
physical gap distance when discussing motor gaps.

Eqs. 1 & 6 now provide a means to calculate quality factors in
laterally oscillating actuators. The results of these calculations are
shown in Table I for two motor styles. Both motors have the same
comb drive region as shown in Fig. 1. They do, however, differ in the
additional actuator elements attached to the comb drive. This, along
with process variation, results in two motors with different damping
surface areas, masses, spring constants, and resonance frequencies.
These two motors also differ in the motor gap beneath the moving
actuator. Motor 1 has a 15 µm gap while Motor 2 has a 5 µm
gap. For Motor 1 the measured Q of 10.2 is much lower than the
Stokes-based calculation of 44.9. Motor 2’s measured Q is also much
lower than the Stokes-calculated value of 23.8. In order to explain
the measured Q’s we introduce the pressure-driven flow model for
laterally oscillating micromachined actuators.

PRESSURE ENHANCED DAMPING

For most micromachined actuators, it is assumed that there are no
pressure gradients acting upon the actuator. This includes external
pressure gradients or gradients produced by the motion of the actuator
device. With this assumption, the Navier-Stokes equation becomes
the diffusion equation (Eq. 2). For our high aspect ratio structures,
however (tall with respect to the gap distances), we may not be able
to neglect the −1/ρ(dp/dx) term in the Navier-Stokes equation.

In Fig. 2 a motor of height h moves with velocity amplitude u0.
This actuator has a cap placed upon it that restricts air flow around
the actuator. Without the cap, air would be free to enter and leave
the regions surrounding the actuator as it oscillates. With the cap,
however, the surrounding air must now be displaced. Because the fluid
flow around our actuators is treated as incompressible, the displaced
air must travel across the top and bottom of the capped actuator to
the region on the left. This piston-like effect produces a combination
of pressure driven and Stokes-based flow across the surface of the
actuator with the result that the total shear damping force is increased
depending upon the geometry of the actuator and gaps above and
below the motor. With these assumptions, let us now calculate the
amount of expected damping force enhancement due to the pressure-
driven flow effect.

First, the Stokes shear force on a plate moving with velocity
amplitude u0 will be calculated. For a capped actuator, the total
Stokes shear force acting on it will be the sum of the shear force
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Motor Parameter Motor 1 Motor 2

Motional mass m 8.22 × 10−8 kg 5.26 × 10−8 kg
Spring constant k 1.0 N/m 1.5 N/m

Resonance frequency f0 555 Hz 850 Hz
Cap gap gtop 5 µm 5 µm

Motor gap gbottom 15 µm 5 µm
∆(h, g1, g2) 11.9 52.0

Stokes Q 44.9 23.8
Pressure Q 9.7 1.5

Measured Q 10.2 1.4

TABLE I
TABLE OF MOTOR PARAMETERS FOR THE TWO STYLES OF MOTORS PRESENTED IN THIS WORK. THE COMB DRIVE REGIONS WERE IDENTICAL,

HOWEVER, ADDITIONAL STRUCTURES WERE USED TO CHANGE THE RESONANCE FREQUENCY AND AMOUNT OF MOTIONAL MASS. MOTOR 2’S MOTOR

GAP, gbottom , WAS FABRICATED AT 5 µm TO VERIFY THAT THE Q WOULD FOLLOW THE PRESSURE ENHANCED AIR-DAMPING THEORY.

above and below the plate. With a gap g1 above the motor and a gap
g2 below the motor, the total shear force is

τs,g1,g2 =
µu0

g1
+

µu0

g2
=

µu0(g1 + g2)

g1g2
. (8)

For pressure driven flow, the velocity field is given by

u(y, g)p = − 1

2µ

dp

dx
(gy − y2) (9)

where g is the gap through which the air flows (g1 or g2) and dp/dx
is the pressure gradient formed across the motor as it oscillates. From
Eq. 5, the pressure driven shear force on one side of the motor will
be

τp,g = −1

2

dp

dx
(g − 2y)

∣∣∣
y=0

. (10)

We therefore need to determine the pressure gradient as a function
of actuator and gap dimensions in order to calculate the pressure-
driven shear force on the moving actuator. The simplest method to
determine the pressure gradient for an incompressible fluid is to use
a mass-flow calculation to equate the amount of displaced fluid to
the fluid flow across the gaps above and below the motor. This flow
will be considered to be one dimensional and will ignore edge effects
even though the motor has a finite physical depth of w. This mass
flow equality can be written as

ρhwu0 =

∫ w

0

∫ g1

0

ρu(y, g1)dydw +

∫ w

0

∫ g2

0

ρu(y, g2)dydw (11)

where on the left side we have the displaced fluid due to the actuator
of height h and width w. The right side of Eq. 11 shows the sum of
the fluid flow above and below the motor. Using Eq. 9 in Eq. 11 and
solving for the pressure gradient gives

dp

dx
= −12µhu0

g3
1 + g3

2

. (12)

From this expression for the pressure gradient , the total pressure-
driven (Poiseuille) shear force can be calculated as the sum of the
shear force above and below the motor:

τp,g1,g2 = τp,g1 + τp,g2 =
6hµu0(g1 + g2)

g3
1 + g3

2

. (13)

We now have an expression for the shear force acting on the actuator
due to pressure-driven flow across the motor surfaces. Eq. 13 can be
reexpressed as

τp,g1,g2 = κ(h, g1, g2)µu0 (14)

where

κ(h, g1, g2) =
6h(g1 + g2)

g3
1 + g3

1

. (15)

Eq. 15 gives an absolute magnitude for the pressure-based shear force
in terms of the motor height, cap gap, motor gap, fluid viscosity,
and actuator velocity. This is shown in Fig. 3 where κ(h, g1, g2)µ
has been plotted for three different motor gap values of 5 µm, 10
µm, and 15 µm. For all three gap values, the motor height is 85
µm. Fig. 3 shows that as the motor gap is reduced, the amount of
damping shear force enhancement increases. In addition, for a given
motor gap distance, decreasing the cap gap will further increase the
amount of damping force enhancement. There is a point, however,
at which further reduction in the cap gap will actually reduce the
amount of damping force enhancement. From Eq. 15 it can be
shown that for a given motor gap, the maximum shear force is
obtained when the corresponding cap gap is 1/2 the motor gap
value (i.e., when g1 = g2/2). This reduction in the damping shear
force enhancement with further reduction of the cap gap is caused by
the motor and cap gap-height asymmetry. This asymmetry produces
two competing effects when calculating the shear force: a reduction
of the gap heights increases the pressure drop, dp/dx, across the
moving actuator while also reducing the total shear force, τ , for
that pressure drop. Removing the broken gap symmetry (i.e., forcing
g1 = g2 = g), the κ function will no longer have a local maxima and
is now proportional to 1/g2. This will produce a continuous increase
in shear force as the gap distances are decreased simultaneously.
This argument is valid as long as the fluid prefers to flow instead of
compress. For a real system, there will be a point at which the shear-
flow induced damping begins to be limited by fluid compression.

In order to obtain a reproducible amount of enhanced mechanical
damping in a capped actuator, the motor and cap heights must be
controlled. For a 5 µm motor underetch cavity depth, cap gaps within
the range of 1.1 to 3.9 µm (2.5 ± 1.4 µm) will produce at least 90%
of the optimal damping value. This is a large acceptance range and
allows for less stringent fabrication tolerances.

In order to use the pressure-based damping theory to make quality
factor predictions, let us recast Eq. 13 into a different form. Using
Eq. 8, Eq. 13 can be rewritten as

τp,g1,g2 =
6hg1g2

g3
1 + g3

2

τs,g1,g2 . (16)

where we are now expressing the total shear force as a multiple of
the corresponding Stokes-based shear force. Because the total shear
force acting on the motor can be approximated as the sum of the
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Fig. 3. Plot of κ(h, g1, g2)µ for 85 µm-tall motors with motor gaps, g2,
of 5, 10, and 15 µm. The cap gap, g1, is varied from 0 to 25 µm. For a
given motor gap value g2, the maximum amount of damping shear force is
obtained when g1 = g2/2.

Stokes and Poiseuille terms, we can now write the total shear force
acting on the motor as

τt,g1,g2 = τs,g1,g2 + τp,g1,g2 = ∆(h, g1, g2)τs,g1,g2 (17)

where the damping enhancement function, ∆(h, g1, g2), is given by

∆(h, g1, g2) =
6hg1g2

g3
1 + g3

2

+ 1 (18)

A more accurate calculation will also take into account slip effects
at the boundary walls. Using the Maxwell slip theory with an
accommodation coefficient of 1, the κ(h, g1, g2) function (Eq. 15)
can be reexpressed as

κslip(h, g1, g2) =
6h(g1 + g2)

g3
1 + g3

2 + 6g2
1λ + 6g2

2λ
(19)

producing the slip-adjusted ∆ function

∆slip(h, g1, g2) =
6hg1g2

g3
1 + g3

2 + 6g2
1λ + 6g2

2λ
+ 1 (20)

where λ is the mean free path of air (∼69 nm at STP).
Figure 4 shows a plot of ∆(h, g1, g2) and ∆slip(h, g1, g2) for 85

µm-tall actuators with motor gaps, g2, of 5, 10, and 15 µm. Note
that at smaller motor gaps, the boundary slip term becomes more
important. Figure 4 shows that for an 85 µm-tall actuator with a
5 µm motor gap, a damping correction factor (with respect to the
equivalent Stokes-based shear force) of >50 can be obtained.

The Q calculations shown in Table I are in excellent agreement
with the measured values. Motor 2’s measured Q of 1.4 is in excellent
agreement with the value calculated using the pressured enhanced
damping theory. This shows that the pressure-driven flow model
presented in this work can produce the large amount of additional
damping required to obtain large amounts of Q reduction. For Motor
design 2, with a 5 µm motor gap and a 5 µm cap gap, a damping
correction factor of ∼50 is obtained through the pressure enhanced
damping theory. This amount of additional damping is difficult to
produce by other passive means. Methods such as increasing the
comb overlap area are not as space efficient as the pressure-flow
method. The reason for this is that adding damping combs adds
additional mass to the actuator and takes up more surface area
on the die. To-date, thousands of actuators demonstrating enhanced
pressured-based damping have been fabricated and shipped as part
of a tunable laser or tunable filter product.

Fig. 4. Plot of ∆(h, g1, g2) (solid lines) and ∆slip(h, g1, g2) (dotted lines)
for motor gaps, g2, of 5, 10, and 15 µm. For each of these motor gap values,
the cap gap, g1, is varied from 0 to 25 µm. For each of these cases the motor
height, h, is 85 µm.

CONCLUSIONS

The development of DRIE actuators allows for the fabrication of
actuators with surrounding sidewalls. When an enclosed cavity is
formed through placement of a capping structure, pressure-enhanced
damping occurs. This damping mechanism can be described using the
∆ function that quantifies the amount of additional shear force on the
actuator with respect to the equivalent Couette force. Additionally, the
amount of damping can be increased by minimizing the gaps above
and below the motor. For a given motor gap (under the motor), the
damping can be optimized by selecting the cap gap to be 1/2 of
the motor gap. Finally, quality factors approaching unity have been
obtained for laterally oscillating structures with motor and cap gaps
of 5 µm.
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ABSTRACT

We demonstrate a self-powered humidity sensor that can
significantly extend the operating lifetime of battery powered
wireless sensor suites. The self-powered sensor employs a
radioisotope powered humidity sensitive polymer capacitor, which
modulates the conductance of a MOSFET. The current modulation
of the MOSFET is enough to wake-up a circuit in power-sleep
mode. We demonstrate two capacitor biasing architectures. One is
based on changes in the leakage resistance of the polymer
capacitor, and the other on changes in the capacitance of the
polymer capacitor. We present results on the testing and
characterization of prototype assemblies of the microfabricated
polymer capacitor chiplet, the MOSFET chiplet, and the
radioisotope thin-film source. The polymer capacitor was
measured to have a humidity sensitivity of 0.33pF/%RH and a
capacitance decay time constant of ~50 seconds. The humidity
sensitivity of the output current of the self-powered sensor was
measured to be ~10uA/%RH @ 5V bias.

INTRODUCTION

Wireless sensor suites deployed in remote and inaccessible
areas need long operating lifetimes as battery monitoring and
replacement is often cost-prohibitive. Such applications include
long-term health monitoring of tactical missiles, industrial
equipment, buildings [1], etc. In addition to efforts on increasing
the lifetime of the conventional electrochemical batteries currently
in use, work is being done on alternative power solutions. These
approaches include powering the sensor suite using energy
scavenged from ambient vibrations [2], solar [3], tidal energy 4],
etc. Additionally, alternative fuel-based power sources such as fuel
cells [5] and radioisotope power generators [6] have also been
proposed. All these solutions look promising, but are yet to be
adopted widely.

An alternate approach to increasing the lifetime of battery
powered sensor suites employs zero-power sensors, which can be
passive or self-powered. Such self-powered sensors can wake-up
the rest of the sensor node (“mote”) when required, conserving the
battery power for emergency computations and communications.
Self-powered sensors based on passive fiber-optics [7] have been
demonstrated previously. However, fiber-optic based approaches
can require complicated signal processing for conversion of optical
signals to electrical. In this paper, we address the need for a self-
powered sensor with an electronic readout that can be processed
easily by the mote electronics.

We demonstrate a radioisotope powered humidity sensor
based on a water sensitive polymer capacitor which modulates the
conductance of a MOSFET. The novel radioisotope-biased-
MOSFET circuit gives out a self-powered amplified electronic
readout, making signal conditioning easy for the electronics.
Moreover, the demonstrated sensor topology can be readily
adapted to sensing other physical phenomena including
temperature, shock, chemical concentrations. Our sensor consumes
zero-battery-power and can potentially extend the lifetime of
condition monitoring sensor suites to multiple decades. These

zero-battery-power sensors allow event-based power management
of unattended sensor systems and orders of magnitude reduction in
average power consumption.

We use Nickel-63, a safe radioisotope, whose power output is
nearly independent of the ambient conditions, and can have several
decades of useful life as the half-life is 100.2 years. The 2-
milliCurie Nickel-63 thin-film emits low energy (average energy =
17keV) -particles with penetration depths < 10 m in solids. As a
result, it can be deployed safely without substantial shielding or
concerns about security.

THEORY

Radioisotope Biasing
An electrically isolated -particle emitting radioisotope thin-

film always develops a voltage bias because of the continuous
emission of electrons. The voltage bias level depends on the
balance between the voltage dependant charge leakages from the
film into ambient air and the electron current output from the
source. Hence, weak sources with low current output (e.g. 1-
millicurie outputs ~5.9pA) need to be placed in vacuum (~1-
1000mtorr) to achieve voltage biases in the 1-20V range. Such
biases have been used previously to drive electrostatic resonators
[8]. We use it here for the first time to bias sensors and electronics.

We use the voltage bias on the radioisotope thin-film to bias
the gate of a MOSFET, via a humidity sensitive polymer capacitor,
which modulates the bias. We demonstrate two architectures, to be
used depending on the leakage resistance RPC of the capacitors.
Since the current output from the source is just 10.2pA, anything
connected across the radioisotope-collector should have impedance
greater than or equal to 100G . Capacitors with RPC>>1000G
can be placed in a series stack as shown in Figure 1(b), with the
capacitor ratio in the stack controlling the gate voltage Vgs of the
MOSFET as follows:

)( biasPC

PC
Nigs CC

C
VV , for RPC>>1000G

For capacitors with RPC ~1000G , the capacitor divider
architecture cannot be used as the leakage resistance of the
polymer capacitor starts to dominate. The ratio of the leakage
resistances of CPC and Cbias starts controlling Vgs, and since the
leakage resistance of the on-chip capacitor Rbias>>1000G , any
variation in resistance due to humidity doesn’t alter Vgs

significantly. In such cases, the polymer capacitors can be
connected directly across the gate and source of the MOSFET as
shown in Figure 1(d). Since Vgs is then given by

PCsgs RIV , for RNi>>RPC.

Any change in the humidity that alters the leakage resistance in the
capacitor will change Vgs, and hence the conductance of the
MOSFET. The MOSFET amplifies the change in the capacitor
current, making the signal processing easy.

Humidity Sensitive Polymer Capacitor
In a humidity sensitive capacitor, a polymer or other porous

dielectric layer absorbs water from the atmosphere. The large
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polarizability of the absorbed water molecules alters the
capacitance between the electrodes on either side of the material.
That final capacitance can be calculated by modeling the moist
polymer as a composite material, as follows

))(*(* pwwp
o f
d

A
C .

Here, C is the capacitance of the structure, A is the electrode area,
p is the relative dielectric constant of the polymer dielectric, w is

the relative dielectric constant of water, and fw is the volume
fraction of water within the polymer. The capacitance of the
structure depends primarily on the geometry, but the sensitivity
and transient response of the structure depend on fw, which can be
controlled by varying the electrode mesh size on the top electrode.

In addition to the capacitance, the leakage resistance of the
layer stack is also a critical parameter. Nominally, this leakage
resistance is extremely high, meaning that the conductivity of the
polymer dielectric is low, as would be expected. However, as
water is absorbed, ionic groups within the material are
disassociated, thereby increasing the conductivity between the
electrodes. The resistance of the structure can also be modeled by
treating the moist polymer as a composite material, as follows

1)(1)(1
wwfA

L
pA

L
R .

Here, R is the resistance of the capacitor, L is the thickness of the
dielectric, A is the capacitor’s electrode area, p is the conductivity
of the polymer, w is the conductivity of the water and
disassociated ionic species, and fw is the volume fraction of water
absorbed within the dielectric. The resistance depends primarily on
the material processing and the existence of impurities within the
material. Leakage resistances ranging from 10G to >10T have
been demonstrated. Furthermore, at these large levels of resistance,
other charge leakage mechanisms, including the removal of charge
directly from the electrode surface through interactions with the
external gas, become significant percentages of total current
through the circuit. These mechanisms must be mitigated through
careful attention to packaging, interconnect lengths, and electrical
isolation.

FABRICATION

The goal of this work was to demonstrate radioisotope biasing
of the humidity sensitive polymer capacitor and the MOSFET.
Discrete components were used for the radioisotope source, the
humidity sensitive capacitor chip and the MOSFET chip, with the
goal of a hybrid chip solution to integration in mind. A 1milliCurie
Nickel-63 thin-film electro-less deposited on a 10mm x 10mm X
0.1mm Ni foil was used in all the experiments. The MOSFETs
were fabricated in the AMI-AMS 1.5um technology available
through MOSIS, and the humidity sensor was designed and
microfabricated at Morgan Research Corporation. The components
were finally assembled in a 6”x6”x6” vacuum chamber with
electrical and gas feed-throughs.

The humidity sensor was microfabricated using a simple
surface micromachined process. An initial layer of aluminum was
first electron beam evaporated onto an SOI wafer, and then
patterned to form a bottom electrode and wire bond pad. An SOI
substrate was used because it allows the fabrication of other
MEMS devices on the same chip. Subsequently, a layer of HD
Microsystems PI2723 polyamide was spin cast on the Aluminum
electrodes, and then patterned to realize a capacitor dielectric layer.
Then, a second aluminum layer was evaporated onto the structure,
and patterned into a mesh. Finally, the structure was encapsulated
with nitride to protect it during subsequent process steps. A final
nitride strip exposed the humidity sensor materials to the external
environment.

TESTING

The discrete components were first characterized individually,
and then assembled in a vacuum chamber to test the system for
functionality.

Radioisotope Voltage Source
The radioisotope thin-film source was enclosed in a 2” X 2”

X 1” aluminum box, which serves as a collector for the electrons
emitted. The voltage bias build-up on the thin-film depends on the
collector material, the source-collector geometry and placement,
and the pressure in the vacuum chamber. The aluminum box
collector was chosen for the proof-of-concept experiments and
may be further optimized.
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Figure 1. (a) Schematic the hybrid on-chip radioisotope powered
humidity sensor concept. (b) Electrical equivalent circuit and (c)
schematic illustrating the working principle of the sensor system
with the capacitive divider architecture. (d) Electrical equivalent
circuit and (e) schematic illustrating the working principle of the
sensor system with the leakage resistance architecture.
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Figure 2. (a) Schematic of radioisotope bias generation test
circuit. On-chip Cbias was designed to be 5.9pF. (b) Plot of
measured Ids vs. pressure @ Vds=5V, with switch SW1 open. The
equivalent Vgs was calculated from the MOSFET characteristics of
the N-MOSFET (AMI-AMS 1.5 m technology, W/L=2.5) (c)
Measured shift in MOSFET (poly1-N-MOSFET with W/L=2.5) Ids-
Vds characteristics with exponential build-up of radioisotope bias
after opening the switch SW1.

(a) (b) Tube to gas
interconnect
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Figure 3. (a) Photograph of the polymer capacitor (b) Photograph
of the polymer capacitor package used for testing.

The radioisotope source-collector can be modeled electrically
as shown in Figure 1(b). The flux of electrons is modeled by the
current source Is, the leakage resistance by RNi and the air gap
capacitance by CNi. In order to characterize the radioisotope
source-collector system, the aluminum box with the source inside
was placed in a vacuum chamber (~1millitorr) and the short circuit
current output of the source measured using a Keithley Parametric
Analyzer. The measured current value of 10.2pA was found
consistent with the 2milliCurie (=11.2pA current output) activity
of the source. RNI was calculated to be ~7T @1millitorr from the

slope of the I-V curve of the source-collector terminals. A
capacitance meter measured CNi to be ~2pF.

The radioisotope source-collector were then connected across
the gate-source of an N-MOSFET as shown in Figure 2 (a). The
chamber was then pumped down and the Ids at Vds=5V monitored
(Figure 2(b)) during pump-down. This was used to characterize the
bias generation with respect to pressure. The corresponding Vgs

was calculated from the Ids-Vgs curve measured for the MOSFET.
As expected, lower pressure results in fewer particles getting
ionized, or lower charge leakages, and hence higher voltage bias
generated. Measurements show that moderate levels of vacuum
(~100millitorr) are sufficient for the operation of the bias
generation. At atmospheric pressure, a drain current of 26 A was
measured for an applied drain voltage of 5V, indicating a build-up
of 1.05V on the radioisotope source. To further confirm that it
indeed is the radioisotope source generating the bias, the
radioisotope source-collector capacitor was shorted using switch
SW1, and then opened. The Ids-Vds for the MOSFET was measured
at periodic intervals to illustrate exponential build-up of thin-film
voltage due to the constant emission of electrons from Nickel-63.

Humidity Sensitive Polymer Capacitor
The devices were characterized at the die level and suitable devices
epoxy attached in a ceramic pin grid array package. A copper lid
with a ¼” pipe fitting was then soldered onto the package. This
was for the interface with the gas feed-through in the vacuum
chamber which would expose the sensor capacitor to the external
atmosphere. The package was placed inside a controlled
environmental chamber for testing at various levels of humidity.
One electrode of the sensor element was excited with a 1Vp-p

sinusoidal voltage at 0.2 Hz. The other electrode of the sensor was
connected to the input of a trans-impedance amplifier with a 1x109

gain. The current through the sensor element due to the slow
sinusoid was then measured and the capacitance calculated at
various levels of humidity (Figure 4). For 2mmX2mm devices with
20% of the top electrode exposed to the atmosphere, a sensitivity
of 0.33pF/%RH was measured with a capacitance delay time
constant of approximately 50s (Figure 5).

Self-powered Humidity Sensor
For the self-powered humidity sensor demonstration, the
radioisotope source-collector, the humidity sensor package and the
MOSFET chip were assembled in the vacuum chamber. The
humidity sensor was exposed to atmosphere through a gas feed
through. The opening of the gas feed through was exposed to a
solution of sodium chloride to achieve 75%RH at thermal
equilibrium. Leaving the gas feed-through exposed to ambient
resulted in an estimated 30%RH. Two types of sensors were tested.
One type was designed to have polymer capacitors with
RPC>>1T , and the other with RPC~1T .

Figure 4. Capacitance vs. RH for a 22pF@ 45RH polymer
capacitor.
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Figure 5. Plot illustrating the transient response of the polymer
capacitor in an environmental chamber when subjected to a step
increase in relative humidity from 0%RH to 60%RH

For the sensor using high RPC polymer capacitor, the
components were connected in the capacitive divider architecture
(Figure 1(b)) and the chamber pumped down with the sensor feed-
through exposed to ambient. The Ids at Vds=5V was measured to be
1.65mA when the pressure settled at ~1millitorr. This was
compared to the final Ids of 2.95mA reached without the polymer
capacitor, and it was estimated that the final Vgs dropped from
18.9V to 9.25V as expected due to voltage division in the capacitor
stack. Based on the value of Cbias and the measured parasitic
capacitances (~7pF in parallel with Cbias) in the system, CPC was
estimated to be ~12pF in ambient conditions. The MOSFET Ids-Vds

was measured at two different values of humidity and an expected
upward shift (Figure 6) observed at elevated humidity levels. As
the humidity increases, the capacitance of the sensor increases,
raising the voltage bias on the gate of the MOSFET, and that
consequently modulates drain current. From measured Ids, CPC was
estimated to be ~28pF. Both the calculated values were close to the
measurements made on the polymer capacitor.

For the sensor using RPC~1T polymer capacitor, the
components were connected in the leakage resistance architecture
(Figure 1(d)). Comparison of measured Ids at ~1millitorr (sensor
exposed to ambient) with that measured without the polymer
capacitor revealed estimation for the leakage resistance RPC of
1.05T . The MOSFET Id-Vds was measured at two different values
of humidity and an expected downward shift (Figure 7) observed at
elevated humidity levels. As the humidity increases, the leakage in
the capacitor increases, pulling the voltage bias down and hence
reducing the drain current.

CONCLUSIONS

Two different architectures for long half-life radioisotope
biasing of sensor elements were presented. The resulting self-
powered sensors output easily readable amplified electronic signals
through a unique MOSFET biasing scheme. Such zero-battery-
power-consuming sensors can greatly extend the operating lifetime
of the battery powered sensors, by using the battery only in the
case of an event. Future work will involve realization of a hybrid
on-chip platform for the self-powered sensor and charactering the
sensitivity of the polymer capacitors. The sensitivity can be
increased to completely switch the MOSFETs ON or OFF, which
could be used to digitally wake up a mote.

Figure 6. Measured shift in the capacitive divider architecture
sensor’s I-V characteristics with relative humidity increase. A
poly1-N-MOSFET in the AMI-AMS 1.5um process with W/L=2.5
was used for the experiments.

Figure 7. Measured shift in the leakage resistance architecture
sensor’s I-V characteristics with relative humidity increase. A
poly1-N-MOSFET in the AMI-AMS 1.5um process with W/L=2.5
was used for the experiments.
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ABSTRACT

A simple and effective approach is presented for patterning
single-walled carbon nanotube (SWNT) microstructures by
combining electrostatic layer-by-layer (LbL) nano self-assembly,
lithography, and lift-off. This technique provides a simple, low-
cost, and low-temperature fabrication method with a short
processing time. SWNT micropatterns with feature sizes as small
as 5 µm were fabricated and characterized. The thickness of a
(PDDA/SWNT) bi-layer was measured approximately as 76 Å.
To investigate the potential applications of SWNTs, magnetic
cantilever arrays consist of SWNTs, iron oxide (Fe2O3)
nanoparticles, and polyelectrolytes were developed. Due to the
outstanding mechanical properties of the SWNTs, the fabricated
cantilever arrays are strong and flexible. The cantilever arrays
can be used in applications such as biosensors and microvalves.

INTRODUCTION

Since the discovery in 1991, carbon nanotubes (CNTs) have
been investigated extensively due to their unique structural,
electrical, chemical, and mechanical properties [1]. CNTs are
promising materials in nanotechnology and can be used in a wide
range of applications including chemical sensors, biosensors,
stress/strain sensors, scanning probes, field emission displays,
nanoelectronics devices, and nanoelectromechanical systems
(NEMS) [2-5]. In their natural forms, CNTs are highly sensitive
to molecules such as NO2 and NH3 [2]. With rational chemical
and/or physical modification, CNTs are capable of detecting more
types of molecules (e.g., H2, CO, glucose, and DNA) [6]. The
controllable deposition of CNTs, either individually or as a bulk
material, is an essential step in building practical devices.

Current deposition approaches include chemical vapor
deposition (CVD), selective electrophoresis deposition,
Langmuir-Blodgett method, and nano-manipulation using atomic
force microscope tips [7-8]. However, commercialization of CNT-
based devices demands faster, less expensive, and more
convenient deposition techniques. Electrostatic layer-by-layer
(LbL) nano self-assembly was introduced to produce films in
micro- and nanoscale. LbL nano self-assembly is an effective and
economic approach to build well-organized multilayers in
nanometer scale. LbL self-assembled thin films can be deposited
on the surface of almost any materials with any topography [9].
With this technique, SWNT thin films have been fabricated and
investigated by several groups. Compared with other
SWNT/polymer matrices, LbL self-assembled SWNT thin films
show enhanced mechanical properties [10]. In addition, the thin
films fabricated with LbL self-assembly usually retain the
electrochemical catalytic activities of the CNTs [11].

In this paper, we report a simple, effective, and versatile
technique to fabricate SWNT microstructures through a

combination of electrostatic LbL nano self-assembly and
conventional lithography. This technique provides a simple, low-
cost, and low-temperature fabrication method with a short
processing time. The SWNT films and micropatterns were built
with alternating layers of poly(dimethyldiallylammonium
chloride) (PDDA) and SWNTs. The enhanced mechanical
properties of SWNT thin films can be utilized in a variety of
applications. To investigate the potential applications of SWNT
thin films, magnetic cantilever arrays composed of PDDA,
SWNTs, and Fe2O3 nanoparticles were fabricated.

MATERIALS

SWNTs (1.1 nm in diameter, 50 µm in length) were
purchased from Chengdu Organic Chemicals Co. Ltd. The
polyelectrolytes, including PDDA (polycation, molecular weight
MW 200,000 to 350,000, 3 mg/ml, 0.5 M NaCl) and poly(sodium
4-styrenesulfonate) (PSS) (polyanion, MW 70,000, 3 mg/ml, 0.5
M NaCl) were obtained from Sigma-Aldrich. Magnetic iron
oxide nanoparticles (Fe2O3, 50 nm in diameter, surface covered
with hydrophilic PSS, concentration: 2 mg/ml) were obtained
from Chemicell GmbH. The Fe2O3 nanoparticles are negatively
charged due to the surface coverage of PSS. All materials were
diluted in deionized (DI) water.

Figure 1. Schemes of layer-by-layer alternate assembly of (a)
polycation/SWNTs and (b) polycation/Fe2O3 nanoparticles.

It is well known that pristine SWNTs suffer from poor
solubility in water and other chemicals. The hybrid
polymer/SWNT composites often have problems such as poor
polymer-SWNT connectivity, phase segregation, and structural
inhomogeneities [10]. LbL self-assembly is a good approach to
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overcome these problems because it is a solution-based technique.
SWNTs with rational treatment can be dispersed in DI water and
uniformly deposited on the substrate. Highly homogenous
polymer/SWNT thin films with enhanced mechanical properties
can be fabricated. The schemes of self-assembled thin films
through alternate adsorption of oppositely charged
polyelectrolytes, SWNTs, and Fe2O3 nanoparticles are shown in
Fig. 1.

To increase the solubility in DI water, the SWNTs were
chemically functionalized by a mixture of nitric and sulfuric acid
(1:3 HNO3:H2SO4) at 110ºC for 45 min. The mixture of acids cut
the SWNTs into short tubes with openings at both ends.
Carboxylic (-COOH) functional groups were covalently attached
to the open ends and sidewalls. Next, the SWNT dispersion was
diluted with DI water and filtered with a PVDF membrane (with
pore diameter of 0.22 µm). The SWNTs were then rinsed with DI
water to remove the residual acids. The treated SWNTs were
dispersed in DI water. The SWNT dispersion was ultrasonically
vibrated for 1 hour. The final step was to remove the excessive
SWNTs by centrifuging the SWNT dispersion at 5000 rpm for 15
min. After the chemical funcationalization, the SWNTs were
negatively charged and uniformly dispersed in DI water with a
concentration of 1 mg/ml.

SWNT MICROPATTERNS

In previous reports, we presented the patterning of
nanoparticle-based structures with the technique that combines
the LbL self-assembly, lithography, and lift-off [12]. The same
approach can be used to pattern SWNT thin films, as shown in
Fig. 2. We have successfully fabricated micro-scale patterns on
both silicon and polymer substrates.

Figure 2. Fabrication process of the SWNT micropatterns by
LbL self-assembly, lithography, and lift-off.

The patterning of the SWNT thin films starts by depositing a
1.5 µm layer of photoresist (PR1813) on a substrate (Fig. 2a).
Conventional lithography is used to pattern the photoresist layer
(Fig. 2b). The next step is to deposit the SWNT multilayer with
LbL self-assembly (Fig. 2c). The substrate is soaked into
different solutions, and the sequence of the immersion is: [PDDA
(10 min) + PSS (10 min)]2 + [PDDA (10 min) + SWNTs (15
min)]n, where n represents the number of (PDDA/SWNT) bi-
layers. The coating of the first two (PDDA/PSS) bi-layers is to
prepare a smooth base for the subsequent coating. Intermediate
rinsing with DI water and drying with a nitrogen flow are required
to remove the excessive polyelectrolytes and SWNTs. Figure 1e
shows the detailed construction of the SWNT multilayer. The
final step is to dissolve the photoresist and remove the SWNT

multilayer with the lift-off technique (Fig. 1d). The substrate is
soaked in acetone for 1 min with the assistance of ultrasonic
vibration. The self-assembled SWNT multilayer is permeable for
acetone. Acetone molecules penetrated through the SWNT thin
film can dissolve the photoresist and strip off the SWNT
multilayer in those areas. Only the SWNT multilayer directly
assembled on the substrate remains.

Figure 3. Images of (PDDA/SWNT)6 micropatterns. SEM images
of (a) micro-springs with linewidth of 5 µm and (b) micro-squares
with dimensions of 10 µm × 10 µm. (c) AFM image of micro-
springs with linewidth of 5 µm. The scanning area is 80 µm × 80
µm. (d) Close inspection of the assembled SWNTs on the
substrate with SEM.

Scanning electron microscopy (SEM, JEOL 6500) and atomic
force microscopy (AFM, Digital Instruments Dimension 3000,
tapping mode) were used to inspect the SWNT micropatterns
created with the fabrication technique described above. Figure 3
shows the SEM and AFM images of SWNT micropatterns and
self-assembled SWNTs on the substrate. The samples used for
microscopy inspection are (PDDA/SWNT)6 micropatterns. The
SWNT thin film is formed by a dense network of SWNTs. The
SWNTs are randomly deposited on the surface. The length of the
SWNTs is in the range of 1 – 2 µm which is due to the chemical
treatment. However, as shown in the figure, the diameters of
most SWNTs are much larger than pristine SWNTs (1.1 nm).
The reason for this discrepancy is that during the self-assembly
process, several SWNTs are wrapped together due to their
extremely high aspect ratios. Therefore, the assembled SWNTs
are mainly in the form of nanotube bundles which are
approximately 5 – 10 nm in diameter and 1 – 2 µm in length.

To estimate the thickness of the SWNT multilayer, a group
of 50 µm lines composed of (PDDA/SWNT)6 multilayer was
fabricated on a silicon substrate using the method described
above. Surface profiler (Dektak, Model IIA) was used to measure
the vertical profile of the SWNT lines. The average thickness of
the (PDDA/SWNT)6 structure was measured approximately as
400 Å. The surface profiler obtains its measurement data by
moving a diamond tip stylus over the patterns during the scan. It
usually gives relatively accurate results on hard substrates.
However, when used on soft thin films, the scanning is
destructive and may give inaccurate results. In order to verify the
measured results from the surface profiler, an ellipsometer
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(Gaertner Scientific Co.) was used to detect the thin film
thickness. Ellipsometer provides a non-destructive method and
gives more accurate results once the rough thickness of the film is
known. The measured thickness of the (PDDA/SWNT)6

multilayer was 455.4 ± 5% Å. Therefore, the average thickness
of a (PDDA/SWNT) bi-layer is approximately 76 Å.

SWNT-BASED MAGNETIC CANTILEVER ARRAY

The mechanical properties of the LbL self-assembled SWNT
thin film were studied and reported. The Young’s modulus of the
SWNT film was measured as 17 – 35 GPa, and the ultimate
tensile strength was measured as 180 – 325 MPa [10]. Compared
with strong polymers which are commonly used for MEMS
devices such as polymethyl methacrylate (PMMA, Young’s
modulus: 2 GPa, ultimate tensile strength: 50 MPa), SWNT thin
films are several times stronger. SWNT films also have enough
flexibility due to its composite essence. In general, the SWNT
thin films have the mechanical properties between those of silicon
and polymers. The SWNT thin films can serve as structural
components in MEMS devices to provide both flexibility and
strength. In addition, the “bottom-up” LbL self-assembly
technique has the ability to control the film thickness in
nanometer scale. Therefore, the SWNT cantilever array may have
the potential to be used in a variety of applications.

Figure 4. (a) Scheme diagram of the cantilever array fabricated
on silicon substrate. (b)Illustration of the SWNT-based magnetic
cantilever multilayer. The multilayer consists of PDDA (+), PSS
(-), Fe2O3 nanoparticles (-), and SWNTs (-).

To investigate the potential applications of SWNT thin films,
especially in biosensing, SWNT-based magnetic cantilever arrays
were designed and fabricated. The schematic diagram of the
SWNT cantilever array is illustrated in Fig. 4. Both the roots and
the beams are composed of SWNT multilayer. Iron oxide
nanoparticles are integrated in the multilayer as magnetically
sensitive material, which makes the measurement convenient.
The cantilever array can be used in detecting biomolecules such
as proteins, enzymes, and DNAs. A number of biomolecules are
naturally charged and can be assembled in alternation with
polyelectrolytes based on LbL self-assembly technique. Because
the cantilevers are self-assembled multilayers, the surfaces of the
cantilevers are charged. The biomolecules can be readily
adsorbed onto the cantilevers. The resonant frequency shift
caused by the mass increase of the cantilever can be detected by
an optical interferometer. Another possible application is to use
the cantilever beams as magnetically driven microvalves.

The fabrication process of the cantilever array is shown in
Fig. 5. A layer of photoresist PR1813 is spin coated on the
substrate (Fig. 5a). A window for the cantilever root is opened
using ultraviolet (UV) lithograph (Fig. 5b). Second UV
lithography is executed with part of the PR1813 layer protected.
The protected PR1813 is used as the sacrificial layer which is
underneath the cantilever beam (Fig. 5c). The

PDDA/PSS/SWNT/Fe2O3 multilayer is self-assembled on the
substrate (Fig. 5d). The immersion sequence is [PDDA (10 min)
+ PSS (10 min)]2 + {PDDA (10 min) + Fe2O3 (15 min) + [PDDA
(10 min) + SWNTs (15 min)]2 + PDDA (10 min) + Fe2O3 (15
min) + PDDA (10 min) + SWNTs (15 min)}3. Nine layers of
SWNTs are used to strengthen the cantilever structure. Six layers
of Fe2O3 nanoparticles make the cantilever magnetically sensitive.
The growth of the multilayer was monitored by a quartz crystal
microbalance (QCM). The effective surface coverage of the
Fe2O3 nanoparticles was measured approximately as 30%. The
effective thickness of the multilayer was calculated approximately
as 200 nm. The exposed PR1813 is dissolved by 351 developer
with the lift-off technique. In order to remove the multilayer
coated on the exposed PR1813, the lift-off process is implemented
with ultrasonic vibration (Fig. 5e). The freestanding cantilever
beam is released by stripping off the PR1813 sacrificial layer with
acetone (Fig. 5f).

Figure 5. Fabrication process of the self-assembled cantilever.

Figure 6. Modified lift-off process with a “sandwich” structure.
(a) Before lift-off. (b) After lift-off with 351 developer.

The micropatterns fabricated with conventional lift-off
processes usually have step profiles. The stripper molecules can
easily attack the underlying photoresist layer and remove the
unwanted top layer. However, as shown in Fig. 5d, the self-
assembled multilayer covers the whole surface of the device and
is almost at the same height. During the lift-off process,
ultrasonic vibration is required to break the multilayer. It takes 8
– 10 min to remove the unwanted parts of the thin film due to its
high mechanical strength. The long-time ultrasonic bath severely
weakens and damages the cantilever structures, especially the
joints between the roots and the beams. The weakening of the
structures may cause detachment of the beams from the roots.
Therefore, a modified lift-off process was developed to replace
the lift-off step shown in Fig. 5e. A “sandwich” structure
provides additional protection for the cantilever roots and beams.
As shown in Fig. 6, a top photoresist layer is coated to cover the
surface of the multilayer. It should be noted that only part of the
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multilayer is shown in the figure for visibility. The whole surface
is actually covered by photoresist. The parts of the photoresist
that cover the cantilever roots and beams are protected by
photomask while other parts of the photoresist are exposed under
UV light. Based on the modified lift-off process, the ultrasonic
bath time can be greatly reduced to 2 min. Both the cantilever
roots and beams are well protected by the top photoresist layer.

Figure 7. Images of the LbL self-assembled cantilever array. (a)
Optical image of the cantilever array. The length and the width
of the beams are 300 µm and 150 µm, respectively. (b) SEM
inspection of the edge of the cantilever. (c) Cantilever array in
acetone solution without external magnetic field. (d) Flexed
cantilever array under the influence of external magnetic field.
The beams are 150 µm in length and 50 µm in width.

The images of the fabricated cantilever array are shown in
Fig. 7. Figure 7a shows an optical image of a cantilever array
consists of three beams. Figure 7b shows the SEM inspection of
the edge of the beam. The Fe2O3 nanoparticles can be clearly
seen from the figure. To strip off the top protecting and the
bottom sacrificial photoresist layers, the device is submerged in
acetone. The beams float in the solution when there is no
external magnetic field (Fig. 7c). When an external magnetic
field is applied by holding a permanent magnet 1 cm above the
device, the beams are deflected (Fig. 7d). The deflection angles
can exceed 90 degrees in the presence of the magnetic field. The
beams restore rapidly after moving the magnet away from the
device. There is no observable structural failure or damage after
repeated deflections (more than 100 times). The SWNT
multilayer is proven to be very flexible and strong. However, the
internal stress inside the SWNT multilayer is not neglectable.
The free ends of the cantilever beams are curled in the acetone
solution. This may cause measurement problems when optical
method is used. Further studies will be conducted to solve the
problem. Possible solutions include increasing the multilayer
thickness, trimming the corners of the beams, increasing the
number of SWNT layers, etc.

CONCLUSIONS

We have presented an effective, simple, low-cost, and low-
temperature approach to fabricate SWNT thin films and
micropatterns using LbL nano self-assembly and UV lithography.
SWNT micropatterns with features as small as 5 µm have been

produced. It is believed that the patterned feature size can be
downscaled to submicron or even nanoscale if high-resolution
lithography techniques such as electron-beam lithography are
used. The assembled SWNTs are mainly in the form of nanotube
bundles which are approximately 5 – 10 nm in diameter and 1 – 2
µm in length. The thickness of a (PDDA/SWNT) bi-layer is
approximately 76 Å. LbL self-assembled cantilever array
composed of polyions/SWNTs/nanoparticles multilayer has been
fabricated. A modified lift-off process provides additional
protection for the cantilever structures. The strength and
thickness of the cantilever can be adjusted in a wide range. The
cantilever beams can be easily deflected to over 90º. The
fabricated cantilever array can be used as magnetically driven
microvalves. It can also be used in biosensing applications for
biomolecules adsorption and detection because a number of
biomolecules can be easily adsorbed on the self-assembled
multilayer.
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ABSTRACT

This paper describes a temperature-compensated High-
overtone Bulk Acoustic Resonator (HBAR) with a loaded quality
factor (Q) of 801 and 545 at 3.427 GHz and 4.597GHz,
respectively. The HBAR is composed of an Al/ZnO/Al resonator
on a SiO2/Si/SiO2 diaphragm where a thermally grown SiO2 with
positive temperature-coefficient-of-frequency (TCF) compensates
the negative TCF of the rest of the resonator layers. The HBAR’s
TCF reaches zero at a specific temperature, and is lower than
1ppm/°C over a 30°C temperature span, where the TCF is about
100 times better than the value obtainable with an un-compensated
Al/ZnO/Al Film Bulk Acoustic Resonator (FBAR). Also, the
resonant frequency of the HBAR as well as its TCF is shown to be
tunable by adding additional SiN and/or SiO2 layer after
fabrication.

INTRODUCTION

There are three types of Bulk Acoustic Wave (BAW)
resonators based on piezoelectric film: micromachined Film Bulk
Acoustic Resonator (FBAR), Solidly Mounted Resonator (SMR)
and High-overtone Bulk Acoustic Resonator (HBAR) [1~4]. Most
BAW resonators are composed of metal/piezofilm/metal on top of
a thin diaphragm or a thick substrate, and have shown a quality
(Q) factor greater than hundreds (even tens of thousands in case of
HBAR) at a resonant frequency of 0.5 to 10 GHz. The resonant
frequency is predominantly determined by the thickness of the
piezoelectric film. With their inherently high Q, BAW resonators
are ideally suited for filters and oscillators at GHz, since the Q
determines the insertion loss and phase noise for filters and
oscillators, respectively.

Since Agilent mass-produced FBAR-based duplexer filters
for mobile phones in 2000, FBARs are widely used for RF front-
end filters for mobile phones. Similar filters based on SMR
recently have joined the mobile phone market. On the other hand,
HBAR remains to be used only for niche oscillator applications,
though its Q can be made much higher than FBAR and SMR,
mainly due to its multiple resonances and low electromechanical
coupling coefficients.

Chip-Scale Atomic Clock (CSAC) enables miniature (and
low power consuming) time reference for high security
communication and jam-resistant global-positioning-system
receiver. Since CSAC requires a very high Q resonator for its local
oscillator, HBAR-based voltage controlled oscillators (VCO) is
ideally suited for CSAC, where the oscillation frequency of
particular interest is 3.4GHz or 4.6GHz for different system design
topologies.

However, for HBAR-based VCO to be used for CSAC’s local
oscillator, the resonator must be very stable in temperature. For
example, the resonant frequency shift of the resonator should not
exceed 20ppm over 60 to 80 C, which means the temperature
coefficient of frequency (TCF) of the resonator should be less than

1 ppm/ C (a conventional Al/ZnO/Al stand-alone resonator has a
TCF of about -70 ppm/ C [5]).

To reduce HBAR’s TCF, the following techniques have been
explored and reported. A heater was embedded into an HBAR [6]
to tune the resonant frequency to compensate the TCF. But this
approach consumes large power and lacks repeatability. Another
technique for HBAR is to use a capacitor (having a temperature
coefficient in opposite sign to that of the HBAR’s clamped
capacitance) in series with the HBAR. The achievable TCF of an
HBAR with this approach is limited by available capacitor.

The most promising technique for temperature compensation
of a bulk acoustic resonator is to use a support layer (e.g., SiO2 or
Elinvar) that has TCF opposite to that of the piezoelectric layer for
FBAR [7, 8]. No literature is found on temperature compensating
HBAR with this method of incorporating a temperature-
compensating layer. This paper describes HBAR with
temperature-compensating SiO2 layer, particularly their measured
TCF’s, timing stabilities and the post tuning ability.

THEORY

The resonant frequencies of a HBAR resonator is
predominantly determined by acoustic-wave traveling time in the
resonator, and are

1)///(2 substratesubstrateelecelecpiezopiezo
r VdVdVd

Nf

where dpiezo , delec , dsubstrate are the thicknesses of the piezomaterial
(ZnO), electrodes (Al), and diaphragm (SiO2) (or substrate
(SiO2/Si/SiO2)), respectively, while Vpiezo , Velec and Vsubstrate are the
acoustic velocities in the piezomaterial, electrodes, and diaphragm
(or substrate), respectively. The dependence of the resonant
frequency on temperature mainly comes from the acoustic
velocity’s dependence on temperature. The acoustic velocity is

equal to E where E and are Young’s modulus and mass

density, respectively. For most materials (such as Al, Si and ZnO)
Young’s modulus decreases as temperature increases, causing
negative TCF for a BAW resonator.

However, due to the unique crystalline structure, the Young’s
modulus of SiO2 increases as temperature increases, resulting in a
positive TCF. Thus, SiO2 layer can be used for compensating a
negative TCF of Al/ZnO/Al/Si HBAR.

We build an HBAR with Al/ZnO/Al on SiO2/Si/SiO2
substrate (which is actually a diaphragm). Most of the resonator’s
acoustic energy is stored in the relatively thick single crystalline Si
layer where the acoustic loss is much less than ZnO or Al. Hence,
the resonator’s Q is mostly determined by the single crystalline Si,
and can be much higher than FBAR. The thermally grown SiO2
layers below and above the Si layer are to compensate the negative
TCF’s of ZnO, Al and Si. Due to the complicated structure and
acoustic energy distribution in the HBAR, there has not been an
effective model to accurately predict the TCF of the HBAR, and

Solid-State Sensors, Actuators, and Microsystems Workshop
0-9640024-6-9/hh2006/$20©2006TRF 332 Hilton Head Island, South Carolina, June 4-8, 2006



we have fabricated HBARs with various multilayer thickness
ratios to obtain optimum TCF experimentally.

FABRICATION AND TESTING

The temperature compensated HBARs are fabricated on a
Silicon-on-Insulator (SOI) wafer with the fabrication steps shown
in Fig. 1. After obtaining a silicon diaphragm (out of the silicon
device layer of SOI) by TMAH, XeF2 and buffered HF etching (in
that order) on an SOI wafer, we thermally grow wet SiO2 on the
device silicon layer to form SiO2/Si/SiO2 diaphragm. Then bottom
0.1 m Al is evaporated on the SiO2 layer and patterned, followed
by deposition of 0.68 m thick ZnO in a RF sputtering system with
10mTorr Argon and Oxygen gas mixture (50%/50%) at 300°C and
300W. After patterning the ZnO, 0.1 m thick top Al electrode is
evaporated and patterned. The bottom Al, ZnO, and top Al on top
of the diaphragm form the wave-generating layers of an HBAR.

SiO2

ZnOAl
Si

SiO2

Deposit and pattern bottom Al, ZnO and top Al
on top of the diaphragm for the wave-generating
layers of a HBAR

Si

Form a silicon diaphragm (out of the silicon
device layer of SOI) by TMAH, XeF2 and
buffered HF etching (in that order )

Thermally grow wet SiO2 on the device silicon
layer to form SiO2/Si/SiO2 diaphragm.

The fabricated resonators are characterized with HP8753D
network analyzer with Cascade microwave micropositioner and
probes (for impedance measurement) and Instec’s hot/cold chuck
(for temperature variation). We have developed a Labview
program to acquire data from the network analyzer and analyze it
by curve fitting to monitor HBAR’s resonant frequencies. The
noise floor of this method is around 0.5ppm, which is good enough
for measuring the dependence of the HBAR’s resonant frequency
on temperature.

RESULTS AND DISCUSSION

HBARs with various top-view shapes and sizes (Fig. 2) along
with various thickness ratios have been fabricated and tested. The
testing results show little difference among different top-view
shapes, but the top-view dimension of the HBAR affects the Q
much. The HBAR with 100 m long sides is measured to have the
highest Q at 3 to 5 GHz.

100 m

Figure 2 Top-view photos of the fabricated HBARs on
SiO2/Silicon/SiO2

The TCF of the HBAR is directly related to the thickness
ratios among various structure layers. Figure 3 shows the
measured TCF’s at about 80°C for different thickness ratios for the
SiO2/Si/SiO2 multi-layers for the HBAR with Al/ZnO/Al having
thicknesses of 0.1 m/0.68 m/0.1 m (for 3.4 GHz) and
0.1 m/0.48 m/0.1 m (for 4.6 GHz), respectively. The measured
TCFs depend linearly on the thickness ratio between the positive
TCF layer (SiO2) and the effective negative TCF layer (obtained
by converting the Al, ZnO and Si layers to an equivalent Si layer).
The ratios of 0.28 and 0.35 produce zero TCF’s for the 4.6 and
3.4GHz HBARs, respectively.

The zero TCF HBAR with Al/ZnO/Al/SiO2/Si/SiO2
(0.1 m/0.68 m/0.1 m/1.7 m/9.9 m/1.7 m) is measured to have
eight resonant frequencies between 3 and 5 GHz (Fig.2). The
HBAR has different TCF’s at these frequencies, which are shown
in the Table 2. The reason for the different TCF’s is the different
acoustic energy distribution along the HBAR thickness. The more
acoustic standing wave energy in the positive TCF layer (SiO2),
the more positive of the whole HBAR’s TCF.

Figure 1 Brief fabrication process for the temperature
compensated HBAR

Figure 3 Measured TCF (ppm/ C) at 4.6GHz(top) and 3.4GHz
(bottom) vs. the ratio of the +TCF layer thickness to the –TCF
layer thickness.

Figure 4 Measured S11 vs. frequency of the HBAR.
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The HBAR is measured to have impedance variation from
3.416 to 3.428GHz as shown in Fig. 5. The highest loaded Q’s at
the parallel resonant frequency (3.4271 GHz) and series resonant
frequency (3.4215 GHz) are measured to be 801 and 660,
respectively. The electromechanical coupling coefficient (Kt

2) is
0.41%. If the series resistance is de-embedded [9], the unloaded
Q’s are 821 and 1045 at the parallel and series resonant
frequencies, respectively.

At the parallel and series resonant frequencies near 3.4
GHz, the HBAR is measured to have a TCF of 1.0 to –0.8 ppm/°C
between 60 and 90°C, where the zero TCF point is at 72.5oC. The
parallel resonant frequency vs. temperature (from room
temperature to 125°C) is shown in Fig. 6. The total parallel
resonant frequency change between 53 and 90°C (over 37°C
range) is 36.6kHz, mere 10.7ppm. And from room temperature
(27°C) to 120 °C, the total resonant frequency change is 312kHz,
which is 91ppm.
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The same HBAR yields a zero TCF at 32.8oC (Fig. 7) with a
loaded parallel Q of 545 for a parallel resonant frequency of 4.597
GHz. The HBAR’s parallel resonant frequency varies a total of
228ppm at 4.597 GHz over a wide temperature span of 24 to
125oC. Note that the resonant frequency of a typical silicon-
supported ZnO HBAR varies about 3,700ppm over 24 – 125oC.

The TCFs at the parallel and series resonant frequencies of the
HBAR are measured to vary with temperature as shown in Fig 8.
The measurement shows that the TCF changes linearly from
4ppm/°C at 23°C to around -4ppm/°C at 122°C, with a slope of -
0.079ppm/°C/°C. With this linear variation of the TCF, we cannot
obtain a very low TCF from –50°C to 120°C. Thus, in an effort to
obtain an “S-shape” in the resonant frequency vs. temperature
curve, we have applied a DC voltage to piezoelectrically stiffen
the HBAR to see if the voltage can affect the TCF vs. temperature
curve. As can be seen in Fig. 9, the DC voltage is measured to
change the resonant frequency of the HBAR. However, we have
observed no change in the TCF curve by an applied DC voltage.

20 40 60 80 100 120 140

-6

-4

-2

0

2

4

6

8

TC
F

(p
pm

/o C
)

Temperature (oC)

Series Resonant frequency
Parallel Resonant frequency

-10 -5 0 5 10
-80

-40

0

40

80

Fr
eq

ue
nc

y
sh

ift
(p

pm
)

Bias voltage (V)

Due to the sensitivity of HBAR’s resonant frequency and
TCF to the structure’s multilayer thicknesses, the fabrication
process needs to be controlled critically to meet the frequency and
TCF demand for the devices. Thus, we have developed a post-
process, frequency and TCF tuning method by depositing PECVD
SiN and SiO2 layers on the backside of the HBAR (Fig. 10). The
measured data show that the additional layers change the HBAR’s
resonant frequency and TCF at a different rate. Thus, any desired
resonant frequency and TCF can be obtained by combining
different thicknesses of the SiN and SiO2. For example, an

Resonant
Frequency

(GHz)

3.208 3.427 3.636 3.873 4.124 4.366 4.597

TCF (ppm/oC)
at 72.5oC

-1.87 0 -3.95 -10.1 -10.7 -6.5 -1.84

Figure 5 Measured Smith-chart impedance from 3.416 to 3.428GHz.

Figure 6 Measured resonant frequency vs. temperature for the HBAR
at 3.427GHz.

Figure 8 Measured TCF at parallel resonant frequency (gray) and
series resonant frequency (black) vs. temperature of the HBAR.

Figure 9 Measured HBAR’s resonant frequency vs. applied DC
voltage.

Figure 7 Measured resonant frequency vs. temperature for the
HBAR at 4.597GHz

Figure 10 Post-process tuning by additional layers of PECVD SiN
and SiO2 on the backside of HBAR

Table 1 TCFs at five different resonant frequencies of the HBAR
on SiO2/SI/SiO2

ZnOAl

Si

SiO2SiN
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additional 0.6 m thick SiN and 0.4 m thick SiO2 on
Al/ZnO/Al/SiO2/Si/SiO2(0.1 m/0.68 m/0.1 m/1.7 m/3.9 m/1.7
m) HBAR makes the HBAR have a 3.427GHz resonant frequency
and zero TCF at 75oC with a same high Q (a fine tuning from a
resonant frequency of 3.601GHz and TCF of 13.9ppm/°C).

For CSAC, an HBAR-based voltage controlled oscillator
(VCO) can be used for keeping a short-term stability of the clock,
while the atomic emission unit keeps the long-term stability.
Nevertheless, the long-term (as well as short-term) stability is still
very important for HBARs. For testing the short-term stability, we
keep the temperature compensated HBAR at 72.5oC, where the
TCF of HBAR is 0, to minimize the effect from the temperature
fluctuation. Figure 11 shows that the parallel frequency fluctuation
is measured to be about 3.3ppm and 6.7ppm within 90 minutes and
8 hours, respectively.
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To test the long-term stability we place the HBAR on a printed
circuit board (PCB), and connect it to the network analyzer
through an SMA connector. The network analyzer applies a
constant power of –3.8dBm to the HBAR to obtain the S11.
Though the HBARs used for the short-term and long-term stability
tests are from the same wafer and have similar TCF parameters,
their resonant frequencies are different. Figure 12 shows that the
parallel resonant frequency remains constant (within the
measurement error of 11ppm) over 330 hours, but the series

resonant frequency varies about 33ppm over the same period of
time. The reason for the fluctuation of the series resonant
frequency is that there is a spurious resonance very near the series
resonant frequency, which may have much higher TCF than the
series resonant frequency.

CONCLUSION
In this paper we describe the experimental verification that

using SiO2 layer to compensate the HBAR’s TCF is effective. A
single HBAR supported on a SiO2/Si/SiO2 substrate/diaphragm
(made on an SOI wafer) possesses a very low TCF and a high Q of
about 800 and 545 at 3.4 GHz and 4.6GHz, respectively. Also the
post-process tuning method is shown to be effective in meeting the
frequency and TCF specifications without having to optimize the
complicated thickness ratios for mass production. Therefore, using
SiO2 to compensate the HBAR’s TCF is a very promising method
to obtain a low TCF and high Q resonator at 3 - 5 GHz. Thus
temperature-compensated HBAR is particularly suited for a
voltage controlled oscillator for a local oscillator of a chip-scale
atomic clock.
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Figure 11 Measured short-term stability of the temperature
compensated HBAR.

Figure 12 Measured long-term stability of the temperature
compensated HBAR.
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ABSTRACT

This paper reports the thermal and mechanical
characterization and calibration of heated atomic force microscope
(AFM) cantilevers. The cantilevers are characterized during
steady-state, pulsed, and periodic heating. Using a laser Raman
technique, it is possible to measure local temperature and
temperature distribution in the silicon cantilever with a resolution
of 1 °C and 1 m while providing local surface stress
measurements. This work provides improved understanding of
thermal, electrical, and mechanical behaviors of silicon heated
AFM cantilevers thereby enabling new applications for the device.

INTRODUCTION

Heated microcantilevers were originally developed for
thermomechanical data storage [1,2] however these cantilevers are
additionally useful for highly sensitive metrology [3], nanometer-
scale manufacturing [4], and sensing heat flows < 1 nW. These
applications beyond data storage demand strict requirements for
device characterization and in particular temperature calibration
well beyond what is required for data storage.

This paper reports advancements in characterization and
calibration of these heated microcantilevers with temperature
precision of 5 °C between room temperature and 800 °C, in both
time domain and frequency domain operation from steady-state to
> 1 MHz. For this research, we have developed a novel laser
Raman technique that can simultaneously measure temperature
and intrinsic stress in the cantilever with 1 m resolution.

MICROFABRICATED CANTILEVERS

The silicon microcantilever-heaters were fabricated in our
group at the Georgia Institute of Technology using a standard
silicon-on-insulator process for cantilever fabrication. The
fabrication processes were adopted from previously published
reports on heated microcantilever fabrication [1] but modified to
accommodate our microfabrication facility. The cantilever tip was
formed using an oxidation sharpening process [5] and had a radius
of curvature near 20 nm. The cantilever was made electrically
active through two phosphorous doping steps: Two parallel
cantilever legs and heater region near the free end were doped to
1x1020 and 1x1017 cm-3, respectively. Therefore, the heater region
was more highly resistive than the rest of the cantilever. Figure 1
shows scanning electron microscope (SEM) and infrared (IR)
microscope images of a ‘U’ shape heated microcantilever,
indicating atomically sharp tip, low intrinsic stress, and substantial
heating only near the free end of the cantilever, respectively. The
development of an all-silicon heated AFM cantilever was a
significant advancement over previous work as silicon composed
cantilevers having integrated heaters can reach higher
temperatures, heat more quickly, and have reduced thermally-
induced bending. However, detailed investigations showed that
thermally-induced bending was not entirely suppressed.

Figure 1. (a)-(c) SEM images of a microcantilever heater, side
view showing low intrinsic stress, and cantilever tip. (d) IR
microscope image of the heater cantilever during steady electrical
excitation. The IR image is approximately 0.5 mm square. The
doped silicon cantilever is fabricated in a ‘U’ shape such that it
forms a continuous electrical path. The region near the cantilever
free end is a highly resistive heater and the legs have lower
electrical resistance such that they carry electricity. The IR image
confirms substantial heating near only the free end of the
cantilever.

For heated AFM cantilevers, the characterization of
temperature and stress are important to assess the operational
bounds of the device while ensuring reliability. In the operation of
these devices, temperature measurements are often performed
without regard for simultaneous stress evolution due to the
difficulty in performing such measurements concurrently. In
general, the measurement of temperature and stress in these
devices is not trivial due to their size scale and the temperature
range over which they operate.

ELECTRICAL CHARACTERIZATION

To characterize cantilever heating, the cantilever electrical
response was examined with DC, square pulse, and AC excitation;
shown in Figs. 2-4. In both DC mode (Fig. 2a,b) and during short
pulses (Fig. 2c,d), the cantilever exhibits highly nonlinear
temperature coefficient of electrical resistance (TCR) and thermal
runaway [6] where the TCR changes from positive to negative.
The nonlinear behavior coupled with the cantilever thermal time
constant near 100 µs significantly complicates the cantilever AC
response, which depends upon both frequency and excitation
voltage (Fig. 3). Low frequency oscilloscope traces in Fig. 3a-c

(a) (b)

(c) (d)

(a) (b)

(c) (d)

Solid-State Sensors, Actuators, and Microsystems Workshop
0-9640024-6-9/hh2006/$20©2006TRF 336 Hilton Head Island, South Carolina, June 4-8, 2006



show that the cantilever resistance is linear when the input voltage
is low but becomes nonlinear as voltage is increased. All I-V
curves intersect with the origin, indicating that the electric power
is totally dissipated by Joule heating. In Fig. 3d, voltage and
current traces are plotted for 5 V-rms and 1 MHz as an example of
high frequency response. The most apparent difference from the
low frequency region is the large phase difference between the
voltage and current. This phase difference suggests that the
impedance plays an important role in the cantilever electric
response.

Figure 2. DC response of a heated AFM cantilever as a function
of excitation voltage: (a) cantilever resistance and current (b)
cantilever power. Square pulse response as a function of time at
five different voltage settings: (c) Cantilever resistance (d)
cantilever power.

Figure 3. AC response of a heated AFM cantilever as a function of
time at (a) low frequency and low voltage: 100 Hz & 4 V-rms (b)
low frequency and intermediate voltage: 100 Hz & 7 V-rms (c) low
frequency and high voltage: 100 Hz & 10 V-rms (d) high
frequency: 1MHz & 5 V-rms.

Frequency domain characterization (Figs. 4,5) enables
frequency modulated experiments which are desirable for
measuring heat flows < 1 nW, as these experiments have increased
signal to noise ratio and suppression of 1/f noise. When the heated

Figure 4. Spectrum analysis compares the magnitude of high
order harmonics at two AC excitation voltages where the driving
frequency is 100 Hz. As excitation voltage increases, 3 and 5
components become significant such that they result in highly
complex nonlinearity in the cantilever resistance.

Figure 5. Transient heat transfer simulation was performed and
results are compared with experiments. (a) comparison of the
cantilever impedances that are experimentally obtained and
simulated when excitation voltage is 7 V-rms. Ravg, Rpp, and Xc are
average resistance, peak-to-peak resistance, and reactance,
respectively. (b) Calculated cantilever heater temperature for the
same case as (a). Tavg and Tpp are average and peak-to-peak heater
temperature, respectively.
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cantilever is operated with oscillatory electrical excitation having
frequency , the power dissipation in the cantilever will oscillate
at frequency 2 and cantilever temperature/resistance will follow
the power oscillation. The generated 2 resistance will generate
3 voltage oscillation in conjunction with 1 current input and
higher overtones will be cascaded in a similar fashion. Fig. 4
shows power spectrum density of the heated cantilever with 100
Hz AC excitation. As AC voltage increases, more high order
overtones become detectable due to highly nonlinear cantilever
resistance and thermal runaway. In general, the amplitude of these
harmonic overtones increases with increasing driving voltage
amplitude and decreasing driving frequency.

Combined measurements and 1D numerical modeling allow
estimates of both steady and oscillatory heating in the cantilever
(Fig. 5). Fig. 5a shows frequency-dependent cantilever resistance
and reactance when the input voltage is fixed at 7 V-rms. The
calculated values match well with the experimental data: only the
simulated peak-to-peak resistance overestimates the measured data
by 7.4% at low frequencies. This deviation could be attributed to
an underestimate of the volumetric heat capacity of the cantilever
or the variation of the effective heat transfer coefficient. The
cantilever heater temperature in Fig. 5b shows a similar trend as
the resistance. The peak-to-peak values of cantilever resistance and
heater temperature maintain their magnitudes until around 100 Hz
and then decrease to become negligibly small.

MECHANICAL CHARACTERIZATION

In AFM operation, the interaction between the cantilever tip
and the underlying substrate is of great importance and requires
precise knowledge of the mechanical properties such as spring
constant and resonance frequency. For mechanical
characterization, thermal noise spectrum of the heated cantilever
was measured using an Asylum MFP-3D AFM. Resonance
frequency and Q factor were directly obtained from the measured
spectral noise density shown in Fig. 6. To convert

Figure 6. Cantilever mechanical spectral noise density using
thermal noise spectrum. The tested cantilever has a resonance
frequency of 112.5 kHz as shown in the inset.

a photodiode voltage into an actual displacement, the deflection
sensitivity of the photodiode was obtained by taking a force-
displacement curve on the AFM. By applying equipartition
theorem [7] and deflection sensitivity, the spring constant of the
cantilever was extracted.

Finite element analysis (FEA) was performed to compare
measured mechanical properties with simulation and to investigate
high order vibration modes as well. FEMLABTM eigen-frequency
analysis was used herein. The simulated resonance frequency was
109.2 kHz and showed good agreement with the measurement.
FEA results also show several fundamental vibration modes of the
‘U’-shaped heated cantilever. High order vibration modes
correspond to higher frequency resonance peaks in the thermal
noise spectrum (Fig. 6). However, simulated 2nd and 3rd resonant
modes were not observed considerably in the thermal noise
spectrum partly due to the low sensitivity of photodiode.

Raman spectroscopy is an optical measurement technique
well suited for the temperature and stress measurements in
microelectromechanical systems (MEMS) devices, especially
those made from silicon due to its strong scattering cross-section
[8]. Raman Spectroscopy measures the inelastic scattering of
light from materials which results from changes in the
polarizability of the atoms. Thus, any effect which may change the
lattice spacing and polarizability of nonmetallic solids will result
in changes in the Raman signature. Raman scattering has been
used to determine temperature distribution with micron spatial
resolution in crystalline and polycrystalline nonmetallic materials.

Based on our calibration experiments, the position of the
Raman Stokes peak is sensitive to both temperature and stress but
the line width (FWHM) of the Stokes peak only depends upon the
temperature. Differences between the temperatures calculated by
the Stokes peak position and line width method should then reveal
the effect of stress in devices. Therefore, an analysis of the Stokes
spectra will allow the simultaneous determination of temperature
and stress.

A novel Raman spectroscopy technique measured local
temperature (Fig. 7) and stress (Fig. 8) in a backscattering mode on
either side of the cantilever utilizing a specially designed stage that
ensured similar conditions for measurements on either side. The
cantilever temperature decays roughly exponentially from the tip
to the base, indicating a significant amount of heat dissipation into
the nearby gas. In addition, the temperature gradient also increases
as the excitation voltage increases. The low doped heater shows
more significant increases in both temperature and temperature
gradient compared to the highly doped legs.

Figure 7. Local temperatures at various locations are measured
using Raman spectroscopy. The temperature distribution decays
roughly exponentially from the tip to the base, indicating a
significant amount of heat dissipation into the nearby gas.
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Figure 8 shows that stress diverges on either side of the
cantilever, having elevated stress with increasing temperature on
the bottom side and corresponding reduction on the top side. These
results confirm that the heated cantilever experiences thermally
induced bending which may be caused as a result of the top side
doping process. These findings regarding temperature and stress
significantly improve upon previously published assumptions
regarding the heated cantilever that neglect thermally induced
stress and corresponding deflection.

Figure 8. Measured stresses of the heated cantilever using Raman
spectroscopy on top and bottom sides. As cantilever power or
temperature increases, stress of top side tends to decrease but
stress of bottom side seems to increase. The arrows represent
changes in stress level as temperature increases. The heated
cantilever experiences bending due to nonuniform heating and
intrinsic stress. Data near the tip show no trend due to its complex
loading state.

CONCLUSIONS

This paper reports advancements in the characterization and
calibration of heated microcantilevers. These measurements help
elucidate complex temperature-dependent electrical characteristics
of the heated cantilever and suggest how to operate them with DC,
pulse, and AC excitation. This first report of frequency-domain
operation of heated microcantilevers opens new opportunities for
cantilever sensors.

Using Raman spectroscopy, localized temperature and stress
are simultaneously examined with m resolution. Precise
temperature calibration was performed with improved precision by
>10× over previous reports and can extend the use of the heated
cantilever beyond data storage. Thermally induced stresses were
qualitatively examined from differences in temperature measured
by Stokes peak position and line width methods. Mechanical
characterization was performed using thermal noise spectrum and
mechanical properties such as resonance frequency, Q factor, and
spring constant were examined.

This work facilitates new applications of the heated cantilever
such as micro/nano calorimeter, mass detection, and
nanolithography while a novel laser Raman technique exploited in
this work improves design and characterization for other thermal
MEMS devices as well.

REFERENCES

[1] B.W. Chui, T.D. Stowe, Y.S. Ju, K.E. Goodson, T.W. Kenny,
H.J. Mamin, B.D. Terris, and R.P. Ried, "Low-stiffness silicon
cantilever with integrated heaters and piezoresistive sensors for
high-density data storage," Journal of Microelectromechanical
Systems, 7, (2002), pp. 69-78.

[2] W.P. King, T.W. Kenny, K.E. Goodson, M. Despont, U.
Duerig, M. Lantz, H. Rothuizen, G. Binnig, and P. Vettiger,
"Microcantilevers for thermal nanoimaging and thermomechanical
surface modification," Technical Digest of the 2002 Solid-State
Sensor and Actuator Workshop, Hilton Head, SC (2002).

[3] W.P. King, T.W. Kenny, and K.E. Goodson, "Comparison of
thermal and piezoresistive sensing approaches for atomic force
microscopy topography measurements," Applied Physics Letters,
85, (2004), pp. 2086-2088.

[4] P.E. Sheehan, L.J. Whitman, W.P. King, and B.A. Nelson,
"Nanoscale deposition of solid inks via thermal dip pen
nanolithography," Applied Physics Letters, 85, (2004), pp. 1589-
1591.

[5] T. S. Ravi, R. B. Marcus, and D. Liu, "Oxidation sharpening of
silicon tips," Journal of Vacuum Science & Technology, B, 9,
(1991), pp. 2733-2737.

[6] B. W. Chui, M. Asheghi, Y. S. Ju, K. E. Goodson, T. W.
Kenny, and H. J. Mamin, "Intrinsic-carrier thermal runaway in
silicon microcantilevers," Microscale Thermophysical
Engineering, 3, (1999), pp. 217-228.

[7] J. L. Hutter and J. Bechhoefer, "Calibration of atomic-force
microscope tips," Review of Scientific Instruments, 64, (1993), pp.
1869-1873.

[8] M. R. Abel, T. L. Wright, W. P. King, and S. Graham,
"Thermal metrology of silicon micro-structures using Raman
spectroscopy," IEEE Transactions Component & Packaging
Techchnology, to be published.

0 25 50 75 100 125 150
-100

0

100

200

300
(b)

0 V (after)

Bottom side

S
tr

es
s

(M
P

a)

Distance from the cantilever tip, x ( m)

9 V

6 V

3 V

0 V (before)

0 25 50 75 100 125 150
-100

0

100

200

300

400

Distance from the cantilever tip, x ( m)

(a)

0 V (after)

Top side

S
tr

es
s

(M
P

a)

9 V

6 V

3 V

0 V (before)

0 25 50 75 100 125 150
-100

0

100

200

300
(b)

0 V (after)

Bottom side

S
tr

es
s

(M
P

a)

Distance from the cantilever tip, x ( m)

9 V

6 V

3 V

0 V (before)

0 25 50 75 100 125 150
-100

0

100

200

300
(b)

0 V (after)

Bottom side

S
tr

es
s

(M
P

a)

Distance from the cantilever tip, x ( m)

9 V

6 V

3 V

0 V (before)

0 25 50 75 100 125 150
-100

0

100

200

300

400

Distance from the cantilever tip, x ( m)

(a)

0 V (after)

Top side

S
tr

es
s

(M
P

a)

9 V

6 V

3 V

0 V (before)

0 25 50 75 100 125 150
-100

0

100

200

300

400

Distance from the cantilever tip, x ( m)

(a)

0 V (after)

Top side

S
tr

es
s

(M
P

a)

9 V

6 V

3 V

0 V (before)

339



WIDE DYNAMIC RANGE MICROELECTROMECHANICAL VISCOSITY SENSOR

Robert L. Borwick III, Philip A. Stupar, and Jeffrey F. DeNatale

Rockwell Scientific Company
Thousand Oaks, CA, USA

ABSTRACT

A novel MEMS device has been designed to directly measure
the viscosity of a fluid. The device, which incorporates both
actuation and position sensing, is submerged in a fluid and
measures the resistance to motion due to the viscous drag forces of
the fluid. When this device is operated in the intended over-

damped ( >>1) regime, it has a response time that is linear with
viscosity. Using our design, a single device is capable of
measuring viscosity from 0.5cP to over 1000cP while maintaining
a highly linear response. This same device also has good
sensitivity; it can to detect viscosity changes on the order of

0.5%.

INTRODUCTION

MicroElectromechanical (MEM) devices offer numerous
advantages in the field of sensors. Their mechanical operation is
inherently suited to the measurement of physical properties. Their
compact size and portability can enable in-situ monitoring in both
laboratory and field environments, providing valuable real-time
information on system environment and health. One application
that effectively exploits these benefits is a MEMS-based viscosity
sensor [1-3].

The ability to accurately and efficiently assess the health and
remaining useful life of lubricating fluids represents a critical
element in implementing optimal condition based maintenance of
machinery. Chemical and physical properties such as total acid
number (TAN), pH, water concentration, anti-oxidant
concentration, particle size, and viscosity are among some of the
properties used to evaluate the remaining useful life of lubricating
fluids. Considerable effort over the years has been put into the
development of chemical diagnostics for lubricating fluids,
although sensors to provide a direct measure of fluid viscosity are
less well developed. This paper presents the design, fabrication
and experimental results of a MEMS viscosity sensor with high
measurement linearity and wide dynamic range.

THEORY OF OPERATION

The sensor operates submerged in a fluid and senses the
resistance to actuation due to the viscous drag forces of the fluid.
The device is actuated and the time response of motion measured
to directly determine the viscosity. We have designed the device
to be over-damped when actuated in fluids of interest. Solving the
equation of motion for an over-damped system [4], and assuming
that we are sufficiently over-damped, the position as a function of
time is given by:

tneoxtx
))1(( 2/12

)()( (1)

where t is time, is the damping coefficient, and n is the resonant
frequency. This expression defines the final resting position as
zero and the initial position as x(0) . If we define the response time
as the time required to move a constant percentage of the initial

displacement, we can divide equation 1 by the initial displacement
and solve for the response time:

))1(( 2/12Ct (2)

Where C is a constant that is a function of the displacement
percentage and resonant frequency of the device. When this

device is operated in the intended over-damped ( >>1) regime, the

response time reduces to t=2C and is linear with the damping

coefficient .
Additionally, the device has been designed to place a

predominantly shear force on the fluid, and minimize the
contributions of compressive interactions. Inter-digitated comb
fingers on the device provide the shear on the fluid (fig. 1).
Because the spacing between the comb fingers is small compared
to the height and length, we can assume a linear velocity
distribution in the liquid between the comb fingers, and therefore,
the damping coefficient will be linearly proportional to the
absolute viscosity of the fluid. These comb fingers are also used to
capacitively measure the time response of the device motion.

All the measurements presented here were made on Newtonian
fluids. However, this device is capable of measuring the viscosity
of non-Newtonian fluids at different shear rates. Because the
response time is not a function of total displacement, only the
percentage of the initial displacement, different shear rates can be
applied by changing the initial displacement. Therefore, we can
measure the shear rate dependence of the viscosity of non-
Newtonian fluids.

Figure 1. Micrograph of MEMS viscosity sensor. The comb

fingers are long relative to their displacement to minimize fluid

compression.

DESIGN AND FABRICATION

We have designed and fabricated two device types that are
over-damped in a fluid that has a viscosity greater that 0.5cp. Each
device has an actuator and a capacitor for position sensing. These
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components are electrically isolated, but mechanically coupled
using a SiO2 bridge. The primary difference between two device
designs is the actuator. The two actuation methods that were
explored offer distinct trade-offs in device operation. The
actuation methods utilize a Lorentz force or an electrostatic force.

The Lorentz-force actuator utilizes the passing of a current, in
the presence of a permanent magnetic field. For the present
experiments, these are nominally 10mA and 0.2 T, respectively.
This actuation method has the advantage of supplying a force that
is independent of the dielectric properties of the fluid in which the
viscosity sensor is submerged. This is a distinct advantage over an
electrostatic drive, since the force applied will not change when
measuring fluids with different dielectric constants nor will polar
fluids affect it. However, having a permanent magnet in the
package may be undesirable. Since many of the systems that
would benefit from continuous monitoring of the viscosity have
motors, there may be an abundance of ferrous particulates that
would be attracted to the permanent magnet and may clog the
sensor. However, utilizing a filter or device lid with a second
permanent magnet to preferentially attract any ferrous particulates
could mitigate this problem.

Electrostatic-force actuation does not require a permanent
magnet to be present in the package, and a force comparable to the
Lorentz force actuator is obtained with DC voltages on the order of
10 volts in a fluid with a dielectric constant of 2. Simply adjusting
the drive voltage can compensate for the issue of measuring
multiple fluids with dramatically different dielectric constants.
Because the response time is independent of the total displacement,
small changes in the actuation force do not affect the device
performance. However, the actuation voltage would need to be
adjusted for a large dielectric change to ensure that the actuator
does not hit the built in mechanical stops. Solving the issue of
operation in polar fluids is more difficult and requires more
complexity in the actuation method. By using an AC drive voltage
that is faster than the response time of the polar fluid it is possible
to use electrostatic actuation to measure viscosities of polar fluids
[5].

The final required component of the device is the ability to
sense position with respect to time. When a force is applied to the
device, the position of the differential comb capacitor is measured
using a commercially available capacitive sensing ASIC. This
chip uses a 100kHz clock frequency to measure capacitance. This
frequency has proven to be high enough to measure viscosities of
polar fluids, including alcohols such as isopropanol. The inter-
digitated comb fingers used to capacitively measure the time
response of the device motion also provide the shear on the fluid.

Figure 2. Micrograph of the electrostatic MEMS viscosity sensor.

The device is fabricated using the Rockwell Scientific aMEMS
process [6], an SOI device layer transfer process. It consists of a

20 m silicon device layer that is patterned using DRIE to create
the capacitive sensing comb structures and the device suspension.
For the Lorentz-force actuator (fig. 1), the suspension doubles as
the current carrying beam creating a force that results in a lateral
deflection of the suspension. Coupled differential comb finger
banks are used to create the capacitance change. In the case of the
electrostatic actuator (fig. 2), the suspension provides a path to
charge one half of the capacitor banks, while the other half is used
for sensing the capacitance change. Here again the DRIE is used
to form the drive capacitor bank.

EXPERIMENT AND RESULTS

Using both the Lorentz-force and electrostatic actuated
devices, several measurements have been made. The majority of
the results presented here will focus on the Lorentz-force actuator,
however the functionality and linearity of the electrostatic drive
has been verified. The following experimental results show the
response time versus viscosity performance, the broad sensing
range with excellent linearity, the device resolution and sensitivity,
and finally a demonstration of the ability to distinguish fresh
lubricant from degraded lubricant.

Before the sensors were tested, each one was affixed to a 12-
pin package with an inner cavity of 3.8mm x 4.8mm and depth of
1.3mm. The actuator and sense capacitors were wire bonded, and
the package was then mounted to a test board (fig. 3). The test
board is shaped like a T to accommodate the signal I/Os and the
capacitive sensing ASIC at one end, and the viscosity sensor at the
opposing end. This configuration allows for a single drop of fluid
to be placed in the package for testing, as well as completely
submerging the sensor end of the board in a beaker of fluid. The
single drop volume required to make a measurement is on the

order of 20 L. When the test board is submerged in a beaker of
lubricant, a stir bar is used to circulate the fluid. The fluid flow in
the beaker appears to have no measurable affect on the response
time.

Figure 3. MEMS viscosity sensor mounted to a test board with

capacitive sensing ASIC.

Calibrated viscosity standards were used to evaluate the
viscosity sensor. These standards are silicone based and were
chosen to have a range from 5 to 500cp. Once a calibration factor
was obtained from the viscosity standards, additional laboratory
fluids were tested. These fluids included alcohols, such as
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propanol, octanol and decanol and alkanes such as heptane.
Heptane was also used to clean the sensor in between tests. The
silicone based viscosity standards are soluble in heptane and were
easily removed by a light rinse. Once a device was cleaned it
could be placed in a new fluid. There were no stiction problems
observed if the device dried out completely. The only issue noted
was that high viscosity fluids would take a little longer to re-wet a
dry device. Re-wetting with heptane prior to a new measurement
alleviates this issue.

Response Time for Multiple Viscosity Standards
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Figure 4. Response time traces for multiple calibrated viscosity

standards.

By measuring the capacitance versus time for a step input
current, the response time of the device, defined as the time
required to move from 10% to 90% of the resting location, can be
determined. As the viscosity of the fluid increases, the response
time of the device also increases (fig. 4). The lower viscosity
fluids (0.5cp) had a response time of less than one millisecond
while the higher viscosity fluids (1000cp) required up to 200ms.
The response time is related to the resonant frequency of the
device and can be adjusted to suit the particular viscosity range
that is being measured. A device designed to monitor a lubricant
over a smaller viscosity range can be designed to have a sub
millisecond response time, thereby allowing over 1000
measurements a second to be taken and averaged for noise
reduction. Plotting the measured response time versus the
viscosity of the fluid shows the highly linear response of the device
over a wide range of viscosities spanning greater than three orders
of magnitude (fig. 5). Resonant type viscosity sensors tend to have
a limited linear range, and cannot resolve high viscosity fluids
because the under-damped condition no longer holds [1]. Using
our design, a single device is capable of measuring viscosity from
0.5cP to over 1000cP while maintaining a highly linear response.

The viscosity sensor also has good sensitivity, being able to
detect viscosity changes on the order of 2%. To test the sensitivity
of the device, viscosity standards were mixed together to produce
four solutions with 1% increments in viscosity (93-96cp). Multiple
measurements were made in each of the four solutions (fig. 6). As
shown, only one measurement point intersected with a neighboring
viscosity measurement and viscosity changes of 2% are easily
resolvable. This performance is comparable to large, rotary style
viscometers such as those available from Brookfield Engineering
[7].

After establishing the device linearity and resolution, a
continuous measurement of viscosity was made to acquire
repeatability and short-term reliability data. An overnight test in

Castrol 5050 was conducted, and a change of approximately 5%
was observed. This change was a larger than expected and did not
appear to be random. We speculated that the change may have
been temperature related, and remade the measurement over a 19
hour period while simultaneously observing the temperature of the
fluid. The results of this experiment are seen in figure 7. The
observed drift in viscosity was not due to sensor error, but was
correlated with temperature changes of the fluid due to small
variations in ambient temperature. For less than a 2 degree
centigrade change, the fluid had a 5% viscosity change.

Viscosity vs. Response Time
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Figure 5. Viscosities of known fluids and viscosity standards

plotted against measured response times.
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Figure 6. Three measurements made at 1% viscosity change

intervals, showing the resolution is on the order of 2%.
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This change is consistent with the measured viscosity temperature

e evaluation
of

dependence for the oil, which is approximately 2% per degree
Celsius at 20oC. This data indicates that the sensitivity of the
device is better than the measured 2% for controlled temperature

conditions, with values of 0.5% more representative.
Viscosity is a very important parameter used in th

lubricating fluids. As a lubricant degrades during operation, the
viscosity monotonically increases. In order for the MEMS
viscosity sensor to be viable for evaluation of degraded lubricants,
it must be sensitive enough to distinguish between the viscosity of
a fresh and degraded sample. To test this, a sample of Castrol
5050 was thermally degraded on a hot plate set at 250oC for 4
hours. The viscosity of both the fresh sample and the thermally
degraded sample was then tested using the same device. As shown
in figure 8, the device is sensitive enough to easily resolve the
viscosity change associated with thermally degraded oil. During
our experiment, the viscosity of the thermally degraded oil
increased by approximately 10%. Oil that degrades during
machine use would likely have a larger viscosity change. Previous
work has shown that the viscosity of automobile engine oil
increases by approximately 40% as it degrades over useful life [8].

Response Time / Viscosity at Room Temperature
Baseline Castrol 5050 and Thermally Degraded Castrol 5050
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Figure 8. Response times for fresh oil and thermally degraded oil.

Most of the experiments described here were performed using
fresh

CONCLUSIONS

A MEMS viscosity sensor wa designed and fabricated. The
meas

the
temp
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, clean samples with no particulates. Although the device

does have moving parts with small clearances (2 m), the sensor
has proven to be relatively immune to most contaminants. Many
experiments in degraded oils saturated with visible particulates
have been unaffected by the contaminants. However, we have
seen occasional device failures when small particulates on the
order of the size of the comb finger spacing have become stuck
between comb teeth. Sensors deployed in dirty environments will
likely need to either be placed near the in line filter or packaged
with lids with integrated filters. Mesh screens with small openings
(~1um) and large open area (~50%) are commercially available.

s
ured performance of this device indicates that it is capable of

measuring a very wide range of viscosities (>1000x) with a single
device. In addition, the excellent linearity and sensitivity of the
device shows that it performs comparable to large scale,
commercially available viscometers. A viscosity sensor of this
type facilitates real time, in-situ viscosity measurements. This is
essential for applications such as lubrication health monitoring for
condition-based maintenance of motorized vehicles, automation
equipment, and other rotary equipment. Due to its small size (2 x

2mm) and limited fluid sampling requirement (20 L), the device

can easily be mounted inside a lubrication reservoir of any piece of
equipment to monitor viscosity degradation during operation.

Future work will concentrate on characterizing
erature performance and reliability of the device. Many of the

in-situ applications would require the device to operate at elevated

temperatures up to 150 C. Although the preliminary data looks
promising, long-term reliability data needs to be collected to fully
characterize the device.  In addition, the effects of particulate
contamination will be characterized, along with mitigation
techniques such as using in line filters and adjusting the comb
finger spacing.
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ABSTRACT

A novel design and analysis for the assembly of 90 out-of-

plane microstructures using a standard microelectronics

wirebonder is presented. The microstructures can be assembled by

a single point actuation and use a selectively compliant spring

system that converts an in-plane motion to an out-of-plane

rotation. The single point actuation can be provided by a standard

microelectronics wirebonder. A wirebonder is a common piece of

equipment for microelectronics packaging and therefore the

assembly method described here introduces a practical and

economical approach. The microstructure designs were fabricated

using either PolyMUMPs or a prototyping process developed at

Simon Fraser University that uses SU-8 as a structural layer. The

designs were modeled using the Finite Element Analysis (FEA)

software ANSYS, and tested for positional repeatability and

reliability verifying the proof of concept.

INTRODUCTION

Out-of-plane components have numerous applications for on-

chip optics [1] and RF systems [2]. These components must be

fabricated in-plane and assembled afterwards to achieve out-of-

plane orientation. The current methods for assembly can be

integrated on-chip using electrostatic [3] or thermal actuators [4] to

produce the motions necessary for assembly, but these actuators

require a large sacrifice of chip area. External systems, such as

robotic pick-and-place [5] are also currently in use but require a

significant investment in specialized equipment. More recently,

there has been development in thermal kinetic assembly [6] and

centripetal assembly [7] of micro devices, but both methods

require the use of hinges to allow the structures to rotate out-of-

plane. Because the creation of hinges requires the use of multiple

structural layers, hinges cannot be used when processes are limited

to a single structural layer. Furthermore, hinges are susceptible to

friction and mechanical jamming, which reduces the yield of

assembled structures. Other assembly methods proposed employ

the surface tension of solder-ball reflow [8] or residual stress

mismatch between epitaxial layers [9] to lift and assemble

micromachined flaps. However, these systems require special

processing to accomplish the required reflow or materials

incompatible with standard integrated circuits to achieve enough

stress mismatches to make these systems viable for system

integration.

We present a design for a novel method of assembling

hingeless 90 out-of-plane microstructures using a single lateral

push provided by a wirebonder tip. The out-of-plane rotation is

accomplished by constraining the lateral displacement of the

microstructure using a serpentine spring such that the lateral

motion causes the microstructure to flip upwards into a 90 out-of-

plane orientation. Once assembled, the devices are held in place

by frictional force [10], which is further increased by the

downward restoring force of the serpentine springs.

THEORY

Out-of-plane rotation can be accomplished by constraining

the lateral displacement of the microstructure with a spring such

that a lateral push will cause the microstructure to flip upwards 90°

out-of-plane. The intermediate steps and force balancing that

causes the rotation is shown in Figure 1. The lateral assembly

force combined with the restoring force of the springs produces a

torque out-of-plane when the base of the microstructure contacts

the substrate (Figure 1B). As the bottom lip slides forward, the

rotational torque increases until the structure becomes upright.

Once assembled, any lateral perturbations must overcome the

force of friction and the restoring force of the spring in order to

dislodge the upright structure. The assembled position of the

structure is a state of local stability allowing the structure to

remain assembled after the assembly force is removed.

Designs have been fabricated using the commercially

available PolyMUMPs [11] process as well as an SU-8 prototyping

process developed at Simon Fraser University [12]. One

PolyMUMPs design that was fabricated, assembled and simulated

is shown in Figures 2 through 4.

Figure 1. Sequence A-F shows the force diagram for the concept

of assembling hingeless microstructures to 90 out-of-plane, using

a single lateral push. FA denotes assembly force, FS denotes the

restoring force of the spring, FN denotes the normal force and FF

denotes the frictional force.
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DEVICE MODELING

The bending of the spring system is heavily non-linear,

therefore, finite element models were necessary to solve for the

spring deflection and stress concentrations. Using Young’s

modulus (158 GPa) and Poisson’s ratio (0.22) for PolyMUMPs,

the assembled model is generated and shown in Figure 4. The

boxed off areas of Figure 4 indicate the locations of maximum

stress which is also indicative of the expected location of structural

failure. Furthermore, the model determined that the restoring force

of the spring produces a downward (-Z direction) component of

0.159mN and a lateral (-Y direction) component of 0.366 N at the

bottom lip of the assembled device where contact with the

substrate occurs. Because the force of gravity can be neglected for

micro-scale devices, the resultant frictional force is given by

SpringZNf FFF , Eq. 1

and using a value of 4.9 for (static coefficient of polysilicon on

polysilicon)[10], a maximum frictional force of 0.779mN is

generated at the base of the structure. The force of friction is three

orders of magnitude greater than the restoring lateral force and

allows the structure to remain assembled in place. Furthermore,

because of the strong force of friction, and the downward restoring

force of the spring the assembled structures are highly resistant to

shock. The amount of shock that the assembled structure can

survive without collapsing can be derived by examining the

maximum acceleration required to dislodge the bottom lip of the

assembled device. The assembled structure is most vulnerable to

shock in the Z-direction since reducing the Z force component by

FShock reduces the frictional force by 4.9×FShock. To solve for the

shock force that causes the assembled structure to collapse, we use

the following equation:

VaFmaF ZShock
, Eq. 2

where is the density of silicon (2.33×103 Kg/m3), and V, the

volume of the device (3.66 10-14 m3). Therefore, solving for the

maximum acceleration, gives a value of 2.63 106 m/s2 which is

equivalent to exposing the structure to approximately 270,000 Gs.

As illustrated by the device model, the structures are highly

resistant to shock and will remain assembled once the assembly

force is removed.

EXPERIMENTAL DETAILS

The lateral force that the can be obtained from a wirebonder

tip is much greater than necessary for assembly. Therefore, the

only important control variable is the lateral displacement required

for the compliant spring system to fully assemble. The wirebonder

assembly of the structure is performed by lowering the bonding tip

until it touches the substrate adjacent to the bottom lip of the

microstructure. Because the substrate is significantly stronger than

any microstructure that can be produced, using the substrate as a

physical limit for the wirebonder tip to adjust the Z position easily

allows this assembly method to position the tip at the correct

height above the substrate. By sliding the X-Y table in the lateral

direction while the tip is down, the tip pushes the structure causing

it to rotate and lock into place. Figure 5 shows a sequence of

photomicrographs illustrating the motion of assembly for the SU-8

fabricated structures. Figure 6 shows the SEM of the same device

after assembly. Figure 7 shows rotation angle vs. lateral

displacement of the microstructures. The time required to

assemble the structure using a manual wirebonder (Mech-El

Industries NU-829) is approximately 1 second. Using a fully

automated wirebonding system, the assembly time can be

significantly reduced.

Figure 2. Scanning electron micrograph of an out-of-plane

microstructure fabricated in PolyMUMPs. The serpentine springs

are 130 m in length, with a 1:2 (height to width) aspect ratio.

Figure 3. Scanning electron micrograph of the 90 hingeless out-

of-plane microstructure shown in Figure 2 assembled out-of-plane.

Figure 4. Finite element solution of the 90 hingeless out-of-plane

microstructure fabricated using the PolyMUMPs process



REALIABILITY AND

POSITIONAL REPEATIBILITY

Because we are unable to access a fully automated

wirebonder, the reliability and positional repeatability for the

assembly of the microstructures were tested using a fully

automated system by mounting three computer controlled Zaber

Technologies T-LS28-M microstages together to provide the X-Y-

Z degrees of freedom. Using the open-loop computer controlled

microstages, several chips, each containing 31 out-of-plane SU-8

devices, were assembled and disassembled 6 times with 100%

success (total of 186 successful assemblies). In addition, a single

randomly selected device was cycled through assembly and

disassembly 220 times without failure. Devices that are free from

fabrication defects achieved 100% successful assemblies. The

yield for successful assembly is highly process dependent rather

than device dependent. If the devices are defect free, successful

assembly is expected. By capturing photomicrographs of the

assembled devices and using the National Instruments Vision

Builder for analysis, we are also able to determine the positional

repeatability of the system. Figure 8 illustrates a single frame of

the photomicrographs that was used to determine the positional

repeatability.

Figure 8. Photomicrograph of one frame of the automatically

assembled microstructure fabricated in SU-8.
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Figure 5. Sequence showing the wirebonder assembly of a hingeless microstructure fabricated using an SU-8 prototyping process. The

out-of-focus secondary image is the reflection of the wirebonder tip off of the substrate. The serpentine spring system for this structure is

20 m thick and 60 m wide, with 700 m long segments.

Figure 6. Scanning electron micrograph of the wirebonder

assembled structure. Device fabricated using an SU-8 prototyping

processy. Lateral Displacement of Bottom Contact vs.
Angular Rotation of the Structure
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After the toggle point, the structures will remain assembled when

the assembly force is removed.

346



With the open-loop system, we are able to achieve an

average 515.48 m of displacement over 60 cycles with a standard

deviation of 1.24 m. The average angular accuracy achieved by

cycling the single device is 89.98 with a standard deviation of

0.24 . By comparing the angle of the assembled devices and the

displacement of the microstages, the positional repeatability is

shown to be primarily dependent on the external assembly system

and not on the microstructures. Therefore, by moving towards an

industrial closed-loop automated wirebonding system for

assembly, a high degree of repeatability is expected.

APPLICATIONS

Because the design of the out-of-plane microstructures do not

require hinges, a reliable electrical connection to the out-of-plane

devices can be made. Applications such as thermal accelerometers,

micro-inductors, micro-antennas, and micro-grippers can easily be

fabricated and assembled out-of-plane using this method. Figure

10 illustrates an assortment of devices that have been prototyped

and assembled using the open-loop automated assembly method.

CONCLUSION

Out-of-plane assembly for microdevices has typically

involved complex post processing or integrated actuators. Both

methods can be costly in time and money and frequently result in

poor yield. The design described here can use a standard

microelectronics wirebonder or low cost micro-stages for

assembly. Because wirebonding is already an integrated step for

packaging commercial MEMs devices our assembly design has the

potential to produce commercially viable 3-dimensional assembled

devices. The work presented here provides a method for

implementing the wirebonder for assembly to reduce cost and

complexity for manufacturing out-of-plane microstructures. The

devices have been analyzed, fabricated and tested in two distinct

micromachining technologies, indicating its viability for many

micromachining processes. The designs are highly resistant to

shock, and have shown high yield. The main criterion for

assembly is good control of lateral position for the single point

actuation which can be programmed using automated wirebonding

for the assembly of out-of-plane devices.
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ABSTRACT

We report a fabrication approach for three-dimensional (3-D)
microstructures having functional metal patterns by using inclined
UV lithography and 3-D metal transfer micromolding. Inclined
rotational UV exposure using SU-8 has been exploited to
simultaneously generate gradually varying 3-D structures with
different heights in a single mask. For 3-D metal patterning, a
metal transfer micromolding process has been utilized, where pre-
patterned metal electrodes are formed on a polydimethylsiloxane
(PDMS) mold prior to transfer, and these patterned metal
structures are transferred to the molded 3-D microstructures during
the micromolding process. Two approaches for metal pre-
patterning have been utilized: one is selective metal removal by
planar pattern transfer on an uneven surface and the other is
pattern transfer using a shadow mask. Two test vehicles of 3-D
patterned microstructures implemented by this process are
demonstrated: an electroporation microneedle array and a 3-D
microelectode array (MEA). Insertion tests on pig skin using the
fabricated microneedle array with different heights have been
successfully performed, showing different penetration depths by
fluorescent imaging.

INTRODUCTION

Recent advances in micromolding have enabled rapid
progress in the cost-effective fabrication of three-dimensional (3-
D) microstructures [1]. In general, the micromolding process
consists of master structure fabrication, negative mold fabrication,
and casting and separation. The fabrication of master structures
often relies on advanced UV lithography using SU-8 for its
complex 3-D structure capability [2]. As a mold material, PDMS
has been widely utilized because of its mechanical compliance and
faithful feature reproduction. In the conventional molding process,
direct casting of a variety of polymers into the mold is performed
to complete the process. In the case of patterning of metals on the
three-dimensional surface to functionalize or enable other
applications such as microelectrode arrays (MEAs) or an
electrically active microneedle array for electroporation, either
complex lithographic approaches [3], electrodeposited resists [4]
or serial direct laser patterning [5] needs to be applied to the
molded 3-D structures.

Alternatively, the 3-D micro electrodes can be formed during
the molding process. The so-called 3-D metal transfer
micromolding process performs metallization and subsequent
patterning on the PDMS mold prior to casting polymer, and these
patterned metal structures are transferred to the molded 3-D
microstructures during the molding process as shown in Figure 1.
This process can be thought of as a three-dimensional extension of
2-D metal transfer processes used in nanoprinting [6], which
exploits the difference in surface energy between PDMS and the
microstructure material to enable metal transfer.

Figure 1. Concept of 3-D metal transfer micromolding: (a)
Fabrication of a master structure, (b) Fabrication of PDMS mold
from the master followed by metal deposition and patterning, (c)
Formation of 3-D metal-patterned polymeric microstructure.

The process has several advantages. First, since metallization
and metal patterning is performed on the mold structure, which is a
negative form of the master structure, the process has an additional
degree of freedom in 3-D metal patterning for the structures
otherwise metal patterning may not be convenient with. Secondly,
the pre-deposited or patterned metal layers contribute to enhancing
moldability by increasing wettability on the mold surface for
liquid polymer casting [7]. Third, the transferred metal does not
necessarily require an intermediate adhesion layer as in
conventional physical vapor deposition, further simplifying the
process.

This paper consists of 3-D microfabrication using inclined
UV lithography and micromolding for master structure fabrication,
and subsequent 3-D metal transfer molding in which two metal
patterning processes are demonstrated. The process is illustrated
through two sample structures; one of the structures, an array of
microneedles of varying heights, is tested for its insertion
capabilities.

3-D MICROSTRUCTURE FABRICATION

A rigid SU-8 mold is fabricated using inclined UV
lithography [8-10] to form negative concave shapes of various
depths as shown in Figure 2a, b. Both mask dimensions as well as
the incident angle of UV light determine the depth of the mold.
This rigid mold is used to produce a mold master (Figure 2c) from



PDMS or other suitable material (such as Ni in the case of
electroplating). The mold master is then used to create a flexible
replica (Figure 2d) of the original rigid mold; this flexible mold
should be made from PDMS due to both its low modulus and low
surface energy. This flexible mold is then optionally metallized
and patterned as described below. Polymer microstructures with
various heights are then fabricated from the flexible mold (Figure
2e, f).

Rigid mold

Mold master

Flexible mold

Final structure

Figure 2. Fabrication steps for 3-D microstructure.

(a) (b)

(c) (d)

(e) (f)

Figure 3. Fabricated structures: (a) rigid SU-8 mold, (b) variable
height microneedle array cast from a flexible mold, (c) cone-shape
microneedle, (d) beveled-tip microneedle, (e) vane-shape structure,
(f) GT logo

Figure 3 shows various structures fabricated from inclined
rotational exposure combined with the subsequent molding process.
With differing mask shapes and inclination angles, molded copies
of gradually-varying complex 3-D structures have been achieved.
One application of interest for this technology is 3-D microneedle
array fabrication. Advantages of this process include (1) easy
control of the height and the tip angle of the microneedle by
control of inclination angle; (2) simultaneous fabrication of
microneedles of various heights by controlling the mask footprint;
(3) no need for subsequent wet or dry etching for sharp tip
fabrication.

3-D METAL TRANSFER MICROMOLDING

In 3-D metal transfer micromolding, metallization is
performed on the negative form of the master made of PDMS.
Two metallization schemes and subsequent 3-D metal transfer
micromolding have been demonstrated. One scheme is to use
selective metal removal from an intentionally formed non-planar
mold surface using a 2-D metal transfer process. The other is to
use selective metal deposition onto and into mold features using a
shadow mask.

High Surface Energy Plate Approach: Figure 4 shows the
fabrication steps using a selective metal removal process for an
electrically functionalized molded electroporation microneedle
array, which requires conductive microneedles and electrical
isolations between needle rows. The PDMS mold is fabricated by a
two-step SU-8 process and subsequent PDMS molding to form a
protruding feature which will ultimately electrically isolate each
row (a, b). After depositing Au on the mold (c), the Au layer on
the protruding structure is removed by bringing a high surface
energy plate in contact with the mold (d), transferring the metal on
the protruding surface to the plate in a 2-D metal transfer scheme.
UV-curable resin is then cast into the mold and optically cured (e).
The pre-patterned Au layer is then transferred during the
demolding process (f), resulting in the formation of a polymeric
microneedle array with electrical isolations between needle rows
(Figure 5). This process avoids the issues associated with
conventional metal patterning, since conventional approaches will
experience difficulties in patterning of the isolation layer on the
bottom of the substrate due to the protruding needle structures.

Figure 4. Fabrication steps for metal transfer onto a 3-D structure
using a high surface energy plate
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(a) (b)

(c) (d)

Figure 5. Fabricated microneedle arrays with applications in
electroporation: (a ,b) SEM of the mold master, (c,d) Optical
photomicrograph of metal patterned structures.

Shadow Mask Approach: Metal can be patterned on the
three-dimensional molds using a shadow mask approach. The
shadow mask used in this paper was made from 125-150µm thick
Kapton sheets using excimer laser ablation. The ablation is
achieved at 250mJ energy (20% attenuation) at the rate of 50-
60µm per cut. Feature sizes as small as 20µm can be achieved
using these parameters. This mask is then aligned with the PDMS
mold (refer to section on 3-D Microstructures). Alignment marks
are cut on the shadow mask to aid this process. The mask is held in
position (proximity contact). This substrate is then loaded into a
filament evaporator and Au/Cr (1µm/100Å) is evaporated. We
have experimented with Au/Cr evaporation instead of just Au,
because theoretically the adhesion force between Cr and cast
polymer is higher than that between Au and polymer. However, it
turned out that in both cases adhesion between the metal and
polymer passes the Scotch tape test. SU-8 is then cast into this
mold baked and blanket exposed. The SU-8 tower array is
carefully peeled off from the PDMS mold after post-exposure
baking. The Au/Cr metal layer is transferred from PDMS to SU-8
and becomes Cr/Au on the SU-8 structure in the case of both Au
and Cr being evaporated. Due to the usage of shadow masks the
towers have metal lines at various heights on them satisfying the 3-
D metallization needed for improved MEA performance [11]. Also
address lines to contact these electrodes are achieved to the end of
the chip. The chip could potentially be mounted and wirebonded
for use in MEA experiments. Figure 6 details the process steps and
Figure 7 shows optical micrographs of the fabricated structures.

APPLICATIONS AND DISCUSSION

One application of interest for this technology is an
electrically functional 3-D active microneedle array. The negative
mold master has been fabricated using inclined rotational UV
exposure with SU-8 as described in the previous section.
Combined with the 3-D metal transfer molding process, cost-
effective, mass-producible electrically active 3-D microstructures
can be fabricated. These microneedles could be utilized as an
electroporation microneedle array for either gene delivery through
skin or electrochemotherapy of highly-localized solid tumors.

Other applications of interest include simultaneous local and
systemic delivery of drug to blood vessels; drug delivery system
through a cornea, which is not flat in nature; simultaneous
measurement of biopotentials such as action potential at different
sites (3-D MEA); and measurement of electrical properties of skin
as a function of depth.

For these active microneedle applications, the strength of the
needles and the ability to penetrate tissue has been tested. An array
of microneedles with various heights that was made from
biodegradable polymer, polylactic acid (PLA) has been used for
pig skin in vitro. Red dye was spread on the pig skin, and a
microneedle array was inserted with a force of approximately 10 N.
After removing the microneedle array, the red dye on the surface
was removed with deionized water. Cryosection microscopy was
used to examine the cross-section of the pig skin (Figure 8), and
showed that the microneedle array was successfully inserted with
different penetration depths. The tip diameter of the microneedle
array was less than 20µm.

Figure 6. Fabrication steps for metal transfer onto a 3-D structure
using a shadow mask

Electrode

Polymer
microneedle

Polymer microneedle

Metallized microneedle

(a) (b)

Figure 7. Fabricated micro-tower arrays: (a) electrodes with
address lines and metal lines at various heights, (b) top view of the
selectively metallized micro-towers
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(a) (b)

(c) (d)

Figure 8. Optical photomicrograph of pig skin after insertion test
with microneedle array of various heights: (a) visible light image
(left: plan view; right: cross-section of A-B), (c) SEM micrograph
of microneedle tip (scale bar indicates 50µm), (d) fluorescent light
image of the cross-section showing 3 different penetration depths.

CONCLUSIONS

We have developed a technology for the fabrication of 3-D
microstructures bearing metal patterns by combining inclined UV
exposure and metal transfer micromolding. We have demonstrated
two separate techniques for selective metal definition on the final
structures: one using a high surface energy plate and the other
using a shadow mask. In both these techniques metal has been
selectively defined on the master mold and then transferred to the
final structure during molding. This technology is potentially
applicable to fabricate an electrically active microneedle array for
either gene therapy or electrochemotherapy, 3-D microelectrode
array for neural stimulation/recording, and so on.
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BACKSIDE RESISTIVE LOCALIZED HEATING FOR
LOW TEMPERATURE WAFER-LEVEL BONDING AND PACKAGING
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ABSTRACT

A new method has been developed for localized heating of a
bond region when bonding two wafers, while maintaining a low
temperature where sensitive devices are located. Using this
technique, access is only required to the backsides of the two
wafers, thus making the process easier and wafer-level compatible.
In this “differential” heating method, one of the two wafers to be
bonded is heated from the backside, and the other is cooled from
the backside. Heat flows through the bond areas where the two
wafers are in contact, thus heating these regions more than other.
Integrated temperature sensors were used to measure the
temperature at different distances from the bond region while
making a Au-Si eutectic bond between silicon and glass wafers.
When bond regions reached ~410-475ºC, the sensitive device
regions 600 µm and 50 µm away from the bond were measured to
reach only 92 and 250ºC, respectively. Simulations using ANSYS
were performed and used for the design of the wafer bonding setup
and for predicting the needed input power and heater temperatures.

INTRODUCTION
Vacuum/hermetic sealing is required for a wide range of

micro-systems. Current wafer-level encapsulation techniques such
as frit bonding (~450ºC), Au-Si eutectic bonding (~390 ºC) [1],
and thin film encapsulation (~600 ºC) [2] require relatively high
temperatures that often preclude their use in some applications.
For this reason, researchers have investigated lower temperature
bonding methods using polymers and solders at lower
temperatures. Another option is to use a well established high
temperature bonding method and use localized heating to heat the
bond region to a high temperature, while maintaining a low
temperature where devices that are to be encapsulated are located.

A number of localized heating methods have been reported
in the literature using lasers, microwaves, resistive elements and
induction. In laser assisted localized heating, a laser wavelength is
chosen that is transparent to the substrate but heats the material at
the bond region. Laser assisted bonding has been applied in solder
and anodic bonds [3, 4]. In a similar manner microwaves have
been used to fuse two Au surfaces to achieve silicon to silicon
bonds [5]. Using resistive heating, substrates have been bonded
through plastic, PSG, solder, fusion and eutectic bonding [6]. In
this case, the resistor had to be fabricated on the front surface of
one of the wafers, and then accessed electrically for heating.
Therefore, using this technique at the wafer level is challenging.
Inductive heating is a related technique in which an inductive coil
creates a magnetic field, causing large eddy currents in a bond ring
made out of a ferromagnetic material. This technique has been
applied for silicon to silicon and silicon to glass wafer bonds [7].
The main draw back of this technique is that it limits the range of
materials that can be processed on the bonded wafers.

We report a localized heating method in which heat is
applied to the backside of one of the two wafers to be bonded (e.g.,
the “cap” wafer used to encapsulate the device), and removed
from the backside of the second wafer (e.g., the “device” wafer) as
illustrated in Fig. 1. Because most of the heat is drawn towards the
heat sink in Fig. 1, the device region is heated less than the bond

region. This method is attractive because it can be applied on a
wide range of materials and at wafer level. The heating of the cap
wafer mentioned above could be achieved using a variety of
techniques, including using a heater substrate with on-chip
resistive heaters, as reported in this paper.

MODELLING AND DESIGN

A 3-D thermal model was constructed with the layers shown
in Fig. 1 to aid in the design of the wafer bonding setup. The
complete system consists of several substrates: a CogethermTM

insulator plate (10.5 mm thick), a glass heater substrate with on-
chip resistive heaters (550µm), a silicon cap wafer (550µm), a
device wafer (modeled as either silicon or glass, 550µm) a copper
plate heat sink substrate on top of the device wafer (3.1 mm thick),
and a steel plate providing the bond force (modeled as 14 mm
thick).

Figure 2 shows the structure of the to-scale 3-D model used
for predicting necessary input powers and the resulting temperature
distributions. In this model, there is symmetry along the planes
perpendicular to the x and y axes so that the model represents a
quarter of the actual assembly. As with the eventual test setup,
arrays of heaters were used to heat up 4 bond rings at a time on a
relatively small portion of the wafer. The picture of the assembly
in Fig. 2 was made transparent to allow a view of a quarter of one
of these 0.75x10500x13300 µm heaters which encompasse 4 full
bond rings (that is 1 bond ring in this quarter symmetry model).
As also shown in Fig. 2, adjacent bond brings were incorporated
into the final model. It was found with successive 3-D models,
the addition of more and more detail (such as added assembly
width and adjacent bond rings) resulted in lower predicted
temperatures for a given input power and in results that more
closely matched those seen in initial tests.

In simulating the model, a steady state solution was found by
applying a uniform power density across the heater, while the top
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Device

Si Cap Wafer

Heater

Si or Glass
Device Wafer

Insulator Plate

50 lb
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90µm
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Device
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Heater
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Device Wafer
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Figure 1: A schematic showing that using the differential
heating method, most of the heat flows toward the heat sink as
supposed to laterally, towards the device.
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Figure 2: The structure of the model used for simulation.

of the steel plate and the bottom of the insulator plate were held at
23ºC. Figure 3 shows the results of a model for the case where a
110 W power is applied to the heater for a bond to a glass device
wafer. As shown in Fig. 3b, temperature profiles were produced
across different planes sliced through different portions of the
assembly in order to analyze the results. The device cavities were
90 µm deep (Fig. 1 and 3d), each bond ring was 2.3x2.3mm square
(Fig. 3e), and the bond ring widths were 100, 50 or 25µm (Fig. 3e).

As shown in Figs. 3a and 3c, the temperature drops very
quickly across the glass device wafer, and approaches room
temperature at the copper heat sink. Furthermore as illustrated in
Fig. 3a, due to lateral heat spreading, there is a large lateral
temperature gradient across the assembly. As shown in Figs. 3c
and 3e, this leads to a temperature gradient across the heater of 375
to 514 ºC and across the bond ring of 410 to 473 ºC. Figure 2e
illustrates the effectiveness of this localized heating method, with
the temperatures dropping to 250 ºC and 99 ºC at 100 and 600 µm
from the bond ring.

Table 1 shows the power needed to heat the entire bond ring
to above 410ºC, the temperature at the heater, and the temperature
600 µm from the bond ring for bonds to glass and silicon device
wafers. As shown, when silicon is used as the device wafer, the

Table 1: ANSYS Predicted power need to achieve a bond ring
temperature of greater than 410ºC, and the temperature at the
heater and at a 600 µm distance away from the bond ring .

Device wafer Material Power
Heater
Temp.

Temp. 600
µm away

Glass

Bond ring width:100 µm 110 W
Ave: 453 ºC
Max:514 ºC

99 ºC

Silicon
bond ring width:100 µm

SiO2 thickness: none
1900W

Ave: 932ºC
Max:1291ºC

330 ºC

bond ring width:100 µm
SiO2 thickness:6 µm 600 W

Ave: 630ºC
Max: 881ºC

118 ºC

bond ring width:50 µm
SiO2 thickness:6 µm 450 W

Ave: 605ºC
Max: 802ºC

91 ºC

model predicts a necessary power of 1800W, and a maximum
heater temperature of 1291ºC to achieve a bond ring temperature
above 410 ºC. Material selection for such a high power, high-
temperature heater would be challenging. The higher necessary
power and maximum heater temperature is due to the larger
thermal conductivity of single crystal silicon (141 W/m·K) as
compared to glass (1.4 W/m·K). In other words, silicon draws heat
away from the heater more efficiently.

Figure 4 shows a simple 1-D representation of the heat flow,
q, from the heater, through the bond ring, to the heat sink. When
bonding to a glass device wafer, the thermal resistance directly
above the bond ring, Rbond ring, is extremely large compared to
the other thermal resistances because of: 1) the relatively small
cross sectional area at the bond ring, A, and 2) the small thermal
conductivity, k, of glass. This large thermal resistance leads to a
large temperature drop directly above the bond ring (Fig. 2c) and
therefore a relatively small necessary input power and maximum
heater temperature. When bonding to a silicon device wafer, Rbond

ring can be increased by either using a dielectric layer (decreasing k)
or decreasing the bond ring width (decreasing A). As shown in
Table 1, using a 6 µm SiO2 layer brings the necessary power down
to 600W and the maximum heater temperature down to 881ºC.
This thickness of SiO2 was chosen to approximate the combined
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Figure 3: a) A parametric view for the model of the differential heating test setup, b) an illustration of a slice taken out of the model, c)
a slice showing a cross section of the heater and bond ring, d) a slice of the heater and e) a slice of the bond ring.
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Figure 4: A schematic of heat flow in the bonder test setup.

thermal conductivity of the thin film stack in a CMOS wafer. As
also shown in Table 1, reducing the bond width to 50 µm also
reduces the necessary input power and the maximum heater
temperature.

TESTING & RESULTS

In the first round of testing, bonds were made using
differential heating to achieve a Au-Si eutectic bond. A Au-Si
eutectic layer on the silicon cap wafer was bonded to a 5000 Å
layer of gold on a glass device wafer. In Au-Si eutectic bonding,
the temperature is raised to above the Au-Si eutectic temperature
(363ºC), causing silicon to diffuse into the Au bond ring. It then
melts and can mate to either a polysilicon or a gold thin film [1].

In fabrication of the glass device wafer, a 1000 Å platinum
layer was first deposited and patterned to form temperature
sensors. A 5000 Å layer of plasma enhanced chemical vapor
deposited (PECVD) SixNy was then deposited for electrical
insulation. Finally a 5000 Å gold layer (which would later get
bonded to) was evaporated and patterned over the top of the SixNy.
On the cap wafer, 96 gold bond rings were electroplated onto a
Cr/Au seed layer with a thickness of 4 µm. Each bond ring was
2.3x2.3 mm square, encompassing a 90 µm deep reactive ion
etched (DRIE) cavity and had a 100 µm width—as in the case
modeled. Furthermore, part of the cap wafer was diced away.
Once the cap and device wafers were aligned, this allowed access
to leads that were connected to the temperature sensors (Fig. 5b).

Figure 1 showed a cross-section of the wafer-level bonding
test set up, where a 50 lb weight applies a 1 MPa pressure across
the 96 bond rings arrayed across the wafer. After alignment of the
wafers in a SUSS BA6 aligner, the two wafers were clamped with
4 small clips, placed on a copper heat sink, and wire bonded to two
PCB as shown in Fig. 5a—thus providing connectivity to the
temperature sensors.

According to the modeling results, bonding a silicon cap
wafer with 96 bond rings to a device wafer made of either glass or
silicon (with a 6 µm thick oxide) would require 2640 or 14400
Watts, respectively. Because of the large required heating power,
an array of heaters was used, with each heater requiring a fraction
of the total heating power to generate the required temperatures
across the wafer. The heater array also allows heating of the
different parts of a wafer to different temperatures. Figure 5c
shows the heater arrays, laid out to heat 4 bond rings each. Heater
arrays were fabricated by first evaporating a 0.75 µm film of Au
onto a glass substrate. This thin film was patterned to form a 3x4
array of heaters on each wafer. Each heater consisted of a 100 µm
wide, 700mm long, winding coil that encompassed a 10.5 x 13.3
mm area (as in the model). the heater substrate was diced into a 70
by 76 mm rectangle where two leads per heater ran out to bond
pads at the periphery. In this manner, two heater substrates could
encompass a 4” diameter wafer as in Fig. 5c.

The heaters and temperature sensors used in these
experiments are essentially thin-film metal resistors that can
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Figure 5: A picture of a) the leads which connect to the
temperature sensors, b) the wafers sitting on the copper heat
sink, c) two heater substrates sitting on top of the CogethermTM

insulator plate, and d) the total assembly.
measure temperature, and that can heat up with a large input
power. Before testing, the temperature coefficient of resistance
(TCR) was measured for each of the heater and temperature sensor
resistors. Figure 6 shows a view from the backside of the glass
device wafer that was aligned to and clamped to the cap wafer.
Each of the three temperature sensors in Figure 6 forms a 4-point
probe, where the temperature is measured by applying a specified
current across two of the leads and the voltage drop is measured
across the other two. Given the measured TCR (where ∆T = [∆
resistance]/[initial resistance *TCR]) the temperature could be
measured with a resolution of better than 1ºC for the temperature
sensors and heaters.

As illustrated in Fig. 6, there is a roughly 100µm
misalignment in the y-axis resulting in distances of 50, 100 and
600µm between the temperature sensors and the bond ring. Figure
7 shows that for heater temperatures from 50 to 390°C, the
temperatures measured at 50, 100 and 600µm from the bond ring
agree very well with those predicted from the model (the dashed
lines in Fig. 7). Figure 8 shows temperature vs. time for the heater
and at 50, 100 and 600µm away from the bond ring. As
demonstrated, it takes roughly 20 seconds to approach the steady
state temperature and 5 second for the substrate to cool back down
to room temperature.

To demonstrate that a bond could be achieved, two heaters
were taken to approximately 110W with heater 1, achieving 446ºC,
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Figure 6: A view through the backside of the glass device wafer
which was clamped to the Si cap wafer showing the 100 µm
misalignment and temperature sensors at different distances from
the bond ring.
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Figure 7: A graph of the temperatures measured and predicted
at the heater at 50, 100 and 600 µm from the bond ring where the
dotted lines represent the predicted modeling results.

and heater 2, achieving 390 ºC (this variation in temperatures could
be due to a number of factors such as different contact resistances
or their relative location near the center or periphery of the wafer).
These temperatures were within 1% and 15% of the power
predicted in the model (Table 1). After forcibly pulling the
wafers apart, the bond rings were inspected. Figure 9 shows a
bond ring before the bond experiment (Fig 9a); part of the
horizontal misaligned portion, where the solder melted but had
nothing to bond to (Fig. 9b); and part of the vertical aligned
portion that mated with the gold and created a strong bond (Fig.
9c). Similar to Au-Si eutectic bonds in [1], Fig. 9c shows that
when the wafers were pulled apart, silicon tore from the cap wafer
and stuck to the device wafer via the Au eutectic layer—thus
indicating a strong bond.

For the average temperatures of 446 and 390ºC seen on
heaters 1 and 2, the model predicts bond ring temperatures ranging
from 410 to 474 ºC and 353 to 407 ºC. Therefore, all of the bond
rings encompassed by heater 1 should melt/bond and only parts of
the bond rings encompassed by heater 2 should melt/bond. This
was confirmed in that under heater 1, 100% of the 4 bond rings
melted and glass either transferred to the silicon wafer or silicon to
the glass wafer in the aligned regions, whereas, under heater 2
roughly 80% of the 4 bond rings melted and either glass or silicon
transfer was observed in the aligned regions. More extensive
bonding tests will be conducted in the future.

CONCLUSION

A new method for localized heating of a bond region has
been developed for bonding two wafers, while maintaining a low
temperature where sensitive devices are located. In application of
this technique, access is only required to the back sides of the two
wafers, thus eliminating the need for access to wafer front side, as
is sometimes needed in localized wafer bonding techniques.
Integrated temperature sensors were used to measure temperatures
at different distances from the bond region while making a Au-Si
eutectic bond between silicon and glass wafers. Using a 3D
ANSYS thermal model, the needed input power and temperature
distributions were predicted for silicon to glass and silicon to
silicon bonds. Using a heater array (10.5x13.3mm per cell), bonds
were made on individual portions of the wafer using 110 Watts per
heater to heat 4 bond rings at a time. When heating the bond ring
to an estimated 410 to 475ºC, the temperature 600 and 50 µm away
from the bond region was measured and extrapolated to be 92 and
250ºC respectively.

In future work, investigations will be made for silicon to
silicon bonds using this bonding method. As illustrated from the

Figure 8: Temperature vs. time for the heater, and
temperature sensors 50, 100 and 600 µm from the bond ring.

a) b) c)Reflowed Au-
Si eutectic

Au on cap wafer

Si torn
from cap

wafer

Au on device wafer

a) b) c)Reflowed Au-
Si eutectic

Au on cap wafer

Si torn
from cap
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Figure 9: a) Misaligned Au on the cap and device wafers
before bonding, b) after bonding. c) Silicon torn from the cap
wafer, adhering to the device wafer via a Au-Si eutectic bond.

simulations, an oxide of around 6 µm (equivalent to the thermal
resistance of some CMOS stacks) helps reduce the maximum
heater temperature and the power necessary to achieve bond
temperatures. Furthermore, this localized heating method may also
be applied to other lower temperature solders.
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ABSTRACT

MEMS (microelectromechanical systems) with very high

quality factors are essential for several applications like ultra-fast

and high precision actuators and sensors. Thermoelastic damping

is a fundamental dissipation mechanism that always imposes an

upper limit on the quality factor of these devices and needs to be

understood properly for the accurate prediction of the quality

factor. The general theory of thermoelastic damping developed by

Zener [1] and later modified by Lifshitz and Roukes [2] has been

used extensively for studying thermoelastic damping in MEMS.

The general theory is applicable for MEMS beams undergoing

simple harmonic oscillations in the flexural mode. However, under

electrostatic actuation, which is the most popular mode of

actuation in MEMS, the nature of the thermoelastic damping in

MEMS can be significantly different from that predicted by the

general theory of thermoelastic damping. This is due to the

nonlinear coupling between the electrostatic force and the

displacement of the microstructure giving rise to complex

oscillations. The general theory of thermoelastic damping is

modified in this paper for predicting thermoelastic damping in

MEMS under arbitrary electrostatic actuation forces.

INTRODUCTION

MEMS devices are being developed for a variety of

applications like accelerometers [3], inertial sensors [4], chemical

sensors [5] and RF filters/oscillators [6]. In most of these

applications, having a high quality factor results in reduced

readout errors, lower power requirements, improved stability and

increased sensitivity. Thermoelastic damping (TED) [1] is one of

the fundamental dissipation mechanisms that is inherent to the

system (cannot be completely eliminated by improved design or

fabrication) and is found to impose an upper limit on the quality

factor of MEMS devices [2]. The effect of thermoelastic damping

on the quality factor of MEMS devices has been studied

extensively using both the general theory of thermoelastic

damping [1, 2] for simple MEMS structures like microbeams [7]

and also using finite element based physical level

(thermomechanical) models for MEMS devices with complex

geometries like gyroscopes [8], where the general theory

(applicable for beams) is not accurate. In this paper, thermoelastic

damping in MEMS under electrostatic actuation (the most

commonly used mode of actuation in MEMS) is studied. The

nonlinear electrostatic force can give rise to complex (non-simple

harmonic) oscillations under normal operating conditions [9] for

which cases thermoelastic damping cannot be predicted correctly

using the general theory of TED. The general theory of TED is

modified in this paper for the accurate prediction of thermoelastic

damping/quality factor in MEMS under arbitrary electrostatic

actuation. This modified theory can be conveniently (fast and

accurate) used in the design and analysis of MEMS devices.

GENERAL THEORY OF THERMOELASTIC

DAMPING

The general theory of thermoelastic damping developed by

Zener [1] and later modified by Lifshitz and Roukes [2], has been

used extensively to study the effect of TED on the quality factor of

MEMS beams and is found to give good agreement with

experimental results for simple harmonic oscillations in the

flexural mode of the MEMS beams [7], [10]. According to the

Zener’s theory the quality factor due to thermoelastic damping of a

beam undergoing simple harmonic motion in the flexural mode,

QTED , is given by [1]

z

zp

TED
TE

C
Q

2

0

2

)(1ˆ
(1)

where E is the Young's modulus, is the coefficient of thermal

expansion, T0 is the absolute temperature; p is the specific heat

under constant pressure of the beam material and is the angular

frequency of excitation. z is the relaxation time of the first mode

of vibration given by z = b2/( 2 ) [1], where is the thermal

diffusivity of the beam material and b is the beam thickness. Thus

the expression 1/QTED (measure of the amount of energy

dissipated) has a maximum value of E 2T0 /(2 p) when z = 1.

Zener’s theory (Eq. 1) was made more accurate in [2] by Lifshitz

and Roukes using the 1-D beam theory and 1-D heat conduction

equation. The equation of motion for a beam under thermoelastic

damping is given by [2]
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where is the density of the beam material, A and I are the cross-

sectional area and the mechanical contribution to the moment of

inertia of the beam, respectively and U is the displacement of the

beam in the y-direction. x axis is defined along the length of the

beam and y and z axes are along the thickness and width direction

of the beam, respectively. The term IT (the thermal contribution to

the moment of inertia) is given by

A
T dydzyI (4)

where =T-T0 is the change in the temperature from the

equilibrium temperature T0. The linearized heat equation

(assuming « T0) along the y-direction (temperature gradients

along the other directions are assumed to be negligible) is given by

[2]
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The coupled thermoelastic equations (Eqs. 3-5) are solved by

assuming simple harmonic motion and substituting
tiexUtxU )(),( 1 and

tieyxtyx ),(),,( 1 (6)



into Eq. 5 and getting the temperature profile along the beam

1(x,y). The expression for the temperature profile is next

substituted into Eq. 3 and a frequency dependent Young’s modulus

E is obtained. The quality factor can be computed from the real

and the imaginary parts of the E (see [2] for details) as
1

32
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where = b[ /(2 )]1/2. Both these theories (the Zener’s theory

and the Lifshitz and Roukes’s theory) are based on the assumption

that the motion of the beam is simple harmonic and would fail to

predict accurately the thermoelastic damping in beams under

complex oscillations (non simple harmonic motions) which can be

present under electrostatic actuation.

THERMOELASTIC DAMPING UNDER

ELECTROSTATIC ACTUATION: MODIFIED THEORY

Electrostatic actuation in MEMS is realized by applying a

potential difference (combination of a dc and an ac voltage)

between the microstructure (for example, a micro-beam) and the

ground plane. The electrostatic force generated is nonlinear in

nature and can give rise to complex nonlinear oscillations of the

microstructure [9], [11]. A modified theory is presented here to

study the effect of these complex oscillations on thermoelastic

damping/quality factor in MEMS under electrostatic actuation.

The modified theory solves the coupled thermoelastic equations

(Eqs. 3-5) by assuming
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where NT is the number of harmonics considered. The modified

theory replaces Eq. 6 in the general theory by Eq. 12 for the

expressions for the displacement U(x,t) and the temperature

profiles (x,y,t) in the beam. Substituting Eq. 12 into Eq. 5 gives
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for N > 0, where kN = (iN / )1/2, E = E 2T0/ p and 0(x,y) = 0. IT

can be computed from Eqs. 4 and 13 as
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which is substituted into Eq. 3 to obtain a frequency dependent

Young’s modulus EN for each of the harmonics N > 0 as

)}(1{1 NfEE EN (15)

and E0 = E. f(N ) in Eqs. 14 and 15 is given by
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The stiffness and the damping constant of each of the harmonics

KN and CN can be computed from the real and the imaginary part

of the corresponding EN , respectively, using

NNN pECiNK (17)

where p is a constant that depends on the type of beam (for

example p = 8EI/l3 for a cantilever beam of length l [12]). While

the value of KN is found to be negligibly affected by the

thermoelastic effects and can be assumed to be equal to KN = K =

pE (for example 8EI/l3 for a cantilever beam) for all values of N,

the value of CN is found to be
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for N > 0 and where N = b[N /(2 )]1/2 (Note that C0 = 0). At this

point, a mass-spring-damper (MSD) model of MEMS is introduced

into the modified theory (to compute the overall damping constant

and quality factor) and is given by
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where M is the mass of the beam, C and K are the overall damping

and stiffness constants of the beam, respectively, and Fe is the

electrostatic force that depends on the undeformed gap g, the area

A of the micro-beam facing the ground electrode, the displacement

u, the permittivity of vacuum and the applied voltage V. A

voltage of the form V = Vdc+Vace
i t is considered, where the real

and the imaginary parts of ei t corresponds to a cosine or

sinusoidal ac excitation, respectively. Harmonic balance analysis

[13] of Eq. 19 is done by substituting the expression
NT
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into Eq. 19 and the closed form expressions for uN are obtained by

equating the coefficients of eiN t for N = 0,1,2,…,NT to zero.

While M and K are known in the left hand side of Eq. 19, the

thermoelastic damping force can be expressed in terms of CN as
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The closed form expression for uN for N > 2 is given by
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where R = P/2-1 and L = 1 when P is even and R = (P-1)/2 and L

= 0 when P is odd. (I) is the summation of the combination of

all possible pairs uJuK for J + K = I and J < K. u0 is obtained in a

closed form from the solution of the equation
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and u1 and u2 are obtained as
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The overall damping coefficient can be computed from the total

amount of energy dissipated per period E using C and the values

of CN for N = 0 to NT, and equating them as
1
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where N is the absolute value of uN. The quality factor of the

system can be computed using the relation
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where max is the maximum absolute value of u in a period,

computed from Eq. 20.

RESULTS

A silicon cantilever beam of dimensions: length = 200 µm,

thickness = 5 µm and width = 10 µm, is considered and the effect

of electrostatic actuation on the thermoelastic damping coefficient

and quality factor of the beam is studied here by comparing the

results obtained from the general theory and the modified theory.

The material properties used for the beam are given in [7]. The

resonant frequency of the beam is found to be 138 KHz and the

dynamic pull-in voltage is 44.5 V from the MSD model.

Considering the expression for the electrostatic force Fe given in

Eq. 19, when the applied voltages are small (far off from pull-in),

Fe can be written as
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for sinusoidal excitation as u « g. Defining r = Vac/(Vdc+Vac), when

the dc bias is dominant (dc operation) r 0 and when the ac

voltage is dominant and the dc bias is zero (ac operation), r = 1.

Fig. 1 shows the variation in QTED with the excitation frequency

for (a) dc operation and (b) ac operation in the MEMS cantilever

beam. Zener’s model evaluated at f = /(2 ) (the excitation

frequency) matches with the modified theory for dc operation

(where the motion is simple harmonic). For ac operation, Zener’s

model evaluated at 2f matches with the modified theory as the

oscillations are still simple harmonic but at twice the excitation

frequency.
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Figure 1. Comparison between the general and the modified

theories under small applied voltages for (a) dc operation (r 0)
and (b) ac operation (r=1).

However, for intermediate values of r between 0 and 1, the

electrostatic force Fe contains both the first and the second

harmonic components of the excitation frequency. As a result, the

oscillations also have both these two components in them giving

rise to non simple harmonic oscillations for which case, the

general theory of TED is expected to fail. The actual thermoelastic

damping constant C and quality factor QTED in that case can be

predicted by the modified theory as shown in Fig. 2.
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Figure 2. Variation in thermoelastic damping coefficient C and

QTED in the MEMS beam at f = 100 KHz with r predicted by the

general and the modified theories .r is varied by simultaneously

increasing Vac (.001 to 1) and decreasing Vdc (1 to 0) linearly.

When the applied voltages are large (close to pull-in), the

nonlinearity in the electrostatic force due to Fe 1/(g-u)2 becomes

important and can give rise to complex oscillation [11]. These

complex oscillations can significantly alter the values of the

damping coefficient and quality factor as shown in Fig. 3 for the

MEMS beam. The modified theory shows several spikes in the

value of C and QTED as it varies with f at 42 V dc and 2.8 V ac.

This is due to the presence of higher order harmonics (see Fig. 4)

in the oscillations introduced by the Fe 1/(g-u)2 nonlinearity at

these large voltages. Zener’s model does not capture any of these

spikes.
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Figure 3. Variation in thermoelastic damping coefficient C and

QTED in the MEMS beam with the ac excitation frequency f at a

large dc bias of 42 V (near pull-in) and a large ac voltage of 2.8 V

(near ac pull-in).

Fig. 4(a) shows the harmonic balance analysis of the MSD

model indicating the presence of several higher order harmonics in

the oscillations of the MEMS beam at 42 V dc and 2.8 V ac. The
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N-th harmonic is found to spike at the N-th superharmonic

frequency other than at the resonant frequency (110 KHz at 42 V

dc). As the different harmonics have different damping

coefficients CN (which are evaluated in the modified theory and

shown in Fig. 4(b)), the overall damping coefficient/quality factor

changes with the variation in the relative strengths of the different

harmonics (the first ten harmonics were considered in our

analysis).
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Figure 4. Variation in (a) strength of the harmonics with the

excitation frequency from the harmonic balance analysis of the

MSD model and (b) CN with the excitation frequency obtained

from the modified theory.

As the ac voltage is gradually increased (from 0.001 V ac to

2.5 V ac) under the 42 V dc bias, the difference between the two

theories start to become significant as shown in Fig. 5. In fact at

0.001 V ac, the modified theory and the general theory gives the

same values of C as the higher order harmonics are not significant

at such small ac voltages. As the ac voltage increases, the higher

order harmonics become stronger and the modified theory deviates

from the general theory of Zener/Lifshitz and Roukes (spikes are

formed at the superharmonics of the excitation frequency).
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Figure 5. Deviation of the modified theory from the general theory

as the ac voltage increases at 42 V dc in the MEMS cantilever

beam. As the ac voltage increases, the higher order harmonics in

the oscillations become stronger forming the spikes in variation of

C with the excitation frequency f.

CONCLUSIONS

The general theory of thermoelastic damping is modified in

this paper for application to electrostatic MEMS. The nonlinear

electrostatic force present under electrostatic actuation can give

rise to complex oscillations in the system which cannot be

accounted for by the general theory (based on simple harmonic

oscillations). The modified theory takes into account these higher

order harmonics present in the oscillations due to nonlinear

electrostatic force to compute the overall damping coefficient and

quality factor accurately.
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ABSTRACT

This paper evaluates two commercially available dry etch

processes for releasing integrated RF MEMS devices. The first is

an oxygen microwave plasma removal of a Diamond-Like Carbon

(DLC) sacrificial layer and the second is a XeF2 vapor phase

removal of an amorphous silicon (a-Si) sacrificial layer. The

studied techniques were selected for compatibility in fabricating

monolithically integrated RF-MEMS devices within the

interconnect levels of CMOS and Bi-CMOS technologies. To

determine the etch rate of the sacrificial release layer, test wafers

were fabricated using a simple 1-mask lithography level that

allows direct observation of the release etch through a dielectric

membrane. Effects relating to changes in the release etch rate are

documented and discussed. Additionally, the ability of XeF2 to

extract sacrificial layers through small via holes, and bulk vs.

thin-film etching of a-Si for MEMS release etches are presented.

The results of this study demonstrate that both oxygen microwave

plasma removal of DLC and XeF2 vapor phase etch of a-Si can be

used to manufacture RF-MEMS devices using high volume CMOS

interconnect manufacturing processes.

INTRODUCTION

A common process element in the fabrication of MEMS

devices is the removal of a sacrificial layer to release the

micromechanical device from a substrate. Ideally the release

process removes the sacrificial layer quickly and cleanly without

altering the micromechanical element. In a more specific

application, such as integrating RF-MEMS devices in CMOS

interconnect levels [1-2], the release process must also not degrade

the existing structure or devices. While many processes exist to

remove sacrificial layers [3], we have studied XeF2 etching of Si

sacrificial layers and O2 microwave plasma etching of Diamond-

Like-Carbon (DLC) sacrificial layers. Both of these techniques

work well in the aforementioned application where the sacrificial

layer is typically less than 1.0 m thick and the micromechanical

beam is primarily SiO2. In addition, Si and DLC are compatible

with CMOS fabrication lines and can be deposited by many

different techniques. The commercially available process tools

used to perform the release etch are an Applied Materials APS +

chamber for the O2 microwave plasma process and a Xactix X3

Xetch ® system.

The efficiency of the release etch can be influenced by

geometric relationships that evolve as micromechanical structures

are being released. Even small displacements of the

micromechanical beams during the release etch can have

significant effects. In this report we have fabricated structures to

facilitate evaluation of both XeF2 and O2 microwave plasma

release etching processes. The test devices were made identical to

compare the two processes and gain a general understanding of the

etch behavior. Structures to evaluate release etching of a sacrificial

layer through via holes and of bulk Si sacrificial layer etching

were also explored. For demonstration purposes, fully integrated

RF-MEMS CMOS integrated switches were fabricated and tested

to verify compatibility of these processes with interconnect

structures. Both techniques resulted in MEMS switches with

insertion loss < 0.5 dB.

EXPERIMENTAL DETAILS

The test samples used to evaluate the two release etch

processes are shown in Figure 1 with optical photographs of an

example device before and after the release etch. The fabrication

process for these samples is as follows: for the a-Si release

samples, the Si wafer is first thermally oxidized to form a 100 nm

thick SiO2 layer to protect the Si wafer from being etched in the

XeF2 process. For the DLC samples the thermal oxide layer was

not required. The next step is to form the sacrificial layer which

for DLC was deposited by PECVD with post 400 oC annealing and

the a-Si samples were deposited by DC sputtering. After the

sacrificial layer deposition, the dielectric membrane was

deposited. For the a-Si release structures a single layer of PECVD

SiO2 1000 nm thick was deposited at 400oC. In the case of the

DLC a sandwich structure of SiN 35 nm/SiO2 1000 nm/SiN 35 nm

was deposited by PECVD at 400oC. SiN is required to gain good

adhesion between the DLC and SiO2. To minimize stress distortion

a top layer of SiN was added to “balance” the stress gradient of the

structure. Lastly, the samples are coated and patterned with

photoresist, etched with RIE to open the dielectric stack down to

the release layer and the resist is then stripped in-situ with an O2

plasma. The O2 resist strip process does remove the DLC in the

open areas but is timed such that no detectable undercut occurs.

Figure 1. Top: Optical photos of structures prior to release

(left) and after release (right). Bottom: Schematic view of silicon

test vehicle (left) and DLC release (right).
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O2 MICROWAVE PLASMA RELEASE ETCH

An Applied Materials APS+ microwave strip chamber was

used to perform the O2 microwave plasma release etches. The

chamber uses IR lamps to directly heat the wafer which is placed

slightly downstream of the waveguide that introduces the

microwave into the chamber [4]. Key advantages to this platform

for etching are the lack of ion bombardment to minimize

sputtering effects and the application of heat to enhance the etch

rate of the DLC. In these experiments wafer pieces were used and

placed on a 200 mm wafer to allow for simultaneous processing on

different structures. In all cases the gas chemistry was kept

constant (O2 3000 sccm and N2 200 sccm) at a total pressure of 2

Torr.

Two sets of samples were fabricated to optimize the O2

microwave plasma release process. The first set was made with a

300 nm DLC sacrificial layer. After release, the membrane was

under slight tensile stress, and had very little stress related

distortion. In the second set of samples, a range of DLC

thicknesses was deposited (100 nm. 200 nm, 400 nm and 800 nm)

to evaluate the release etch rate as a function of sacrificial layer

thickness. However, the dielectric membrane for these samples

was deposited using a different PECVD reactor and upon release

were found to have highly distorted membranes. This was later

determined to be from a temperature variation during the PECVD

SiO2 deposition that increased the compressive stress of the

dielectric membrane and added a negative stress gradient within

the SiO2 layer.

As a result, upon release the membrane deflected downward

towards the substrate, as shown for the device in Figure 2A. This

deformation effectively narrows the release gap and causes an

uneven removal of the sacrificial layer. High temperature

annealing (450 oC) was used to minimize the stress magnitude and

gradient to the point where the etch front was uniform. The stress

effects were still apparent however as shown in Figure 2B. For

comparison the device shown in Figure 2C is from the first sample

set with a 3000 nm DLC sacrificial layer, and with a slightly

tensile membrane and no stress gradient. White light

interferometric measurements were used to measure the membrane

deflection at mid length of the cantilever for samples after 10 min

O2 microwave plasma etch. A deflection of 10 nm to 50 nm

towards the substrate was observed for the set of samples with

stress related distortions, and no deflection was detected for the

sample that was free of stress related distortions.

Figure 2. Optical photograph of released test samples

(cantilever 27 m x 60 m). Deformations in A shows a highly

stressed membrane with uneven release front in as-deposited

membrane. After annealing, sample B (with a 400 nm DLC

sacrificial layer) demonstrates a reduced compressive stressed

membrane. Sample C has a 300 nm DLC sacrificial layer, tensile

membrane with no stress gradient and no stress related distortion.

To optimize the O2 microwave release process, wafer

temperature and microwave power were varied. Shown in Figure 3

is a plot of the lateral undercut depth as a function of wafer

temperature. As expected, the etch rate increases rapidly with

increasing temperature, reaching rates as high as 6 m/min. All the

samples appear to have equal release etch rates until temperatures

above 250 oC. The difference in lateral etch rate at higher

temperatures may be due to diffusion limiting effects. In addition,

deflection in the released membrane, which is larger for these deep

undercuts, may play a significant role.
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Figure 3. Plot of lateral etch depth vs. wafer temperature

during O2 plasma microwave release at 1400 W for a 5 min.

release etch.

The effect of microwave power on the release etch rate is shown

in Figure 4. A near linear increase in rate was observed up to 500

W, after which the release etch rate slowed and eventually

remained constant. At this point the plasma may be at a critical

density and not increase [5]. Another possible explanation for the

release rate to level off would be if physical sputtering were

occurring, acting as to mask the release layer. However no SiO2

loss was observed for a 25 min 1400 W etch.
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XeF2 RELEASE ETCH

All Si etching experiments were performed using an X3

Series XeF2 etching system manufactured by Xactix [6]. The XeF2

etching is a gas phase process with no plasma and is performed at

room temperature (although the Si etching process is exothermic in

nature [7]). The XeF2 release etch is a cyclical process where XeF2

gas is introduced into a process chamber, allowed to react for a

pre-determined dwell time, and pumped out. Gas pressure is

established in a separate expansion chamber prior to introduction

into the process chamber. The process chamber pressure is 3.4

times lower than the pressure reported here which is measured in

the expansion chamber. The amount of Si etched can be controlled

by the number of pulses, as well as XeF2 pressure and

concentration using N2 as a dilutant. The samples etched for each

experiment had Si exposed over 1.6% of the top surface dielectric

area, and were 2x2 cm chips with the Si wafer edge exposed (a

total of 0.66 m2). The a-Si sacrificial layers were 100, 200, 400,

600, 800 or 1000 nm thick. These samples were also annealed at

450 oC prior to release to reduce the as-deposited stress gradient.

After release, the deflection for a 60 m long cantilever was ~ 1

m.

Due to the large selectivity between Si and SiO2, all samples

were etched in DHF (100:1) for 15 sec followed by a DI water

rinse to remove any native oxide from the Si layer. Samples which

did not receive this pre-processing step required an additional 20-

30 cycles of XeF2 in order to break through the native oxide before

any etch could be observed [7]. The etch rate of thermal SiO2 was

measured to be ~60A for 20 cycles with 1.5T XeF2 and 10T N2.

To study the effect of XeF2 concentration on the release etch

rate, two sets of samples were run at 1.5 and 3.0 Torr. A higher

XeF2 concentration is expected to lead to a faster etch rate as

illustrated in Figure 5. However the release etch rate increased far

more than expected. It is known that the XeF2 etch is not 100 %

efficient [7] and this data suggests the efficiency is pressure

dependent. The decrease in release rate at high pressure for thinner

sacrificial layers is likely diffusion related. Similar dependencies

on aperture vs. lateral etch depth for thin film etching were

reported for 3 Torr XeF2 etches [7].
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Figure 5. Measured lateral etch rate with varying XeF2

pressure. Both sets were run for 10 cycles, each 30 sec.

Lateral etch rate was also measured as a function of dwell

time by varying the dwell time from 5 to 60 sec for three

sacrificial layer thicknesses. As seen in Figure 6, the amount of

etching is relatively independent of dwell time. From this

experiment is evident that the etch process happens in the first few

seconds upon exposure of Si to XeF2. The independence of

exposure time was also observed for samples etched with 3.0 Torr

XeF2. This observation contradicts earlier reports on an increase in

lateral etch of poly-Si with increasing pulse duration [7].

Furthermore, no pressure increase was observed in the process

chamber during the etch process. As presented, this data supports a

self-limiting effect or a reactant limited etch process. More

experiments are in progress to determine this more accurately.
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Adding nitrogen to raise the process pressure resulted in an

increase in overall release etch rate with a maximum observed for

10 Torr N2 and 1.5 Torr XeF2 as shown in Figure 7. The additional

nitrogen pressure increased the reaction rate of the physisorbed

XeF2 by as much as a factor of 3 while it also enhanced limited

reactions.
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Figure 7. Measured normalized effect of N2 pressure on

lateral etch rate. Maximum etch rate is obtained for with N2

pressure of 10 Torr (10 cycles, 30 sec 1.5 Torr XeF2)

To compare bulk Si etching, samples were prepared with a

single layer of patterned thermal SiO2. Figure 8 shows a

comparison between lateral etch rate for a thin film and bulk

sacrificial layer. The lower undercut rate for a bulk release is not

unexpected since more material is being removed, and should be

factored in when releasing MEMS devices from a bulk

Si-substrate. Thus, devices which depend on dielectrics and metals

with low etch selectivity to Si should utilize a thin film over bulk

release process as to minimize the exposure to XeF2.
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COMPARISON OF RELEASE PROCESSES

Figure 9 shows a comparison between the O2 and XeF2

release process. For the O2 release process, the effective etch rate

decreases with lateral etch depth. This is caused by the effective

surface area increase of DLC as the release etch depth increases.

The flux of excited O2 species entering the release area is

determined by the geometry of the membrane cutout, which

remains constant. Both release processes show a decrease in etch

rate for a thin sacrificial layer, due to diffusion limitations and

stress related deformation of the structural layer. It is important to

note that most RF-MEMS devices typically need about 10 m to

20 m of a lateral etch to fully release all devices.
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Figure 9. Comparison of lateral etch depth vs. etch time

for a 250 oC 1400 W O2 microwave plasma and 30 sec pulsed

1.5 Torr XeF2 – 10 Torr N2 Si release process.

Release can also be carried out through a dielectric film with

small holes, which may subsequently be pinched off for wafer-

level packaging by thin-film encapsulation. This was previously

described in detail for the DLC process using the O2 plasma

release process [1]. Figure 10 shows SEM pictures of a sacrificial

layer removal using XeF2 dry etch to extract a 300 nm thick a-Si

film through 0.25 m diameter x 1.0 m tall holes in a 1 m thick

SiO2 film.

Figure 10. SEM image of cleaved sample of hole grid

pattern for XeF2 a-Si release through a top dielectric layer

with 0.25-um wide holes 1.0 m tall. The nominal gap is

300 nm.

SUMMARY

The results of this study demonstrate that both O2 plasma

removal of DLC and XeF2 vapor phase etch of a-Si can be used to

manufacture RF-MEMS devices using high volume CMOS

interconnect manufacturing processes. Both techniques can extract

a sacrificial release layer through small vias, which is a

requirement for thin-film encapsulation packaging of RF-MEMS

devices at wafer level. For large lateral undercuts (>20 m), XeF2

is superior as compared to microwave plasma etching as the

release rate decrease is less pronounced. Measured RF

performance of ohmic switches fabricated both with DLC and Si

release layers have demonstrated excellent RF characteristics.
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Abstract:

We report here the determination of Young’s modulus
of bottom-up synthesized nanowires. AFM force-distance
spectroscopy was performed at the mid-point of nanowire

bridges fabricated using microfabrication techniques. The
deflection per unit force was calculated from the difference in
slope of the force distance curve on the nanowire bridge and a
non-deformable surface. Young’s modulus of the nanowires was
subsequently deduced from the solution of the first mode of the
Euler-Bernoulli beam equation with fixed-fixed boundary
condition and a concentrated point load at the mid-point. The
dimensions of the bridge were determined from atomic force
microscopy (thickness) and field-emission scanning electron

microscopy (length and width). We believe this method provides
significant improvements on previously reported methods and
can be used in any other nano-beam systems to measure their
mechanical properties.

Introduction:

Understanding of mechanical properties of nanoscale
materials, such as nanotubes or nanowires (NWs/NTs) is

essential for their applications in nanomechanics 1, NEMS
devices 2, sensors 3, and nano- electronic 4, 5. Unfortunately
many macroscopic techniques for measuring mechanical
properties, e.g., tensile test, cannot be done routinely at
nanoscale. As a result, nanomechanical measurements still
remain a challenge and advances in reliable methods to perform
these measurements are currently needed.

Atomic force microscopy (AFM) based techniques

play a key role in such measurements. Wong et al. 6 first
reported elegant utilization of lateral force microscopy (LFM) to
determine Young’s modulus of single clamped non-suspended
silicon carbide nanorods and multiwall carbon nanotubes
(MWNTs). Song et al. 7 also used LFM to measure the elastic
modulus of vertically aligned ZnO nanowires. Due to the
uncertainty in the lateral dimensions, length, and cross-section
of the nanowires intrinsic to this method, the measured values of

Young’s modulus showed fairly large variation 7. However, for
vertically aligned nanostructures with short length and low
density, this method can be a convenient approach. Salvetat et al.
showed that bending of MWNTs 8 or single-walled carbon
nanotubes (SWNTs) ropes 9 could be measured under contact-
mode AFM, allowing the extrapolation of both elastic and shear
moduli.

Recently, nanoindentation has emerged as an
alternative technique to measure the Young’s modulus and

hardness of materials such as ZnS nanobelts 10 and silver
nanowires 11. Nanoindentation is basically an AFM-based
method, in which a diamond cantilever is used first as an
imaging probe to locate the NWs, and then is used to indent the
NWs in-situ. Force-displacement curves can be obtained for
both load and unload situations and the morphology of the
indent can be scanned sequentially. The hardness is given by
analysis of the indentation and the Young’s modulus is obtained

from the unloading force-displacement curve 11. The main
benefits of this technique are that it does not require clamping
on the ends of NWs and gives a quantitative measurement of

hardness at nanoscale. In general however, it is not a satisfactory
technique due to its destructive nature and the uncertainty in
relating the sort of deformation (dislocation or plastic) occurring
in the nanomaterials to the Young’s modulus and hardness.

In this paper, we report a generic, AFM-based method
to measure the Young’s modulus of nanowires, using ZnS
nanowires as an example. We have successfully fabricated
clamped-clamped suspended nanobridges on Si substrates by
standard microfabrication techniques. AFM was then used to
locate the nanobridge and force-distance (FD) spectroscopy was
performed at the middle point of the nanobridge. The slope of
the FD curve obtained on the nanowire bridge can be compared
with that obtained on non-deformable substrates to obtain the

Young’s modulus. The interaction between the nanobridge and
the AFM tip was modeled by the Euler-Bernoulli beam equation
with a fixed-fixed boundary condition and a concentrated point
load. The Young’s modulus of the nanowire was then deduced
after an accurate determination of the bridge dimensions using
AFM (thickness) and field-emission scanning electron
microscopy (FESEM) (length and width). For the example of
ZnS nanowires, the measured Young’s modulus ranged from 45-

65 GPa, which is about 10-20% smaller than that of the bulk.
We believe this method can be used for any other nano-beam
systems to measure their mechanical properties. ZnS nanowires
were chosen as our study material because, as they have
electroluminescent properties, they promise to be important in
creating nanoeletronic and nano-optic devices 13.

Fabrication:

Nanowire nanobridges, shown schematically in Figure
1, were fabricated by dispensing bottom-up synthesized
nanowires on a silicon wafer, followed by definition of end-
clamping pads by microfabrication and a final vapor phase XeF2

vapor phase release. The ZnS nanowires were grown by pulsed
laser vaporization method 12 and exhibit wurtzite structure with
a rectangular cross section and lengths of more than ten microns.

Figure 1: Schematic diagram of force-distance spectroscopy
on a nanobridge. The nanobridge, which is fixed by Au/Cr
thin films at both ends, is across a trench in Si substrates.



Details about growth and characterization of these nanowires

with SEM, high-resolution TEM, and selective-area electron

diffraction can be found elsewhere
13, 14

. The as grown

nanowires were then dispersed into ethanol by ultrasonication to

obtain a metastable suspension. Several drops of this suspension

were dispersed by spin coating onto a clean and native oxide

removed silicon substrate. The Si substrate with ZnS nanowires

was then dehydration baked for 5 minutes at 200°C on a hot

plate. Lift-off photo resist LOR-1A (Microchem Corp.) was

applied to the substrate and spun for 1 minute at 2,000 RPM,

resulting in about 150 nm in thickness. A soft bake at 180°C for

5 minutes on the hot plate followed. Subsequently, photo resist

SPR-3012 was applied to the substrate and spun for 1 minute at

4,000 RPM, resulting in a thickness of about 1,200 nm. The

wafer was soft baked at 100°C for 1 minute. After exposure and

development, in MF-CD-26, the samples were transferred into

an e-beam evaporator where 10 nm Cr and 40 nm Au films were

deposited sequentially. Lift-off was carried out in 60°C bath of

Remover PG (Microchem Corp.). Finally, XeF2 etching was

carried out to release the nanowire and a trench with a depth of

~ 500 nm in Si substrate was achieved. Figure 2 shows an

FESEM (Leo 1530) image of the resulting nanobridge. The

image shows that the etched surface in the trench is locally

uniform and the bridge is clear of other materials. The depth of

the trench is important since if the trench is too deep, the

nanobridge may become unclamped. If the trench is too shallow,

there might be some residual supporting pillars underneath the

nanobridge, which will result in erroneous FD spectroscopy

measurements. From our experiments, we believe 500 - 1000

nm depth is sufficient. Our device structure looks similar to a

recent report on mechanical properties of Au nanowires
15

,

however it should be noted that report used focused ion beam

milling to define the trench, followed by deposition of the

nanowires, AFM manipulation to position the nanowires, and e-

beam induced deposition of platinum clamping pads. Our

method is significantly simpler and provides higher yield as

there is no risk of nanowires falling into the trenches during

manipulation.

Method:

The principle of performing FD spectroscopy on a

nanobridge is illustrated in Fig. 1. The nanobridge was first

located under contact-mode AFM. Then the AFM cantilever,

with a calibrated force constant of 0.13-0.17 N/m, was brought

into contact with the middle point of the nanobridge where FD

spectroscopy was performed. To avoid breaking the nanobridge,

the amount of total force and Z-scanner range was limited.

Typical FD curves show the approaching (non-

contact), jumping to contact due to van der Waals forces or

capillary forces (snap-on), contact, adhesion and pull-off

characteristic regimes
16

. For a hard and non-deformable sample,

the slope of the FD curve in the contact regime gives the spring

constant of the AFM cantilever. Figure 3 shows a schematic

diagram of the linear part of FD curves obtained on a non-

deformable substrate (solid line) and a deformable substrate,

e.g., the nanobridge. The deflection of the nanobridge at a

certain force is given by, "Z = #Z ( f0) $ Z( f0) indicated on the

horizontal axis.

For the nanobridge, due to its elastic compliance, the

Z-scanner moves further for the same applied force. As a result,

the FD curves obtained from a deformable substrate have

smaller apparent slope, as indicated by dashed line. The

deflection of the nanobridge at a certain force f0 is given by:
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where tan! and tan" are the slopes of the FD curves in the linear

contact regime. The force per unit deflection is:
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The out-of-plane displacement Z of the nanowire

bridge, upon the application of the point load due to the AFM

cantilever tip, can be characterized by the Euler-Bernoulli beam

equation
17

:

)(
04

4

xxf
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Zd
EI != " (3)

where E is the Young’s modulus, I is the area moment of inertia

and x0 is the position of the load. The coordinates have been

defined in Figure 1. The assumption made is that E and I do not

change along the length of the beam. The area moment of

inertia, I, is "d
4 64 for a cylindrical beam with a diameter of d,

whereas for a rectangular beam with a width w and a height h
12

3whI = 18
. Using the fixed-fixed boundary condition, the

solution to Eq. (3) is given by
17

:

)2/0(),43(
48
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LxxL
EL

fx
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where L is the total length of the nanobridge, which can be

measured from AFM and FESEM. The negative sign means the

deflection is downwards. At x=L/2, the deflection #Z will be

Figure 2: FE-SEM of an actual nanobridge

Fig.3: Ideal linear part of the force-distance (FD) spectra.
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Then the Young’ modulus E can be expressed as:
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The first term in this formula is the force per unit deflection,

measured by FD spectroscopy; while the second term is a

geometrical factor associated with the dimension (i.e., length

and the area moment of inertia) of the nanobridge. The

geometrical factor can be determined by AFM and FESEM with

good accuracy. For ZnS nanobridges with a rectangular cross

section, eq. (6) can be specifically written as:
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Results:

Figure 4 shows an AFM image taken at contact mode.

Clear contrast of the trench and the nanobridge is observed.

Figure 5 shows two typical FD curves obtained on substrate

(blue curve) and the middle point of the nanobridge (red curve).

The nanowire appears large in the AFM scan because of the tip

size, as evidenced by the repeated structures in the trench. It is

consistent with our above analysis on FD spectroscopy that the

slope of the linear regime of the FD curve obtained on the

nanobridge is lower in comparison with that obtained on the

substrate. Least-square fitting was performed to extract the slope

for both FD curves. Nanobridges with variable lengths (~ 2-10

µm) and different cross sectional dimensions have been

measured. Table 1 lists all the results including the geometrical

factor determined from AFM and FESEM, slopes for

nanobridges and substrates, the calculated f/#Z , and the

calculated Young’s modulus according to Eqn.(7). From Table

1, we can see the measured Young’s modulus is reasonably

consistent. The overall average value is about 54.0 ± 5.5 GPa,

which is about 25% less than the bulk value of 75 GPa. This

error value also indicates that our method more precise than

previously reported methods which consistently have errors of 8

GPa or greater
6,7

. The only methods with better reported

precision are nanoindentation
10

(0.2-3.5 GPa) and lateral AFM

bending
10

(1.1-11 GPa), both of which are destructive methods.

It is worthwhile to point out that the adhesion force

between Au film and Si is about 60 nN, much stronger than that

between AFM cantilever and ZnS nanobridge. The adhesion

forces between the AFM cantilever and the Au film are quite

consistent while the adhesion forces between Si cantilever and

the ZnS nanobridges varies from sample to sample ~ 0-15 nN. In

fact, some of the nanobridges even show negligible adhesion

forces. This variation is probably due to the fact that the surface

varies from wire to wire. HRTEM has shown that these ZnS

nanowires have a very thin amorphous layer with unknown

composition
13, 19

. The small adhesion forces between AFM

cantilever and ZnS nanobridge provide us two advantages: (i)

The nanobridge will not be broken during approach of the AFM

cantilever into contact with the bridge (snap-on), so FD

spectroscopy can be non-destructively repeated; and (ii) The FD

spectroscopy is still performed in the linear regime for the

nanobridge. However, we do want to emphasize that the

nanobridges are fragile and can be easily broken due to any

carelessness during AFM operations. Slow scan rate and a slow

scanning direction perpendicular to the nanobridge are required

to minimize such accidental damage.

Discussion:

In contrast to our assumption of uniform cross-section

for the nanowires, several reports have reported a modulation of

the cross-sectional dimensions along the length of the nanowire

axis
14, 20

. This modulation actually leads to a symmetry

breaking of the surface potential and therefore surface optic

22..55 µµm

A

B

Fig.4: Contact mode AFM image of a ZnS nanobridge.

Fig.5: Force-distance curves obtained on the substrate for

calibration (blue) and at the middle of the nanobridge (red).

Table1: Tabulated results for several nanobridges. The

geometric factor is from the second term in Eqn.(7).
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phonons are activated in Raman scattering
14, 20

.

Microscopically, in our FESEM and AFM images we have

observed that the cross section (width in FESEM and height in

AFM) of the nanobridge has some variations. Additionally we

have observed a 5% variation from wire to wire. We think that

this variation in width can explain the dispersion of the values of

final Young’s modulus. Additionally we are in the process of

testing the precision of these measurements with multiple

measurements on the same wires. With improvement of the

geometrical factor, the accuracy of the Young’s modulus

measurement using this method can be improved.

It is still a matter of speculation whether the Young’s

modulus at nanoscale is different than that of bulk material, or at

what scale the Young’s modulus will be substantially different.

It has been reported recently that the Young’s modulus of Au

nanowires (40-250 nm) is independent of diameter while the

yield strength is diameter-dependent and is 100 times larger than

that of the bulk materials
15

. On the other hand, it has also been

reported that 1D Al and Au nanostructures show a decrease in

the Young’s modulus in comparison with bulk state
21

. In

semiconducting nanowires, the measured Young’s modulus in

LFM
7

and nanoindentation
10

both show a reduction compared

with that of the bulk materials. Our measured values of Young’s

modulus for ZnS nanowires are consistent with other reports on

reduction of Young’s modulus in the nanoscale
7, 10

, showing a

10-20% reduction as compared to bulk values.

Conclusion:

We have used force-distance spectroscopy to study the

mechanical properties of ZnS nanobridges, fabricated by

standard microfabrication method. The interaction between the

concentration forces exerted by AFM cantilevers and the

nanobridge was modeled by the Euler- Bernoulli beam equation

with a fix-end boundary condition. The Young’s modulus was

determined by a geometrical factor, which can be measured by

AFM and FESEM, and a term of force per unit deflection,

measured by force-distance spectroscopy. For ZnS nanowires,

we measured the Young’s modulus to be 51.5±7.5 GPa, which is

a 30% decrease compared with bulk ZnS. We believe this

method based on force-distance spectroscopy and the model

analysis can be used for other one-dimensional nano-beams

down to 10 nm regime with the help of several steps of

microfabrication.
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ABSTRACT

In this article, we present an inductively coupled plasma
(ICP) based dry anisotropic dielectric etching process. The reactive
ion etching system employed SF6/Ar based chemistry and was
used to define high aspect ratio features in materials such as glass
(Pyrex® 7740), single crystal AT and Y cut quartz, and
piezoceramics. An etch rate of 0.536 µm/min at a rms surface
roughness of 1.97 nm was obtained for Pyrex samples using an
optimized recipe comprising of SF6 flow rate of 5 sccm, Ar flow
rate of 50 sccm, 2000 W of ICP power, 475 W of substrate power,
substrate holder temperature of 20°C, and distance of substrate
holder from ICP source to be 120 mm. Use of a similar recipe to
etch bulk lead zirconate titanate (PZT) resulted in an etch rate of
0.32 µm/min. We used Design of Experiment (DOE) methodology
to optimize the etching process with respect to etch rate and rms
surface roughness. Regression using least square fit was used to
define an arbitrary etch rate number (Wetch) and an rms surface
roughness number (Wrms) as a function of eight correlated process
parameters, namely ICP power (WICP), substrate power (Wsub),
flow rate of gases (QSF6, QAr), operating pressure (Pprocess),
temperature of substrate (Tsub), and the distance of the substrate
from the source (D). The etching process, its optimization and
quantification techniques presented in this article present very
useful tool for MEMS fabrication and packaging applications.

INTRODUCTION

Future innovations and improvements in navigational grade
inertial microsensors, optical waveguides, high frequency crystal
oscillators and filters, microactuators, and nano air vehicles etc. are
going to increasingly rely on the successful micromachining of
materials such as glass, quartz, piezoelectric ceramics etc. A high
speed, anisotropic, etch process is required for defining high aspect
ratio features to realize resonators, actuators, and passive structural
elements in a microsystems. In this study, we used an inductively
coupled plasma based reactive ion etching system employing
SF6/Ar chemistry to accomplish high speed anisotropic etching of
quartz, Pyrex, bulk PZT, etc. We present results on process
optimization to achieve high etch rate along with minimum rms
surface roughness of the etched features. Control over the
properties of etched surfaces is important for MEMS devices given
their large surface area to volume ratio. Surface imperfections
results in creation of loss channels in active components, and
structural defects in passive components, resulting in loss of
microsystem functionality and reliability.

Pyrex substrates were used for optimizing the etch process
for quartz, glass, etc. For the etch process optimization for
piezoceramics, PZT-4 substrates were used. The 4” Pyrex® 7740
wafers (double sided polished) were cleaned thoroughly with
Acetone/Isopropyl Alcohol (IPA) followed by piranha clean (1:1
H2SO4:H2O2) for one hour. A seed layer, consisting of 200 nm of
gold with 20 nm of chromium as an adhesion layer, was
subsequently e-beam evaporated on the cleaned glass (Pyrex®

7740) surface. The etch patterns were then delineated on the seed
layer using standard lithography and wet etching steps [1]. The
patterned 4” wafers were diced into individual 1” dies. A thick

layer (5-10µm) of nickel was then electroplated onto the seed layer
on the 1” dies. A standard run time of one hour was used for all the
samples.

In the case of PZT substrates, finely lapped PZT-4 substrates
were cleaned using acetone/isopropyl alcohol (IPA) followed by
descumming in oxygen plasma. A 100 nm chromium (Cr) adhesion
layer and 350 nm gold (Au) seed layers were deposited via
electron beam evaporation on the cleaned PZT substrates. A thick
Ni layer (2-5µm) was then electroplated on the Au seed layer. The
electroplated PZT substrates were thereafter diced into smaller 1
cm square dies. The PZT dies were mounted onto an aluminum
substrate using Fomblin™ oil. After the etching step, the Ni hard
mask was stripped using isotropic wet etching of the gold seed
layer. The details of the fabrication sequence can be found

Figure 1: (a)Alpha-step and AFM image of the surface obtained

after 1 hour (20.3 µm) etching of Pyrex (b) SEM image of the etched
feature in bulk PZT for minimum feature size of 3 µm. Almost

vertical sidewalls were obtained. Also can be seen is the

electroplated nickel on the top of the pillars acting as a hard mask
during the etching process.

Ni

PZT

(b)

(a)

20 µm
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elsewhere [2-4].

For both the samples, the etch rate was determined from the 
step height of the etched feature. The rms surface roughness (only 
for the etched Pyrex substrates) along with step height (for both the 
substrates) was measured using a stylus profilometer. Additionally, 
atomic force microscope (AFM) and scanning electron microscope 
(SEM) was used to characterize the properties of the sidewalls and 
for accessing the quality of the etched features in terms of their rms 
surface roughness.

DESIGN OF EXPERIMENT (DOE) 

One of the primary problems with the optimization of 
etching process is the large number of process variables and the 
complex interaction between them. It typically requires an 
impractically large number of runs to come up with the optimized 
process to obtain the desired etch rates and the rms surface 
roughness. Use of scientific process optimization methods such as 
Design of Experiment (DOE) can traditionally reduce the number 
of runs required. However, even then the number of runs can be 
too large to be practical. For example, in one of the related studies, 
we used a combination of SF6/C4F8/Ar/O2/CH4 based chemistry for 
etching Pyrex [3]. Optimization of the etching process with such a 
large number of variables, 10 in that case will typically require 210

(1024) sample runs. In such as a case, the process space can be 
divided into subspaces to further reduce the number of runs.  

A. Etching of Pyrex 

For the Pyrex wafers, a standard DOE methodology 
employing two factorial design was used to study the variation of 
etch rate and rms surface roughness as a function of the process 
parameters. We optimized the process conditions to obtain the 
highest etch rate with minimum possible surface roughness. Four 
process parameters, ICP power (500 W - 2000 W), substrate power 
(100 W – 475 W), SF6 flow rate (5 sccm – 50 sccm) and Ar flow 
rate (5 sccm – 50 sccm) were optimized as part of DOE. It was 
possible to obtain an etch rate of 0.536 µm/min and rms surface 
roughness of 1.97 nm at an ICP power of 2000 W, substrate power 
of 475 W, SF6 flow rate of 5 sccm, and Ar flow rate of 50 sccm 
[5]. The other process parameters were distance of the substrate 
holder from the source which was fixed to be 120 mm, temperature 

of substrate holder which was fixed at 20ºC. The pumping system 
was operated at full capacity so that the pressure during etching 
was between 1-2 mTorr.  Figure 1 (a) shows the AFM image of the 
surface generated after the etch step. Also shown in inset of Figure 
1 (a) is the side view of the etch profile. Almost vertical side walls 
were obtained. The apparent non-vertical angle of the sidewall in 
the stylus profile is due to finite dimension of the tip of the 
profilometer and hence is not a true measure of the sidewall angle. 

The etch rate and rms surface roughness were found to 
improve with increasing ICP power, substrate power, and Ar flow 
rate (Figure 2 (a), (b), and (c)). However, for increasing flow rate 
of SF6, the etch rate increased whereas rms surface roughness 
decreased (Figure 2(d)). For increasing operating pressure (Figure 
2(e)) and distance of substrate from source (Figure 2(f)), both the 
etch rate and rms surface roughness deteriorated.  

B. Etching of bulk PZT 

In this case, we optimized the process conditions to get the 
best etch rate, and we did not consider the rms surface roughness 
of the etched features. The focus was on achieving maximum 
anisotropic profile of the etched features. An SF6/Ar based process, 
similar to the one used for etching Pyrex, was used to etch PZT. A 
high etch rate of 0.32 µm/min was achieved. Figure 1(b) shows 3 
micron by 3 micron pillars etched into bulk PZT ceramic substrates 
using optimized SF6/Ar based chemistry. As in the case of Pyrex 
etching, the etch rate increased with increasing ICP power, 
substrate power, and increasing flow rates of Argon and SF6

(Figure 3 (a), (b) and (c)). 

Given the same recipe that was used to etch Pyrex worked 
for etching of PZT, the authors believe that the optimized process 
is similar to ion milling [6, 7], with addition of SF6 providing the 
chemistry and enhancing the etching process. Without the 
chemistry provided by fluorine ions and radicals, the etching 
process in ion milling primarily relies on eroding the surface using 
incident energetic ion beam. In the present case, the fluorine ions 
and radicals react with atoms on the surface of the sample (Pyrex 
or PZT), forms reaction products and the incident beam of 
energetic ions aids in the desorption of the reaction products from 
the surface of the sample. Also, the incident ions help in deeper 
penetration of fluorine based ions and radicals into the surface of 
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Figure 2: Variation of etch rate and rms surface roughness with (a) Substrate Power, (b) ICP power, (c) Ar flow rate,  (d) SF6 flow rate, (e) operating 

Pressure and (f) Distance from source  for etching of Pyrex. The lines in the graphs are fit to the data and are given by equations 1-6 in the text. 
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the sample, thereby accelerating the etching process.  

REGRESSION FOR PROCESS QUANTIZATION 

For the quantification of the etch process, it is useful to 
define a quantitative measure of the etch rate and rms surface 
roughness in terms of process parameters. Etch characteristics 
which vary monotonically with respect to the process parameters 
can be easily modeled using power law. Use of such power law 
metrics, for parameters which do not vary monotonically with 
process parameters, results in significant errors in the quantization 
process. However such errors can be significantly reduced by use 
of additional higher order terms in the quantization metric. For the 
quantization process, the data was arranged in a m by (n+1) matrix, 
where m are the total number of runs and n is the total number of 
process parameters used in the quantization process. The last 
column in the matrix consists of value of the etch parameter, i.e. 
rms surface roughness or etch rate, that is being quantized. This is 
followed by using a computer program such as Mathematica® to 
regressively fit a nonlinear power law equation by minimizing the 
least square error. The fitting equation can be expressed as – 
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where, W is the arbitrary number relating etch characteristics to the 
process parameters, ai and aj are the fitting parameters, PPj are the 
process parameters whose effect on the etch characteristics are 
being quantized. Rewriting the equation by taking exponentials on 
both sides – 
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which is the form of equation that is being used in this paper to 
express the etch parameters in terms of process parameters. The 
higher order terms, given by the third term in equation (1) are 
required only when the variation of etch characteristics with 
respect to process parameters is not monotonic. We can call these 

terms as “correction factors” to the power law model used for the 
quantization process. The correction terms are a result of 
interaction between different components of the process space or 
where the change in etch parameters as a function of process 
parameters is not monotonic. Without the correction factors the 
spread of data is significant and hence the description in terms of 
the reduced etch parameters becomes less meaningful.  

(a) For SF6/Ar based Pyrex etching: From the least square fit to 
the data in our experiments, an etch rate number (Wetch) was 
defined, as  

))(ln094.0exp(
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where WICP is the ICP power in Watts, Wsub is the substrate power 
in Watts, QSF6 is the flow rate of SF6 in sccm, QAr is the flow rate 
of Ar in sccm, Tsub is the substrate temperature during the process 
in ºC, Pprocess is the ambient pressure during the process in mTorr, 
and D is the distance from the ICP source of the substrate holder in 
mm. The etch rate can now be defined as - 

etchetch aWR =  or )ln()ln()ln( etchetch WaR +=           (4) 

where Retch is the etch rate in µm/min and “a” is a proportionality 
constant that relates etch rate to the etch rate number. The 
parameter a and the powers of the process parameters in equation 
(3) were determined using least square fit to the data. The value of 
ln(a) from the least square fit from the data was obtained to be -
3.2. Expression of the data in this form results in the plot of 
ln(Retch) with respect to ln(Wetch) to be a straight line with a slope 
of unity as shown in Figure 4 (a). A surface roughness number 
(Wrough) was defined in a similar way as 
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where the parameters are defined as in equation (3). The rms 
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surface roughness can now be defined as – 

roughrough bWR =  or )ln()ln()ln( roughrough WbR +=             (6) 

The parameter “b” and the powers of the process parameters 
in equation (5) were determined using least square fit to the data. 
The value of ln(b) from the least square fit from the current data 
was obtained to be 14.95. The plot of ln(Rrough) to ln(Wrough) lie 
along a straight line with a slope of unity as shown in Figure 4 (b). 
Once etch rate and rms surface roughness numbers are defined for 
a given etch tool and a given material, it can be used to predict the 
expected etch rate for any given set of process parameters. 

(b) For SF6/Ar based PZT etching: An etch rate number (Wetch)
was similarly defined as a function of the above four correlated 
process parameters for bulk PZT samples. The etch rate number 
was defined as follows – 

018.0
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where Wicp is the top ICP power in watts, Wsub is the substrate 
power in Watts, QAr is the flow rate of Ar and QSF6 is the flow rate 
of SF6 in sccm. The etch rate can now be defined as – 

etchetch cWR =                                   (8) 

where Retch is the etch rate in µm/min. As in the case of Pyrex, the 
constant “c” and the exponents of the process parameters in 
equation (1) were obtained the fit of the etch data. As expected, 
expression of the etch data in this form results in graph of natural 
logarithm of Retch against the natural logarithm of Wetch to be a 
straight line as shown in Figure 4(c). An R2 value of 0.96 is 
obtained from the fit which indicates a good fit to the data with 
low spread of data points along the straight line. The value of 
constant “c” was obtained to be 2.3x10-6.

CONCLUSIONS 

We have demonstrated a high speed dielectric etch process 
while maintaining control over the rms surface roughness of the 
etched features which is important for MEMS applications. We 
used an ICP-RIE system lined with magnets for generating high 
density plasma at minimum operating pressures (1-2 mTorr). By 
optimizing process conditions, we were able to obtain an etch rate 
of 0.536 µm/min and an rms surface roughness of ~1.97 nm for 
Pyrex samples. At the same time, an etch rate of 0.32 µm/min was 
obtained for bulk PZT substrates. Using a standard factorial design 
of experiment methodology, we were able to ascertain effect of 
various process parameters on etch rate and rms surface roughness. 
Additionally quantitative metrics called etch rate number and rms 
surface roughness number were defined by least square fitting the 
etch data to a function dependent entirely on the process 
parameters. The demonstrated process can be used for rapid and 
controlled anisotropic etching of dielectrics for MEMS fabrication 
and packaging applications.  
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ABSTRACT 

This paper reports a simple lateral lamination scheme for the 
fabrication of multilayer piezoelectric actuators. The fabrication 
scheme consists of dicing of a high-d33 piezoelectric coefficient 
lead zirconate titanate (PZT) material, photolithographic high-
aspect-ratio SU-8 definition of electrical isolation, and 
micromolding of conductive polymer electrodes. Backside and 
inclined UV exposure has been exploited to secure the 1mm-thick 
SU-8 pillar definition of internal electrodes and to prevent the 
formation of a tapered SU-8 pillar shape that allows electrical 
short paths. An electrically conductive polymer composite (ECPC, 
silver-PMMA: 40 vol% Ag) has been utilized for making moldable 
electrodes. In fabrication and actuation, it is advantageous to have 
the isolation structures and the electrodes to be both made with 
polymeric materials so that they have similar thermal and 
mechanical properties. An 8-layer device is successfully fabricated 
and tested. A displacement of 0.63 micron is achieved at 100V 
driving voltage, which agrees well with finite element simulation 
results.  

INTRODUCTION

Piezoelectric actuators are used in a number of applications 
such as precision positioners for metrology and interferometry, 
ultrasonic transducers, and scanning microscopes [1-3]. The 
miniaturization of these and other piezoelectric components is 
important for the development of compact, low-driving voltage, 
and cost-effective devices. In order to have reasonable 
displacement at low voltage, often a multilayer piezoelectric 
scheme is utilized. Compared to their single layer counterparts, 
multilayer piezoelectric actuators offer several advantages such as 
low driving voltages while maintaining high electric fields 
necessary for actuation, rapid response time, and high 
electromechanical coupling [4]. A typical lamination scheme (Fig 
1a) relies on a vertical stack of alternating layers of electrodes and 
piezoelectric layers, where each lamination step requires 
electrodes to be deposited and patterned or aligned [2, 3]. 
Alternatively, a planar fabrication method can be utilized to form a 
lateral multilayer piezoelectric actuator, in which a series of 
vertical grooves are cut into a PZT crystal and metallized with 
appropriate isolation to form a lateral multilayer structure. Such a 
structure was demonstrated using electroplating of electrodes 
followed by laser-assisted etching of PZT and electrodes [5]. 
However, process challenges of electroplating in deep grooves as 
well as issues with the laser assisted etching were also reported.  

To avoid these difficulties, we propose an alternative, simple, 
and cost-effective lateral lamination scheme (Fig 1b) for a 
multilayered piezoelectric actuator.  The process involves PZT 
dicing, photolithographic definition of high-aspect-ratio SU-8 
pillars for electrical isolation, and micromolding of ECPC 
electrodes.  This approach overcomes the reported process 

difficulties of [5], while simultaneously maintaining the 
advantages of multilayer piezoelectric actuators. 

Electrode

PZT

Electrode

PZT

                                          (a) 

   

PZT Electrode (PMMA/Ag)

SU-8

PZT Electrode (PMMA/Ag)

SU-8

                                        (b) 

Figure 1. Lamination architectures for multilayer piezoelectric 
actuator: (a) conventional vertical stack lamination, (b) proposed 
lateral lamination 

In this study, an effective photolithographic patterning 
scheme for the 1mm-thick isolation structure has been 
demonstrated. Specific advantages associated with the molding of 
internal electrodes include: (1) the ECPC casting through high-
aspect-ratio trench is time-effective, compared to the long 
processing time of an electroplating approach; (2) the ECPC 
electrodes alleviate void formation issues which may occur during 
the plating through the deep trenches; (3) the silver-PMMA 
composite has mechanical and thermal properties similar to those 
of the isolation SU-8, which increases the stability of the actuator. 
Using these schemes, the PZT actuator has been designed, tested 
and characterized. 

FABRICATION 

Figure 2 illustrates the fabrication process of PZT multilayer 
actuators.  The 1mm-thick PZT plate used in this study is a 
commercialized high-d33 piezoelectric coefficient, hard ceramic 
plate (PZT 855, APC International Ltd.). A proven fast and 
economical approach, dicing, is used to fabricate freestanding PZT 
fins.  Because no high-temperature process is involved, there is no 
thermal stress or shrinkage as might be present in more traditional 
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processes such as sol-gel or sintering.  A 20 x 20 x 1mm PZT plate 
(2a) is mounted on a glass substrate using adhesive and diced into 
150 micron-wide ‘fins’ with a spacing of 165 micron defined by 
the thickness of the diamond blade used (2b). The diced PZT plate 
is transferred to a second PDMS-coated glass slide and remains on 
the glass slide for the rest of process.  A thick epoxy-based 
negative photoresist SU-8 (SU-8 2025, Microchem Co.) is then 
cast over the diced PZT plate.   SU-8 pillars for electrical isolation 
are formed between the fins in alternating gaps by 
photolithography (2c).  The pillar-to-pillar separation distance is 
3.5mm.   A double-layer (50nm-thick titanium and 2 micron-thick 
copper) is deposited on the PZT structures as well as the SU-8 
isolation pillars. The thickness of the copper layer on the sidewall 
ranges from approximately 100nm to 2 micron due to the non-
uniform coating of the sputtered metal in the deep trenches.  A 
silver-PMMA (40 vol% Ag) ECPC blend is prepared and cast into 
the gaps between the PZT fins, and then vacuum-cured at 65ºC 
(2d).  After the excess polymer and metal on top of the PZT are 
polished away, the sample is diced into separate devices with any 
desired number of layers (2e).   Multilayer devices, e.g, 10-layer 
devices with a dimension of 4 x 3 x 1mm are then released from 
the substrate.  Electrical leads are applied on both the left and right 
sidewalls.  The devices are then poled by applying a 2 kV/mm 
electric field in the transverse direction of the layer (2f) at room 
temperature.  

PZT

SU-8

SU-8

PZT

PMMA/Ag

a b

c d

e f

PZT

SU-8

SU-8

PZT

PMMA/Ag

a b

c d

e f

Figure 2. Fabrication process 

SEM micrographs of diced PZT fins with SU-8 pillars are 
shown in Figure 3. The top view shows the uniform cuts with a 
PZT width of 150 micron and a spacing of 165 micron. Viewed 
from an angle, the SU-8 connects are found to be quite well-
leveled with the PZT fins, with a tolerance of approximately 2 % 
over the 1mm-tall SU-8 pillar.  

 However, the SU-8 pillars are tapered down from the top to 
the bottom as shown in Figure 3(b) and Figure 4(a). It is attributed 
in part to non-uniform SU-8 crosslinking over the high-aspect-ratio 
pillars (1:7) resulting from residual solvent gradient in the thick 
pillar and optical dose variation between the top and bottom 
portions. Because the optical exposure is from the top side, the top 
layer is overexposed and the bottom layer is relatively 
underexposed, which results in the variation of the lateral 

dimensions of the developed SU-8 structures. The same situation 
applies to the back-side exposure as illustrated in Figure 4(b). The 
undesired gaps between SU-8 and PZT could lead to electrode 
shorting. 

SU-8 isolation

(a)

(b)

Figure 3. SEM images of diced PZT fins with SU-8 pillars for 
electrode isolation: (a) top view, (b) oblique view 

Figure 4. (a)Tapered SU-8 pillar formed from front-side exposure, 
(b) tapered SU-8 pillar formed from back-side exposure and (c) 
back-side inclined exposure scheme for fabrication SU-8 isolation 
pillars with conformal contact  
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An improved method of photo-patterning SU-8 electrical 
isolation pillar structures is through back-side inclined exposure as 
shown in Figure 4(c) [6]. Schematic views of the process itself as 
well as the comparison with front-side and back-side exposures are 
shown in Figure 4. The experiment is started with deposition and 
patterning of 50nm-thick titanium and 200nm-thick copper on top 
of a glass substrate. The metal pre-patterning is utilized for pillar 
definition using back-side exposure. A layer of 20  micron-thick 
SU-8 2010 is spin-coated as an adhesive layer and baked at 65ºC 
for 5 min and then at 95ºC for 15 min on a hotplate.  A PZT plate 
20 x 20 x 1mm in size is mounted on the prebaked SU-8 layer, and 
baked at 150ºC for 6 hours to bond two pieces together through 
thermally crosslinking SU-8.  The PZT plate is diced into 150
micron wide ‘fins’ with a spacing of 165 microns in alignment 
with the pre-patterned substrate.  This substrate is subsequently 
exposed from the back vertically (i.e. at an incident angle of 90º 
from the substrate), then exposed at 95  and 85º incident angles.
SEM micrographs of diced PZT fins with SU-8 pillars formed by 
back-side exposure are shown in Figure 5. The magnified image in 
Figure 5 shows the desired conformal contact between SU-8 pillars 
and the sidewall of PZT layer. 

(a) 

(b)

Figure 5. (a) SEM images of diced PZT fins with SU-8 pillars 
formed by back-side inclined exposure, (b) magnified image of two 
SU-8 pillars 

CHARACTERIZATION 

Before the testing of the multilayer piezoelectric actuators, 
the conductive polymer composite is first tested for its 
effectiveness as an electrode material for the PZT actuator. Thin 
slabs of PZT with a thickness of 150 micron and a lateral 
dimension of 20 mm x 1 mm are prepared. Silver-PMMA ECPC 
(40 vol% Ag) blend is applied on both sides of a single slab of 
PZT. For comparison purposes, PZT thin slabs with sputtered 
metal electrodes and with ECPC electrodes on top of sputtered 
metal electrodes are prepared as well. The property of ferroelectric 
polarization versus electric field (P-E) of each type is measured at 

0.1 Hz using a Sawyer-Tower circuit [7] at room temperature. The 
P-E property is measured under an unpoled condition in all three 
cases.  

Figure 6 shows the P-E hysteresis loops of a single PZT slab 
with different electrodes. For a desired remanent polarization value 
(Pr) of 0.25 C/m2, the electric fields required for ECPC-only, 
ECPC on sputtered metal, and sputtered metal-only electrodes are 
3.7kV/mm, 2kV/mm, and 1.35kV/mm, respectively. The sputtered 
metal structures help reduce the required electric field and are 
favorable for low voltage applications.  Accordingly, a sputtering 
step should be added before the molding the ECPC electrodes in 
the multilayer fabrication process.   

-0.35

-0.25

-0.15

-0.05

0.05

0.15

0.25

0.35

-4 -3 -2 -1 0 1 2 3 4

 Electric Field (kV/mm)

P
 (

C
/m

2 )

Cu

PMMA/Ag

Cu+PMMA/Ag

Figure 6. P-E hysteresis loop for a single PZT layer with three 
types of electrodes 

Laterally-stacked actuators with 8 and 10 layers have been 
successfully fabricated.  Fig. 7(a) and 7(b) show a 10-layer and a 
part of an 8-layer stack actuator, respectively.  Figure 8 shows the 
P-E hysteresis loops of a single PZT slab and of an 8-layer 
actuator with the same type of electrodes.   

1 mm
SU-8 isolation

PZT Electrode

\

                                                  (a)

(b) 

Figure 7. (a) Optical microscopy image of a 10-layer PZT 
actuator with conductive polymer electrode, (b) SEM image of an 
8-layer PZT actuator (Note a probe wire has been attached) 
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Figure 8. P-E hysteresis loop for a single PZT layer and an 8-
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As shown in Figures 8, the multilayer PZT actuator has a 
hysterisis loop similar in shape to that of a single layer structure, 
with the former having a lower coercive field value (0.84 kV/mm) 
than the latter (1.17 kV/mm), which indicates better polymer 
electrode coverage on the sidewall of the multilayer actuator.  The 
multilayer PZT actuator also exhibits a slightly asymmetric 
hysteresis behavior.  

Finite element simulation is carried out to obtain the 
displacement of an 8-layer actuator as a function of applied 
electric field using ANSYS. The simulated displacement result for 
an 8-layer actuator at a driving voltage of 100V is 0.505 micron as 
shown in Figure 9. Experimental results for actuator displacement 
are measured using a laser displacement sensor (LK-G32, 
Kenyence Co.) under quasistatic conditions (0.5Hz). Figure 10 
illustrates the FEM results and experimental results of the top layer 
displacement of the actuator as a function of electric field for an 8-
layer device. The experimental results for displacement exhibit 
obvious linearity and agree reasonably well with the simulation 
result. The discrepancy may have resulted from the difference 
between the d33 used in the simulation, which is a manufacturer-
specified d33 value of 630×10-12 m/V, and the actual d33 value of 
the PZT layer after repoling the PZT in a transverse direction from 
the original polarization. The calculated d33 value from the 
displacement measurement is 787×10-12 m/V. 

Figure 9. FEM simulation result for an 8-layer actuator at a 
driving voltage of 100V  
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Figure 10. Top layer displacement of an 8-layer actuator as a 
function of applied electric field (maximum field of 0.66 kV/mm 
achieved at a voltage of 100V) 

CONCLUSIONS

Laterally-stacked multilayer PZT actuators have been 
fabricated using diced PZT multilayer, high aspect ratio SU-8 
photolithography and molding of electrically conductive polymer 
composite electrodes. This fabrication process is simple and 
straightforward compared to previous lateral lamination 
approaches.  An 8-layer device has shown a displacement of 0.63 
micron at 100V driving voltage, agreeing reasonably well with 
simulation results. The results indicate that the fabrication process 
of lateral lamination provides a valuable alternative for making 
compact, low-voltage multilayer piezoelectric micro-actuators. 
The fabricated PZT structures may be suitable for applications in 
microfluidics (as a microvalve or micropump actuator) and in 
optical zooming of camera lens.  
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ABSTRACT 

An investigation on outgassing is presented in micro-vacuum 
packages fabricated using Au-Si eutectic bonding.  Without 
getters, package pressures ranging from 2 to 12 Torr were 
observed—it was shown that these relatively higher micro-vacuum 
pressures are consistent with outgassing theory.  Using 
NangettersTM, pressures ranging from 1 to 16 mTorr were 
achieved.  Fourteen devices were kept in a controlled environment 
and tested for 437 days with ±2 mTorr variation in pressure.  Five 
devices from this lot were taken out of the controlled environment 
and incidentally exposed to 40ºC temperatures and low frequency 
vibration resulting in wide fluctuations in pressure.  Exposing these 
devices to 150 ºC up to 21 hours served as a “burn-in” step, 
stabilizing pressures at just above 10 mTorr.   Pressures varied by 
no more than ±1 mTorr for the remainder of the 100 hours at 
150°C and for 50 thermal cycles from -65 to 150°C.   

INTRODUCTION 

Low-cost, simple, reproducible, stable hermetic/vacuum 
packaging technologies are required for many micro-devices such 
as inertial sensors (~100 mTorr), infrared sensor arrays (10 mTorr) 
and micromechanical resonators used in RF applications (10 µTorr 
to 760 Torr).  As a result, generic technologies for 
vacuum/hermetic packaging are needed for these and many other 
applications. 

Vacuum/hermetic packaging of devices has been 
investigated using a number of approaches including thin film 
encapsulation, anodic bonding, glass frit bonding and various 
solder bonding techniques, demonstrating pressures ranging from 1 
mTorr to 1 Torr [1-4].  These studies do a very good job of 
explaining the fabrication process but report very little on 
reliability testing.  A number of companies have also developed 
vacuum packages and some have reported good long term testing 
results.  Most notably, Raytheon reported stable long term testing 
results for 940 days at 4 mTorr [4].   

Throughout the vacuum science literature, much work has 
been reported on developing and improving macro-scale vacuum 
systems and on the study of the effects of outgassing [5, 6].  Here 
an effort is made to apply some of this theory to micro-cavities 
(1x10-9 to 1x10-6 liters), in particular focusing on outgassing 
effects.  In [1] we presented a wafer-level packaging technique 
based on Au-Si eutectic wafer bonding, for achieving pressures 
below 10 mTorr with a yield of 80% using thin-film 
Nanogetters™[7] (Figure 1).  Here, we report on the long-term 
testing and characterization, outgassing mechanisms, and an 
essential burn-in technique for maintaining pressures in the 
milliTorr (0.1 Pa) range in micro vacuum packages fabricated 
using Au-Si eutectic bonding.  Outgassing was determined as the 
main obstacle for sustaining low vacuum pressures.  Our burn-in 
technique appears to eliminate outgassing effects, allowing for ±1 
mTorr pressure stability even after 100 hours at 150°C and 50 
thermal cycles from -65 to 150°C. 

Fig. 1:  A wafer with 124 vacuum packaged device and a close 
up view of one of the packages. 

BACKGROUND AND THEORY 

Outgassing involves desorption of materials (such as H2O, 
H2, N, O and CO2 and hydrocarbons) from the inside surface and 
bulk of vacuum chambers (Figs. 2a and 2b).  Extensive 
investigations have been conducted to determine how to remove 
these atoms from vacuum systems in order to lower pressures.  
Typically H2O is the dominant outgassing molecule [5, 6].  In 
humid environments (such as a cleanroom), hundreds of 
monolayers of H2O can form on the surface of a wafer.   

In standard vacuum systems the pressure, p, can be 
calculated as a function of time: 

        
S

Q
t

V

S

S

Q
ptp inin +−⋅−= exp)( 0

      (1) 

where p0 is the pressure at the pump, S is the pump speed, V is the 
volume of the chamber, and 

inQ  is the flow rate into the vacuum 

chamber.  This flow rate is generally dominated by outgassing, 

outgQ :

                       
α
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Q h
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where A is a geometrical factor, and a1h and  are fitting 
parameters.   

In the case of a sealed micro-cavity there is only the net flow 
into the cavity, 

inQ .  Assuming no physical leak path, the pressure, 

p, can be determined as: 

dt
V

Q
tp

t outg=
0

)(

Considering Eqs. 1 and 3 the pressure inside a sealed micro-
cavity will be significantly higher than the vacuum chamber it was  

(2) 

(3) 
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Figure 2:  An illustration of a) molecules which have adsorbed on 
the surface or into the bulk of the micro-vacuum chamber, b)
molecules that desorb off of the chamber walls to increase the 
pressure and c) these molecules reacting with the getter to lower 
the package pressure.     
    

sealed in for two reasons:  1) the micro-cavity is not continuously 
pumped as in the case for Eq. 1, and 2) Eq. 3 shows that for a 
given surface area, smaller volumes will cause higher pressures—
thus the larger surface to volume ratio of micro-cavities causes 
higher pressures.       

As a result, without the use of getters, pressures no lower 
than 1 Torr have been reported using anodic, solder or frit bonding.  
Getters are used in macro-scale vacuum systems to aid in 
achieving lower pressures.  They are particularly useful for micro-
scale vacuum packages.  Getters work on the principle that metals 
and alloys such as Ba, Al, Ti, Zr, V and Fe react with hydrogen, 
oxygen, nitrogen and hydrocarbons through oxide and hydride 
formation [7].  In this manner, as illustrated in Fig. 2c atoms are 
removed from the vacuum chamber and the pressure is lowered.  
Getters generally require an “activation step” at an elevated 
temperature at which the native oxide is dissolved away.  For our 
application, the getter was deposited onto the inside surface of the 
cap wafer [1], as shown in Fig. 2.  NanogettersTM [7], provided by 
ISYSS Corporation, were used in this work.  

   ANALYSIS OF VACUUM PACKAGING RESULTS 

In the Au-Si eutectic vacuum encapsulation process detailed 
in [1], cap wafers with Au bond rings were aligned and bonded to 
device wafers with integrate Pirani (vacuum) gauges at 390ºC.  Si 
diffuses into the Au layer at above 363 ºC and the Au-Si eutectic 
forms, melts and adheres to the surface of the device wafer.  In a 
final step, part of the cap wafer is diced away resulting in an array 
of packages across the wafer (Fig. 1).  It is important to note that 
directly before bonding, the wafers are solvent cleaned and rinsed 
in water.  They then go directly from the 35-40% humidity of the 
cleanroom into the SUSS SB6 vacuum bonding chamber.  As 
mentioned earlier, such high exposures to moisture should result in 
100s of monolayers of H2O [6].   

Figure 3 shows the bonding sequence.  The chamber is first 
pumped down to 10 µTorr.  The wafers are held apart using 100 
µm spacers at 345ºC for 1 hour in order to allow for outgassing.  
(NanogettersTM activate around 300ºC, but, because the chamber 
pressure is only 10 µTorr, there is very little reaction between the 
gettering material and the atoms outassing from the wafers and/or 
chamber).  Next the wafers are brought together with 133 kPa of 
pressure (1000 N of force).  The wafers are then heated to 390 ºC 
and held at this temperature for 40 minutes.    

One set of packages was fabricated without evaporated 
getters.   Initial pressures ranging  from 2 to 12 Torr were observed  
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   Figure 3:  The bonding process used for vacuum packaging.        

across the wafer [1] with only a handful of packages showing 
significant changes  in pressure over time.   At first glance, it is not 
intuitive that micropackages sealed in a 10 µTorr vacuum chamber 
would have pressures in this range.  Considering the exponential 
relation between the outgassing rate and temperature [5], it is 
likely that most of the pressure increase happened in the 1 hour the 
wafers spent heating to, holding at and cooling down from 390 ºC 
(Fig. 3).  The 2 to 12 Torr pressures would correspond to an 
average outgassing rate per unit area (

outgQ /A) of 3x10-9 to 2x10-8

liters-T/cm2-s during that 1 hour.  Considering this outgassing rate, 
the wafer dimensions, and the speed of the Varion TriScroll Turbo 
Pump (estimated at 140 cm3/s) in Eq. 1, this level of wafer 
outgassing should account for, at most, a 1 µTorr partial pressure.  
(the rest of the pressure can be accounted for by outgasssing of all 
of the other surfaces in the bonding chamber).    

Figure 4 shows data for packages which showed the largest 
change in pressure over time, where the pressure was converted to 
units of outgassing rate (liters•Torr/[s•cm2]) and graphed verses 
time.  These packaged pressures went from 10 to 14 Torr and 12 to 
27 Torr over a 235 day period.  The graphs in Fig. 4 exhibit the 
power law decay typical for outgassing (Eq. 2).  The observed 
n=1.5 behavior was shown to indicate a high exposure to humidity 
by M. Li et al. [6].  Furthermore, it should be noted, that the 
outgassing rates in Fig. 4 are significantly smaller than those in a 
typical macro-scale vacuum chamber.  In M. Li et al. [6], for 
example, it took 200 hours of pumping at room temperature, to 
reach a 

outgQ /A of 5x10-11 liters-T/cm2-s for a 16 liter chamber 

exposed to various levels of humidity. 
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Figure 4:  A graph illustrating the outgassing rates for two 
packages which were packaged without getters.  These packages 
went from 10 to 14 Torr and 12 to 27 Torr in a 235 day period. 
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 In another set of packaged devices, pressures from 1 to 16 
mTorr were achieved by encapsulating NanogettersTM inside each 
of the micropackages.  This is nearly a 103 times decrease in 
pressure with the addition of NanogettersTM.  Figure 5 shows data 
for 14 devices in which testing continued for an additional 437 
days after packaging in a controlled environment (i.e. limited 
vibration/shock, temperatures of 23±2 °C, etc.).  Less than ± 2 
mTorr pressure fluctuation was observed.   

Figure 6 shows data from 5 packages (packages 1-5) that 
were taken out of the controlled environment after 200 days of 
testing.  These devices were exposed to low frequency vibration 
and temperatures up to 40°C due to transit.  Increases in pressure 
were almost certainly due to outgassing (desorbtion of gasses from 
cavity walls) and subsequent decreases in pressure were likely due 
to gettering (reaction of trapped gasses with the getter).   

Pressure vs. Time 
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Figure 6: Five packages which were taken out of the controlled 
environment (after 200 days).  Large pressure fluctuations were 
observed due to outgassing and gettering.       

TEMPERATURE RAMPING AND BURN IN 

Temperature ramping tests were conducted inside of a 
Tenney Temperature Benchtop oven/refrigeration system.  A 
schematic of the test setup is shown in Fig. 7.  Individual packages 
(as shown in the inset of Figure 1) were diced, mounted and wire 
bonded to dual-inline packages (DIPs).  During testing, these DIPs 
were plugged into high temperature PC board which sat inside of 

the oven.  Leads from the PC board ran to a switch box, which 
allowed for individual testing of each of 9 vacuum packages.  
Vacuum pressures were determined using a computer controlled 
program to direct currents across the Pirani gauges while 
measuring the voltage drop across them.  From this data, the 
thermal impedance was measured and a calibration curve was used 
to convert thermal impedances into pressures.  The test 
methodology for our Pirani gauges are detailed elsewhere [8]. 

Oven (-65ºC to 150ºC) Switch Box

PC Board

Multimeter

Current SourceComputer

Oven (-65ºC to 150ºC) Switch Box

PC Board

Multimeter

Current SourceComputer

Figure 7:  Packaged vacuum sensors were tested inside of an oven 
using a labview program, a current source, a multimeter and a 
switch box to test each sensor during and ever ramping cycles.        

Temperature ramping and cycling tests were conducted on 
the 5 devices from Fig. 6, along with 4 packages without getters (a 
control sample).  Temperatures were first raised to 50, 75, 100 and 
125°C and held for 1 to 2 hours. As shown in Figures 8 and 9, the 
temperature was then raised to 150°C for 100 hours, then to -65°C 
for 7.5 hours and then thermal cycled from -65 to 150°C for 50 
thermal cycles (well exceeding the requirements for MIL-SPEC-
883F Method 1010.8 for thermal cycling).  Packages 1, 3, 4 and 5 
stabilized during the 50°C and 125°C bakes, whereas package 2 
stabilized after 21 hours in the 150°C bake, all at just above 10 
mTorr.  As shown in Fig. 8, for the remainder of the 100 hour at 
150°C, the 7.5 hours at -65°C and the 50 thermal cycles from -65 
to 150°C, pressure fluctuations of smaller than ±1 mTorr were 
measured.   On the other hand, Fig. 9 shows that for the packages 
without getters (packages 6-9) pressures only continue to increase 
with time.  
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Figure 8:   After heat treatment, pressures stabilized in the 
packages from Figure 6.  Pressures continued to be stable even 
after 100 hours at 150°C and thermal cycles from -65 to 150 °C.  
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Figure 5:   Data for fourteen packages which were tested in a 
controlled environment (minimal vibration and temperature 
fluctuation) resulting in less than ±2 mTorr pressure fluctuation. 
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Figure 9: The pressures in packages without getters continue to 
rise with temperature treatment.

In all of the packages, elevated temperatures likely drove 
out atoms from the surface and bulk of the package cavities (i.e. 
causing  outgassing as illustrated Fig. 2b) causing the increases in 
pressure seen in Figs. 6, 8 and 9.  This increase in temperature 
should also provided extra energy for chemisorption of gases into 
the getter (i.e. gettering as illustrated in Fig. 2c), causing the 
pressure to fall in packages with getters.  These competing effects 
explain the fluctuations seen in Figs. 6 and 8.  Holding packages 1-
5 at an elevated temperature for an extended period in Fig. 8 
appears to have caused a majority of the adsorbed atoms to desorb 
from the inside cavity surface and then react with the getter—thus 
stabilizing the package pressure.  Such temperature treatment 
could serve as a “burn-in,” step in order to guarantee future 
pressure stability.   

Figure 10 shows temperature ramping data for two of the 
packages that were packaged without getters.  In this graph, the 
pressures are corrected for the ideal gas law (PV=nRT).  As 
shown, temperatures from 50°C to 150°C caused packages without 
getters to permanently increase in pressure—thus implying 
outgassing.  Cooling to -65°C on the other hand, caused a 
temporary reduction in pressure, suggesting condensation of 
outgassed molecules. 
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Figure 10: Temperature ramping data for two devices packaged 
without getters, from Figure 4, illustrating irreversible pressure 
increase (outgassing) from 50 to 150 °C, and reversible pressure 
change (condensation) from 0 to -65°C. 

CONCLUSION 

An investigation on outgassing was conducted on micro-
vacuum packages fabricated using Au-Si eutectic bonding.  
Packages without getters, sealed at 10 µTorr, ended up with 
pressures ranging from 2 to12 Torr.  It was shown that these higher 
micro-vacuum pressures are consistent with outgassing theory.  
Using NangettersTM, pressures ranging from 1 to 16 mTorr were 
achieved—a roughly 103 times reduction in pressure.  Fourteen 
devices from the same lot were kept in a controlled environment, 
demonstrating pressure fluctuations of ±2 mTorr in 437 days of 
testing.  Five devices from this lot were exposed to 40ºC 
temperatures and low frequency vibration, in transit, thereafter 
showing wide fluctuations in pressure.  Exposing these packages to 
150 ºC for up to 21 hours, all of the package pressures stabilized at 
just above 10 mTorr and remained stable for the remainder of the 
100 hours at 150°C and for 50 thermal cycles from -65 to 150°C.  
It is suggested that such heat treatment could be used as a “burn-
in” step in order to drive out surface molecules in micro-vacuum 
packages and provide extra energy for chemisorption of these 
molecules into the getter.  Further study of these phenomena 
though is required. 
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ABSTRACT

This paper describes a cantilever beam pull-in voltage model 

in terms of beam length, thickness, initial dielectric gap, and beam 

material Young’s modulus.  A closed form beam deflection model 

is described for use with voltage actuated MEMS cantilever beams 

via an underlying mechanically fixed electrode.  Electrostatic force 

is summed over the deflected cantilever beam using a function 

integrated over beam length evaluated from anchor to beam tip.  

The net electrostatic moment is applied normal to the cantilever 

beam tip as a function of the deformed beam displacement angle.  

The proposed model consistently predicted pull-in voltage with 

less error, when compared to empirical and simulated results, than 

previously reported theoretical models without the use of empirical 

correction factors.  Pull-in voltage model prediction was improved 

by over 12% when compared to a previously described theoretical 

model using polysilicon cantilever beam latch measurements as a 

reference.

INTRODUCTION

Multiple electrostatic pull-in models have been previously 

developed over the past decade for use in high-end MEMS 

software simulation tools [1,2].  Typically, these software 

simulation tools are based on finite element analysis (FEA) 

techniques requiring multiple solution iterations distributed 

amongst a plethora of nodes before converging to desired solution 

resolution values.  Finite element analysis simulation provides a 

critical step towards MEMS design optimization and verification 

prior to device fabrication and characterization phases.  However, 

FEA based model solution is not easily implemented via manual 

calculation techniques and can be difficult to include in high-level 

system transfer functions generated during early project definition 

phases.    

MEMS system designers typically desire a more generic 

pull-in relationship [3] between critical beam layout dimensions 

and operational device voltage ranges during early phases of 

project transfer function specification using compact manual 

equation calculations and techniques without the use of empirical 

correction factors [4,5].  This first pass design feasibility approach 

allows the MEMS designer to identify and estimate critical device 

operation parameters to be optimized via computer based 

simulation techniques during subsequent project phases.  

Additionally, these compact models are useful to demonstrate 

generic system input/output parameter trends while training junior 

designers and engineering students.  This is analogous to manually 

derived high-level transfer function approximations typically used 

by CMOS integrated circuit designers to model analog circuit 

blocks prior to system optimization and verification using high-

end SPICE software tools. 

Numerous MEMS applications incorporate singly clamped 

cantilever and/or doubly clamped beams as an integral part of their 

design.  A brief application list includes resonators [6-9], 

vapor/pressure sensors [10-12], accelerometers [13,14], high-Q 

electronic filters [15-16], and micro relay switches [5,17,18].   

Surface micromachined polysilicon cantilever beams 

suspended above an isolated electrode are common throughout 

MEMS commercial applications [13,14]. 

ELECTROSTATIC PULL-IN MODEL 

The cantilever beam is defined in term of length, width, and 

thickness as shown in Figure 1. 
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Figure 1. Polysilicon cantilever beam dimensions. 

The electrostatic moment M1 (1) applied at the beam tip is 

described in terms of the beam displacement v along the x-axis in 

the z-direction [19], where E is the Young’s modulus (150GPa), 

and I is the moment of inertia (2), as shown in Figure 2. 
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Figure 2. Cantilever Beam w/Moment Applied at Free End. 

The beam displacement v along the x-axis in the z-direction 

[19] is given in (3). 
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The electrostatic moment M1 applied at the beam tip (4) 

represents the summed electrostatic force FM along the beam (5) 

multiplied by the resulting beam tip deflection z (6) using beam 

displacement v (3), where z and Ztip are defined at x=L as 

measured from the fixed electrode reference.  Note that the 

magnitude of FM also represents the beam mechanical restoring 

force magnitude.

 MEMS CANTILEVER BEAM ELECTROSTATIC PULL-IN MODEL 
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The z-axis cantilever beam mechanical spring constant for a 

tip applied moment (7) is given by (8). 
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The capacitance between the deflected beam and fixed 

electrode is defined by (9) with substitution shown in (10) and 

simplification shown in (11). 
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The indefinite integral is shown for this function in (12). 
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Model Simplification is possible by setting the electrode 

length equal to the beam length such that r0=0 in (11) and (12) as 

shown in (13). 
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The summed electrostatic force is defined by (13) for static 

electromechanical equilibrium where VM represents the applied 

voltage between the beam and fixed electrode.  Note that FM

represents the system mechanical restoring force (5) and Ztip is the 

distance measured from the fixed electrode to the displaced beam 

defined by (6). 
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The applied beam voltage parameter listed in (13) is 

rearranged in (14) with solution given in (15). 
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The pull-in voltage VMPI [20] given by (16) represents the 

peak voltage (15) satisfying electromechanical static equilibrium 

swept over the beam tip displacement range 0<z<z0 as shown in 

Figure 3.
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Figure 3. Normalized actuation voltage versus normalized beam 

tip displacement.
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The moment of inertia (2) is substituted into (16) and 

simplified as given by  (17) in terms of beam length L, beam 

thickness T, initial dielectric beam gap z0, and the material 

dependent Young’s modulus E.
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THEORETICAL PULL-IN MODEL COMPARISON 

Cantilever beam pull-in voltage has been previously 

described using a novel beam theory model [3] by parameter Vth

and a parallel plate model [21] by parameter VPI as shown in 

Figure 4.  The parallel plate model parameter VPI estimates the 

pull-in voltage to be approximately ½ that predicted by Vth.

Typically, VPI underestimates pull-in voltage.  Similarly, Vth

typically overestimates pull-in voltage.  As beams width is 

increased, Vth typically predicts pull-in voltage with less error than 

VPI.  Maximum beam tip displacement, which has been previously 

measured using a confocal microscope as 0.46 m [22], is more 
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accurately described by Vth when compared to VPI regarding model 

predicted maximum tip displacement prior to pull-in. 

Comparing pull-in voltage magnitudes and beam tip 

displacements we note that Vth and VMPI predict similar maximum 

stable beam tip displacements as 0.45z0 and 0.463z0 respectively.  

This small difference in maximum stable displacement is 

attributed to the similar deflected beam shape functions utilized by 

these models as shown in Figure 5.  Note that the previous model 

directs electrostatic force exclusively along the z-axis, while the 

proposed model applies electrostatic force normal to the beam tip.  

The tip moment applied electrostatic force presented in this paper 

is analogous to the electric field boundary condition regarding 

field lines terminating normal to electrically conductive surfaces, 

such as the deflected beam and fixed electrode surfaces.   
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EXPERIMENTAL RESULTS 
Polysilicon cantilever beam arrays were fabricated on Si3N4

passivated silicon wafers as shown in Figure 6.  The characterized 

polysilicon beam arrays were 160 m long and 2 m thick.  Beam 

widths were varied at 2 m, 4 m, and 6 m.  The initial dielectric 

gap was fixed at 2 m for all beam arrays.  A typical polysilicon 

beam array with 160 m by 6 m by 2 m dimensions is shown in 

Figure 7. 

Capacitance-Voltage (C-V) measurements [22] were 

performed using an HP-4284A LCR meter controlled via LabView 

software.  Electrostatic actuation was accomplished by increasing 

the LCR meter DC bias voltage between the cantilever beam and 

underlying electrode in discrete 50mV increments.  The pull-in 

voltage models are compared to empirical results in Table 1.   

Figure 6. Polysilicon cantilever beam arrays with substrate fixed 

actuation electrodes.

Figure 7. Typical polysilicon cantilever beam array (160 m long, 

6 m wide, and 2 m thick) with underlying actuation electrode 

2 m dielectric gap. 

Table 1. Polysilicon cantilever beam electrostatic pull-in voltage 

model prediction values compared to empirical results.
Beam L = 160u Empirical Fig. 5 Fig. 5 Eq (17) Fig. 5 Fig. 5 Eq (17)
Array T = 2u Pull-in Vth Vpi Vmpi Vth Vpi Vmpi
ID # Width [u] [V] [V] [V] [V] % Error % Error % Error

1 2 14.20 22.28 11.07 19.18 36.3 -28.3 26.0
2 2 14.35 22.28 11.07 19.18 35.6 -29.6 25.2
3 2 14.15 22.28 11.07 19.18 36.5 -27.8 26.2
4 4 15.80 22.28 11.07 19.18 29.1 -42.7 17.6
5 4 16.30 22.28 11.07 19.18 26.8 -47.2 15.0
6 4 15.90 22.28 11.07 19.18 28.6 -43.6 17.1
7 6 17.85 22.28 11.07 19.18 19.9 -61.2 6.9
8 6 17.35 22.28 11.07 19.18 22.1 -56.7 9.5
9 6 17.60 22.28 11.07 19.18 21.0 -59.0 8.2

Multiple polysilicon cantilever beams were observed to 

remain latched [23] to the underlying polysilicon electrode post 

pull-in voltage excitation as shown in Figure 8.  Beams were easily 

released from the underlying electrode using micromanipulator 

probes with no visual electrical current damage or welding 

observed.

ANSYS finite element analysis (FEA) software was used to 

simulate cantilever beam pull-in voltage with simulation results 

compared to theoretical model prediction and empirical results in 
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Table 2.  The 3D solid 122 Ansys element type prediction yielded 

results with less than 0.6% Error when compared to empirical pull-

in data. 

Stiction

Released

Tip

Figure 8. Post electrostatic voltage actuated polysilicon cantilever 

beam tip to fixed electrode stiction.

Table 2. Pull-in voltage simulation results compared to model 

prediction values and average empirical result (6 m wide beams).
ANSYS Ansys Simulated Empirical Fig. 5 Fig. 5 Eq. (17)
Element Element Pull-In Pull-In Vth Vpi Vmpi

Dimension Type [V] Avg [V] [V] [V] [V]
2D Plane82 with plane strain 22.3 17.6 22.28 19.18 18.50
2D Plane82 with plane stress 18.5 17.6 22.28 19.18 18.50
3D Solid122, W=6um 17.5 17.6 22.28 19.18 18.50

CONCLUSIONS

We have presented a closed form algebraic model describing 

MEMS cantilever beam electrostatic actuation and pull-in.  

Maximum displacement of the beam tip is predicted to occur at 

46.3% of the initial dielectric gap just prior to electrostatic pull-in.  

This model accounts for beam deflection applicable to cantilever 

beam and micro-relay electromechanical systems where the 

underlying electrode fully extends to the cantilever beam tip.  The 

proposed beam theory model %Error was compared to empirical 

pull-in voltage measurements for the 2 m, 4 m, and 6 m wide 

beams as 25.8% ( = 0.5%), 16.6% (  = 1.4%), and 8.2% (  = 

1.3%), respectively.  Pull-in voltage model prediction was 

improved by 12.8% when compared to a previously described 

model using polysilicon cantilever beam latch measurements as a 

reference.  We attribute the observed improvement in model 

performance to the tip applied beam moment to represent 

electrostatic force distributed along the beam underside in this 

paper.  Applying the summed electrostatic force under the 

deflected beam normal to the beam tip as a moment reduced the 

system defined spring constant Kz by 33.3%.  Reduction of this 

spring constant was attributed to better pull-in model prediction. 

REFERENCES

[1] E. S. Hung and S. D. Senturia, “Generating Efficient 

Dynamical Models for Micromechanical Systems from a 

few finite-element analysis Runs”,  J. Micromechanical 

Systems, vol 8, pp. 280-289, 1999. 

[2] L. D. Gabbay, J. H. Mehner, and S. D. Senturia, and S. D. 

Senturia, “Computer Aided generation of non-linear 

Reduced-Order Dynamic Macromodels”, J. Micro-

mechanical Systems, vol 9, pp. 262-269, 2000. 

[3] K. E. Petersen, “Dynamic Micromechanics on Silicon, 

Techniques and Devices”, IEEE Transaction on Electron 

Devices, vol. ED-25, no. 10, pp 1241-1250, 1978. 

[4] P. M. Osterberg and S. D. Senturia, “M-Test: A Test Chip 

for MEMS Mechanical Property Measurement Using 

Electrostatically Actuated Test Structures”, J. 

Micromechanical Systems, vol 6, pp. 107-118, 1997 

[5] P. M. Zavracky, S. Majumder, and N. E. McGruer, 

“Micromechanical Switches Fabricated Using Nickel 

Surface Micromachining”, Journal of Micro-

electromechanical Systems, vol. 6, pp 3-9, 1997. 

[6] H. C. Nathanson, W. E. Newel, R. A. Wickstrom, and J. R. 

Davis, “The Resonant Gate Transistor”, IEEE Transactions 

on Electron Devices, vol. ED-14, no. 3, pp. 117-133, 1967. 

[7] K. E. Petersen, “Dynamic Micromechanics on Silicon, 

Techniques and Devices”, IEEE Transaction on Electron 

Devices, vol. ED-25, no. 10, pp 1241-1250, 1978. 

[8] R. T. Howe, “Applications of Silicon Micromachining to 

Resonator Fabrication”, IEEE International Frequency 

Control Symposium, pp. 2-7, 1994. 

[9] W. C. Tang, C. T. Nguyen, M. Judy, and R. T. Howe, 

“Electrostatic Comb Drive of Lateral Polysilicon 

Resonators”, Sensors and Actuators, vol. A21, pp. 328-331, 

1990.

[10] R. T. Howe, and R. S. Muller, “Resonant Microbridge 

Vapor Sensor”, IEEE Trans. Electron Devices, ED-33, pp. 

499-506, 1986. 

[11] C. H. Masrangelo, and R. S. Muller, “Fabrication and 

Performance of a Fully Integrated -Pirani Pressure gauge 

with Digital Readout”, IEEE Solid State Sensors and 

Actuators, Transducers 91, pp. 245-248, 1991. 

[12] R. K. Gupta, and S. Senturia, “Pull–In Dynamics as a 

Measure of Absolute Pressure”, IEEE MEMS 97, pp. 290-

294, 1997. 

[13] L. J. Ristic, R. Gutteridge, B. Dunn, D. Mietus, and P. 

Bennett, “Surface Micromachined Polysilicon 

Accelerometer”, IEEE Solid State Sensors and Actuators, 

Hilton Head, p. 118, 1992. 

[14] S. J. Sherman, W. K. Tsang, T. A. Core, R. S. Payne, D. E. 

Quinn, K. H. Chau, J. A. Farash, and S. K. Baum, “A Low 

Cost Monolithic Accelerometer; Product/Technology 

Update”, IEEE International Electron Devices Meeting, pp. 

501-504, 1992.

[15] C. T. Nguyen, “High-Q Micromechanical Oscillators and 

Filters for Communications”, IEEE International 

Symposium on Circuits and Systems, pp. 2825-2828, 1997. 

[16] K. Wang, and C. T. Nguyen, “High Order Micromechanical 

Electronic Filters”, IEEE MEMS 97, pp. 25-30, 1997. 

[17] K. E. Petersen, “Micromechanical Membrane Switches on 

Silicon”, IBM Journal of Research and Development, Vol. 

23, no. 4, pp. 376-385, 1978. 

[18] M. A. Gretillat, Y. J. Yang, E. S. Hung, V. Rabinovich, G. 

K. Ananthasuresh, N. F. de Rooij, and S. D. Senturia, 

“Nonlinear Electromechanical Behavior of an Electrostatic 

Microrelay”, IEEE MEMS 97, pp. 1141-1144, 1997. 

[19] R. Roark and W. Young, “Roark’s Formulas for Stress and 

Strain, 6th Edition”, McGraw-Hill, New York, NY, 1989 

[20] G. O’Brien, D. J. Monk, and L. Lin, “A Stiction Study Via 

C-V Plot Electrostatic Actuation/Latching”, ASME 

Microelectromechanical Systems, vol. 1, pp. 275-280, 1999. 

[21] H. C. Nathanson, W. E. Newel, R. A. Wickstrom, and J. R. 

Davis, “The Resonant Gate Transistor”, IEEE Transactions 

on Electron Devices, vol. ED-14, no. 3, pp. 117-133, 1967. 

[22] G. O’Brien, D. J. Monk, and L. Lin, “Electrostatic Latch and 

Release; a Theoretical and Empirical Study”, ASME 

Microelectromechanical Systems vol. 2, pp. 19-26, 2000. 

[23] C. H. Mastrangelo and C. H. Hsu,“Mechanical Stability and 

Adhesion of Microstructures Under Capillary Forces –Part 

1: Basic Theory”, Journal of Micro-electromechanical 

Systems, Vol. 2, No. 1, 1993. 

383



MICROMACHINED PMN-PT SINGLE CRYSTAL FOR ADVANCED TRANSDUCERS

Xiaoning Jiang1, Jian R. Yuan2, An Cheng3, Guy Lavallee3, Paul Rehrig1, Kevin Snook1, Seongtae Kwon1,
Wesley Hackenberger1, Jeffrey Catchmark3, John McIntosh3 and Xuecang Geng4

1 TRS Technologies, Inc., 2820 East College Ave., State College, PA 16801. 
2 Boston Scientific Corporation, IVUS Technology Center, 47900 Bayside Parkway, Fremont, 

 CA 94538 
3 Nanofabrication Facility, The Pennsylvania State University, 188 Materials Research Institute, University Park, 

PA 16802-7003 
4 Blatek, Inc., 2820 East College Avenue, Suite F., State College, PA 16801 

ABSTRACT 
In this paper a deep reactive ion etching (DRIE) process 

developed for the micromachining of bulk piezoelectrics is 
discussed. For the first time, a PMN-PT single crystal piezoelectric 
micro-array was fabricated with an array post cross section size of 
14 m x 14 m, a height of >60 m, and a spacing between micro-
posts of about 2-6 m. The etched single crystal piezoelectrics 
retained high piezoelectricity (d33 ~2000 pC/N) and low dielectric 
loss (<0.01). Single crystal/epoxy 1-3 composites were fabricated 
using the etched micro-arrays and the electromechanical coupling 
coefficient of such piezoelectric composites was ~0.72, indicating 
promising applications such as micro-sensors, actuators and 
transducers. 

INTRODUCTION

Thin film, thick film and bulk piezoelectric materials have 
been widely used for a broad range of sensors, actuators and 
transducers. Thin and thick piezoelectric films such as ZnO, AlN 
and PZT have been more popular for piezoelectric microdevices or 
piezo-MEMS because of the ability to use microfabrication 
processes. However, the piezoelectric properties of films are 
significantly lower compared with their bulk counterparts, for 
example, electromechanical coefficients of thin and thick films of 
PZT are inferior to those of bulk PZT by a factor of 2-5 [1], which 
means that the performance of piezo MEMS devices could be 
further improved by using piezoelectrics with advanced properties. 
Various film and bulk piezoelectric materials properties are 
compared in Table 1. Single crystal piezoelectrics based on 
Pb(Zn1/3Nb2/3)1-xTixO3 (PZN-PT) or Pb(Mg1/3Nb2/3)1-xTixO3 (PMN-
PT) exhibit large increases in strain over conventional piezoelectric 
ceramics (Figure 1) due to the ability to orient the crystals along a 
preferred high strain crystallographic direction [2].  The crystals’ 
piezoelectric strain remains nearly hysteresis free up to levels of 
~0.5 to 0.6% depending on the crystal composition, which is 
desired for many piezoelectric actuation. Also because of the 
considerably higher piezoelectric coefficients and 
electromechanical coupling factors, single crystals are being used 
to fabricate ultrasound transducers (< 20 MHz) with unprecedented 
bandwidth (>100%) and sensitivity [3-6]. 

Both dry etching (plasma and RIE etching) and wet etching 
methods can be used to pattern piezoelectric thin films for piezo-
MEMS, but precise patterning or micromachining of bulk 
piezoelectrics and thick PZT films has been very difficult and 
that’s why most of the research and development efforts were 
directed to thin film based micro-sensor, actuator and transducers. 
Anisotropic dry etching of PZT has drawn a lot of attention, and 
some interesting results have been achieved [7-10].  In addition to 
the advances in PZT dry etching, some major plasma and RIE 

etching tool suppliers such as Tegal and Oxford Instruments have 
specific tools and processes aimed at the PZT etching market. 
Table 2 presents etching chemistry, etch rate, and sidewall profile 
characteristics. Recent progress on deep PZT dry etching has 
shown >100 m etch with an etching side wall angle of ~76
[7,10], which may be good for most of the piezo-MEMS 
fabrication. The goal of this work was to further develop a dry 
deep etching process with a better etching profile for fabrication of 
a PMN-PT single crystal piezoelectric micro-array, which is 
necessary to fabricate advanced high frequency ultrasound 
transducers [11]. 

In this paper, a deep etching process for PMN-PT single 
crystal was investigated for micromachined piezoelectric sensor, 
actuator and transducer applications. The possible crystal 
degradation because of the etching damage was also investigated.
Various single crystal /epoxy 1-3 composites were prepared and 
characterized for advanced high frequency transducers. 

Table 1. Film and bulk piezoelectric materials properties. 
Piezoelectric 

materials 
Piezoelectric 
coefficient 

(pC/N)

Young’s
Modulus

(GPa)

Electro-
mechanical 

coupling
AlN (film) d31 ~-2 330 kt ~0.24 
ZnO (film) d31 ~-5 210 kt ~0.27 

PZT (sol-gel, 
sputtering)

d31 ~-100 40 k33 ~0.39 

PZT (Bulk) d33, ~600 
d31 ~-300 

70 k31~0.4
k33 ~0.7 

Single crystal 
(bulk)

d33 ~2000 
d31 ~-1000 

12 k31~0.85,
k33 ~0.93

Figure 1.  Piezoelectric strain response from single PZN-PT single 
crystal material compared to piezoelectric and electrostrictive 
ceramics.  The crystal strain remains nearly hysteresis free up to 
~0.6%.  At high fields very large strains >1% can be achieved but 
with an increase in hysteresis. 
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   Table 2. PZT dry etching . 

Etch 
Chemistry 

Etch Rate Etch 
Depth

Side wall 
Angle

Cl2/Ar,
C2F6/Ar,
Cl2/C2F6/Ar,
HBr/Ar

900-1300
A/min

0.25 µm 50-80

CF4/O2,
CF4/N2

~60 nm/min - - 

Cl2/CF4 ~90 nm/min - - 
SF6 300 nm/min 70 µm ~75
SF6 ~120 

nm/min 
2 µm 85-90

SF6, SF6/N2,
SF6/Ar

~160
nm/min 

>100 µm ~72

Figure 2. Schematic process flow for micromachined PMN-
PT/epoxy 1-3 composites. 

EXPERIMENTAL PROCEDURE AND RESULTS 

PMN-PT single crystal plates with d33 of 1800-2200 pC/N, 
dielectric constant of 5000-7500, and dielectric loss <0.01 were 
prepared as wafers and lapped on both sides and polished on one 
side. For the wafer damage study, a wafer was etched without any 
additional wafer preparation. XRD characterization as well as d33 
measurements were conducted on the damage-study wafer before 
and after etching.  For PMN-PT micro-array fabrication, a wafer 
with a polished side was coated with 2000 Å Ni using an 
evaporator as an electroplating seed layer and then the wafer was 
ready for photoresist coating. A 15 m thick photoresist (SPR-220) 

was coated onto the wafer and baked at 110°C for 2 minutes. A 
direct laser writing lithography was used in this study to pattern the 
photoresist. A He-Cd laser with UV energy of 50 mW and 
wavelength of 442 nm was used. The exposed wafers were then 
developed and put into a Ni electroplating bath. After 
electroplating the wafers were soaked in acetone to strip the 
photoresist, and the wafer was then ready for etching.  The PMN-
PT wafer with a Ni hard mask was then put into the etching 
chamber of the  P5000 using a Cl2 based deep etching. The etched 
micro-array for high frequency 1-3 composites prototyping was 
then ready for epoxy filling, where the spacing between posts in 
micro-array was filled with epoxy to form the 1-3 composites. The 
epoxy was cured over night at room temperature. This was 
followed by a precise lapping process to remove the remnant 
crystal at the back and the epoxy at the front until the posts were 
exposed from both sides and the desired thickness was achieved. 
Cr/Au electrodes were coated onto both sides of the composites 
and the composites were poled at 15 kV/cm at room temperature 
for a few minutes. Figure 2 shows the process flow for the 
micromachined high frequency 1-3 piezoelectric composite 
fabrication. The etching depth and the openings between posts 
were inspected using SEM. The impedance and phase spectrum 
and dielectric loss of the prototyped composites were recorded 
using a HP 4194A impedance analyzer, and the electromechanical 
coupling coefficients of the composites were then calculated using 
an IEEE standard [12]. 

The XRD pattern of the PMN-PT single crystal surface 
before and after Cl2 based deep etching is shown in Figure 3a and 
3b, respectively. The prior and post etching patterns matched with 
each other closely, indicating no observable surface damage 
induced by the RIE processing. Figure 3c shows the strain vs. field 
property of the crystal after etching, which is also a typical strain-
field curve for crystals without etching, meaning the piezoelectric 
properties were retained after etching. This experiment cleared the 
concern that the possible etching induced damage may affect the 
performance of micromachined single crystal piezoelectric devices. 
Laser lithography is the first step in fabrication of micromachined 
PMN-PT composites. Precision photoresist patterning helps define 
the Ni mask plated through the mold, and further affects the 
etching rate and depth. Figure 4a shows Ni plating through a well-
defined photoresist pattern, and Figure 4b shows the Ni mask after 
stripping the plating and photoresist.  
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Figure 3. Experiments on the possible crystal property degradation 
induced by etching damage. (a) XRD pattern of crystal surface 
before etching. (b) XRD pattern of crystal surface after etching 9 
hours . (c) Strain-field property of crystal after etching 9 hours. 

Figure 4. Photoresist and Ni pattern. (a) the photoresist pattern and 
plated Ni posts during plating. (b) the Ni post array after stripping 
the photoresist. 

Figure 5. SEM picture of an etched PMN-PT single crystal  
micro-array. 

The etching rate ratio of PMN-PT crystal to Ni is about more 
than 5 in this study. The obtained PMN-PT etching rate ranged 
from 2 m/hour to 8 m/hour depending on the pattern, exposed 
area, and etching conditions such as RF power, flowrate, etc [7-10]. 
Figure 5 shows a PMN-PT micro-array with posts of ~67 µm high, 
with a post height/width aspect ratio of >4. It is also noticed that 
the angle of etched side wall profile is >87 , which allows precise 
and deep etching of more closely standing PMN-PT single crystal 
micro-arrays comparing to the PZT etching results published by 
other groups [7-10]. Figure 6 shows a photograph picture of the 
PMN-PT/epoxy 1-3 composite ready for characterization. The 
thickness of the prepared piezoelectric composites ranged from 20 

m to 60 m. To characterize the piezoelectric micro-array, an 
impedance analyzer was used to record the impedance and phase 
vs. frequency (Figure 7) and the effective electromechanical 
coupling of the array was calculated to be ~0.72, which is close to 
its bulk material property and is very promising for advanced 
transducers with high sensitivity and broad bandwidth [13-15]. The 
composite with thickness of 31 µm was used to fabricate a 40 MHz 
ultrasound transducer, and the transducer characterization results 
showed significantly improved sensitivity and bandwidth 
compared with PZT transducers. The results of the 40 MHz 
transducer characterization and animal imaging tests will be 
reported in another paper [16]. 

Figure 6. Photograph of a micromachined PMN-PT/epoxy 1-3 
composite.
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Figure 7. Resonant mode of the fabricated PMN-PT single crystal 
micro-array.  (a) Impedance and phase vs. frequency of a 60 m
thick micro-array. (b) Impedance and phase vs. frequency of a 31 

m thick micro-array. 

CONCLUSIONS 

The developed deep etching process for PMN-PT single crystal 
shows no-noticeable etching induced damage to the crystal, the d33
of single crystal after etching retained its value before etching 
(1800-2200 pC/N). An almost vertical etching, >87° was achieved 
with a depth >60 µm. The PMN-PT microarray was successfully 
used for to prototype 1-3 piezoelectric composites. Composites 
with resonant frequency ranging from 20 MHz to >45 MHz 
showed electromechanical coupling coefficients of ~0.72, which is 
promising for various piezoelectric sensors and transducers 
applications.
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ABSTRACT 

Suspended micro- and nanoscale polymer fibers were 
created using a new and novel technique which is performed at 
room temperature.  This method involves drawing solvated PMMA 
into liquid filaments, which thin, via surface tension, as the solvent 
evaporates, subsequently yielding a solid fiber.  The PMMA 
solution was drawn by two separate techniques: 1) using a stylus to 
extrude a solution filament between two pre-deposited pools, and 
2) using a pressurized capillary loaded with solution to directly 
deposit filaments of solution on the substrate in a “connect-the-
dots” style.  Also, because both the stylus and pressurized capillary 
were controlled with an ultra-high precision instrument, the fibers 
can be precisely positioned in three dimensions.  The diameters of 
these fibers were controlled, within the range of 450 nm to 100 
µm, by varying the molecular weight of the polymer or the 
concentration of the PMMA solution.  It was discovered that 
increasing either or both of these variables led to an increase in 
fiber diameter.  Also, the effect of stylus material on fiber diameter 
variance was examined, with a Parylene®-coated stylus yielding 
the lowest overall variance.  These fibers were coated with glass 
and Parylene® and dissolved to produce hollow microchannels 
suitable for electroosmotic flow.  Electroosmotic channels with 
diameters ranging from 4 µm to 100 µm were successfully 
fabricated and tested.

INTRODUCTION 

A new technique for fabricating micro- and nanoscale 
polymer fibers has been discovered and was reported in [1, 2].  
This technique involves drawing a filament of solvated polymer at 
room temperature between two points and allowing surface tension 
forces to thin the diameter of the filament to the micro- or 
nanoscale before evaporation of the solvent leads to the 
solidification of the filament into a fiber.  These structures are 
fabricated in three dimensions, providing an escape from the 
constraints of conventional planar fabrication.  It has been 
suggested by [1] that fibers created with this process could be used 
as microoptical couplers, sacrificial backbones for microfluidic 
devices, or three-dimensional (3-D) electrical connectors (via 
applying this method to conductive polymers). 

The present study describes the characterization of this 
process, enabling a user to control the fiber diameter by varying 
the experimental parameters, such as the polymer molecular 
weight and solvated polymer solution concentration.  Additionally, 
this paper demonstrates the microfluidic applicability of this 
fabrication method by utilizing the polymer fibers as sacrificial 
backbone structures in the formation of suspended microchannels.  
Electroosmotic flow is induced in these microchannels to further 

validate this procedure as a viable methodology for the 
construction of 3-D microchannels.  

Figure 1. Stylus-draw method of creating PMMA fibers. 

FABRICATION 

Initially, fibers were drawn from reservoirs of solvated 
poly-methyl methacrylate (PMMA) (MicroChem) using a tungsten 
stylus (tip radius = 20 nm) to create a filament of solution between 
the two reservoirs (Fig. 1).  As the solvent (chlorobenzene) 
evaporates, surface tension forces cause the filament to thin, 
resulting in the formation of a cylindrical polymer fiber with a 
nearly uniform cross-section   Precise positioning of the fibers was 
accomplished by controlling the stylus with a programmable, 
custom-made ultra-high-precision micromilling machine (MMM) 
(Dover Instruments, Inc.) [3].  

An alternative, direct-write, method of fiber drawing was 
also developed. This new technique involved loading a glass 
capillary (1-mm I.D.) with solvated PMMA and utilizing it to both 
deposit the reservoirs and draw the fibers, eliminating the need for 
the low-precision, manual reservoir deposition in the method 
previously described (Fig. 2).  Manipulation of the direct-write 
capillary process was also controlled with the MMM, enabling 
nanoscale positioning resolution. 

Channels were fabricated by coating the PMMA fibers 
with a layer of borosilicate glass (BSG) followed by Parylene®.  
BSG was deposited via RF sputtering (Technics 4604) to a 
thickness of 25 nm to establish a hydrophilic interior channel wall.  
A 10 µm Parylene® layer (SCS Parylene Deposition System 2010) 
was included to provide structural reinforcement for the fragile 
BSG thin wall.  500 µm-diameter holes were drilled into the coated 
and dried PMMA reservoirs to provide access to the PMMA and 
completed channels. The entire platform was submerged in acetone
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Figure 2. Direct-write drawing of PMMA fibers, a) Load 
capillary with solvated PMMA, b) Pressurize capillary to expel 
solution into contact with substrate, c) Translate capillary to 
desired endpoint, d)  Pressurize capillary to allow PMMA solution 
to contact substrate. 

for 7 days to ensure total dissolution of the shrouded PMMA 
matrix, leaving a hollow tube of BSG and Parylene®.  Finally, the 
channels were dried with liquid carbon dioxide using a Samdri 
Critical Point Dryer (Tousimis) (Fig. 3).  

All microchannel fabrication was performed on substrates 
containing a pair of microfabricated planar gold electrodes 
separated by a 1.8 mm wide trench created with a dicing saw 
(Disco DAD321).  The channels were loaded with a phosphate 
buffer solution (10 mM, pH 6.1) containing 1% (by vol) of 20 nm-
diameter fluorescent tracer particles (Molecular Probes) which 
were subsequently excited and imaged at 5 Hz using a low-light, 
high-resolution CCD camera (Roper Scientific) affixed to a 
fluorescent microscope (Olympus). The potential applied to the 
gold electrodes was modulated from 0 V to 1kV with the polarity 
being alternated between a positive and negative potential via a 
high voltage power supply (CZE1000PN30, Spellman High 
Voltage Electronics Corp.). 

RESULTS 

The stylus-draw method was utilized to produce fibers with 
diameters ranging between 450 nm to 100 µm suspended between 
the two reservoirs (Fig. 4a,c).  In general, these fibers have a 
uniform cross section that tapers slightly at the fiber / reservoir 
interface (Fig. 4d).  Fibers were drawn from concentrations 
ranging from 15.5% to 21.6% (by weight) for the 495k g/mol 
solution and 13% to 21.3% (by weight) for the 950k g/mol 
solution. 

Figure 3.  Fabrication of channels from PMMA fiber, a) PMMA 
fiber (light blue) between two PMMA reservoirs on glass substrate 
(gray), b) Deposition of BSG and parylene, c) Drilling of 500 µm 
access holes, d) Dissolution of PMMA with acetone. 

Final diameter of the fiber was found to increase with both 
increasing polymer molecular weight (P<0.025) and increasing 
polymer concentration (P<0.001), thus providing a mechanism to 
control fiber diameter (Fig. 5). The large error bars in Figure 5 
indicate an unwanted variance in fiber diameter believed to be 
caused by PMMA buildup on the stylus when several fibers are 
drawn in rapid succession.  To alleviate this unwanted fouling of 
the tip, alternative stylus materials were investigated including 
glass, Parylene®-coated tungsten, and perfluorooctyl-
trichlorosilane-coated (a nonstick material) tungsten.  Table 1 
summarizes this analysis, which demonstrated that a Parylene®-
coated stylus yielded the best overall reduction in fiber diameter 
variation as evidenced by the lower standard deviation. 

The direct-write method was also used to successfully draw 
fibers, notably in complex geometries including square “spirals,”  
crisscrosses, and grids (Fig. 6)  The primary advantage of this 
method is the elimination of the manual deposition of the pools at 
the terminal ends of each fiber (See Fig. 2).  Eliminating this low-
precision step increased the accuracy of fiber terminal placement 
as well as expedited the entire fiber fabrication process through 
further automation.  The direct-write method also eliminated the 
uncontrollable stylus buildup, which was suspected of contributing 
to the undesired variance in fiber diameter.  With the direct-write 
method, the maximum fiber diameter standard deviation observed 
was 2.70 µm with the 23% 495k g/mol solution, a value 
comparable to those obtained with the Parylene®-coated stylus. 

Freely-suspended microchannels, as shown in figure 7, 
with I.D. ranging from 4 µm to 100 µm were fabricated via the 
procedure outlined in Figure 3. Electroosmotic flow was induced 
by loading the channels with buffer solution and applying a 
potential across the gold electrodes positioned at each end of the 
channel (Fig. 8). The velocity of the solution was observed to 
increase as the magnitude of the voltage was increased from 0 V to 
1 kV.  The direction of the flow reversed as the polarity of the 
electric field was switched, with the buffer solution moving toward 
the negative electrode.   
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Figure 4. SEM images of polymer fibers drawn over 1.8 mm 
trench.  (a) Suspended fiber drawn from 15% solution of 950k 
g/mol PMMA.  (b) Suspended fiber drawn from 13% solution of 
950k g/mol PMMA.  (c) Several parallel fibers drawn from 15.5% 
solution of 495k g/mol PMMA.  (d) Tapered end of PMMA fiber.  
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Figure 5.  Fiber diameter versus concentration.  The hollow and 
solid data points represent the average measured diameters of the 
drawn fibers for the 495k g/mol data and the 950 g/mol data, 
respectively.  The error bars represent the standard deviation of 
each data point. 

Table 1. Fiber diameter means and standard deviations for 
different stylus materials. 

Figure 6.  Pattern generated with direct-write method. 

Conc. 
(wt.%) 

Tungsten 
(µm) 

Glass 
(µm) 

Parylene 
(µm) 

Nonstick 
(µm) 

15.5. 2.22 ± 
1.20 

2.43 ± 
1.09 

No Data 10.81 ± 
6.88 

16 5.54 ± 
3.95 

4.38 ± 
3.11 

7.41 ± 
2.49 

8.76 ± 
2.84 

17 5.80 ± 
3.59 

4.20 ± 
2.04 

6.78 ± 
1.38 

7.92 ± 
5.08 

18 9.07 ± 
2.68 

4.84 ± 
2.71 

6.27 ± 
3.02 

4.69 ± 
2.69 

21.6 14.53 ± 
4.82 

18.37 ± 
6.36 

19.03 ± 
1.40 

15.24 ± 
7.58 

23 23.96 ± 
11.00 

17.29 ± 
5.43 

26.98 ± 
2.03 

34.80 ± 
11.61 
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Figure 7.  SEM images of cleaved microchannel. 

Figure 8.  Ejection of fluorescent particle “cloud” from 20 µm-
diameter electroosmotic flow channel. 

CONCLUSION 

Polymer micro- and nano- fibers can be drawn from a 
polymer solution using a stylus controlled by a custom-made ultra-
high-precision micromill.  PMMA fibers ranging from sub-micron 
diameters to 100 microns have been successfully fabricated over a 
1.8 mm trench on a silicon substrate.  Characterization of the 
process indicated that fiber diameter increased as the solid 
concentration of the polymer solution increased.  Additionally, it 
was shown that increasing the molecular weight of the PMMA 
resulted in larger fiber diameters.   

A large variance between fibers drawn under the same 
experimental conditions was noted.  A suspected culprit of this 
variance was the solidification of the solution on the stylus which 
accumulated during the drawing process.  Several different stylus 
materials were tested in hopes of reducing this variance, and it was 
discovered that the stylus material did influence the severity of this 
variance, with a Parylene®-coated stylus being influenced the least 
by accumulation.  It was also demonstrated that the stylus could be 
entirely replaced with a pressurized glass capillary filled with 
polymer solution.  This micromill-controlled capillary was used to 
direct-write complex fiber configurations with low fiber diameter 
variance and high yield. 

Fibers created with both the stylus-draw and direct-write 
methods were utilized as sacrificial layers in the construction of 
hollow microchannels.  The walls of these channels consist of a 

thin, inner layer of BSG to make the channels hydrophilic as well 
as a thicker layer of Parylene® to improve structural integrity. 
Unbroken, freely-suspended channels were fabricated between two 
electrodes, enabling electroosmotic flow to be performed, paving 
the way for the development of more complex microfluidic 
devices.   
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ABSTRACT

The ablation process has been characterized for a number of 
laser sources in silicon (Si) micromachining. However, very few 
results can be found in the literature for excimer laser technology 
at 193 nm on Si and even fewer for other materials. Moreover, 
most of the work has previously been reported for quasi-static 
conditions, not taking into account the movement of the sample 
relative to the laser beam. In order to globally consider the relative 
velocity of the sample with respect to the laser beam, a metric 
called Nppd (number of laser pulses deposited per beam diameter) 
is first defined in this work. Experimental results are presented to 
evaluate the micromachining performance of the excimer laser for 
three different materials (Si, PZT and Pyrex). Optimal parameters 
are obtained and then used to micromachine silicon carbide (SiC), 
in addition to the previous materials. 

INTRODUCTION

Laser micromachining is currently being used to complement 
photolithography techniques in the prototyping of a number of 
MEMS devices [1]. In particular, the 193 nm ArF excimer laser 
allows to micromachine materials by ablation with minimal 
thermal effect thanks to a short pulse width (<20 ns). The photon 
energy at 193 nm (6.4 eV) is in fact higher than that at higher 
wavelengths (5 eV with a KrF laser at 248 nm). This allows to 
more easily destroy the intermolecular bonds within the material. 
However, the power delivered by the ArF laser tends to be slightly 
less than that of 248 nm lasers so that the overall micromachining 
efficiency is reduced. Details in the order of a few microns can be 
fabricated using laser micromachining. New generations of MEMS 
integrating a number of thick layers (>5 µm) made of different 
materials such as glass, silicon (Si), silicon carbide (SiC) and 
piezoceramics (PZT) could benefit from laser micromachining 
techniques. These materials do not find widespread applications 
due to limitations in fabrication processes. Moreover, laser 
micromachining offers the flexibility to fabricate 3D structures [2,
3, 4].

Very few quantitative results can be found in the literature on 
the interaction of the different parameters involved in excimer 
laser micromachining for workpiece dragging. Most of the 
references concentrate on static processes (e.g. hole drilling, mask 
patterning). Li [4] has however shown that experiment design 
methods can be used to optimize the parameters for Si. It appears 
that since considerable effort is devoted for the calibration of the 
parameters, very limited data is available on this. Glass (Pyrex, 
fused silica) and polymers are the most common materials 
micromachined using lasers [2, 6, 7, 8, 9, 10]. Ink jet printer 
nozzles are an example of devices manufactured by excimer laser 
micromachining.

It is the purpose of this work to present an experimental 
parametric study of ArF excimer laser micromachining of Si, PZT, 
Pyrex and SiC at 193 nm, taking into account the displacement of 
the sample.The results will help define optimal parameters for the 
micromachining of SiC, Pyrex and PZT which are becoming 
common components of MEMS. 

THEORY

A. Laser-matter interaction 
Two phenomena are involved in the ablation process using a 

laser beam : i) direct photochemical bond breaking by the 
absorption of photons and ii) melting of the material by thermal 
conduction in the material structure (photothermal process). Part of 
the beam energy is reflected at the surface of the sample. 
Following the ionisation of the material surface (photochemical 
process), a plasma creates an increase of the local pressure which 
helps vaporize solid or melted debris (Figure 1).

Figure 1. Laser-matter interaction of a pulsed laser beam. 

The debris are then deposited in various shapes around the 
work zone. The material usinability is dependent upon their optical 
and mechanical properties such as reflectivity, thermal conduction, 
optical absorption, melting temperature,… However, laser ablation 
allows to micromachine any material, as opposed to standard 
photolithographic microfabrication techniques, even if Si and 
metallic materials are poor candidates. For Si, wet etching 
techniques or plasma techniques (DRIE) are to be preferred. 

B. Parameters for pulsed laser ablation process 
There are many important geometrical relations between 

machining parameters when using laser ablation with the 
workpiece dragging technique. The main following parameters are 
to be considered:

linear machining velocity [V] (µm/s); 
laser repetition rate [f] (Hz); 
beam size : diameter [D] (µm); 
energy distribution over the beam area : Gaussian or 
uniform following homogenization; 
fluence [F] (J/cm2);
number of passages [N]; 
beam focalization angle (3°). 

From these parameters, relations can be extracted to predict the 
resulting micromachined geometries. (Figure 2). 

From Figure 2, for a laser beam with a diameter of 15 µm 
pulsed at a rate of 3 Hz and travelling at 15 µm/s with respect to 
the sample, the depth of the micromachined trench can be 
predicted. Assuming an ablation rate of 5 µm/pulse, a trench of 15 
µm depth is micromachined with an angle of 45°. 
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Figure 2. Geometrical parameters for material ablation using 
pulsed focalized excimer laser.

In order to globally consider the relative velocity of the 
sample with respect to the laser beam, it is thus possible to define a 
metric called Nppd (number of laser pulses deposited per beam 
diameter):  

Nppd=N*f*D/V        [shots] (1)

By encompassing N, f, D and V, the Nppd parameter provides 
a global parameter taking into account the coupling between these 
parameters. The etch rate (µm/shot) can be determined from the 
Nppd given that one is able to measure the final depth of cut after 
N passages for constant process parameters: 

 Etch rate=h/Nppd       [µm/shot] (2)

 Finally, the shape of the beam area and its energy 
distribution will also influence the cutting profile. For example, 
with a circular beam and workpiece dragging technique, the pulse 
overlap will be more important in the center of the trajectory. The 
cutting profile would then be a semi-elliptic shape. The beam 
focalization angle also affects slightly the cutting profile since the 
fluence decreases as beam area increases. 

EXPERIMENTAL SETUP 

A. Laser micromachining system 
The four-axis (XYZR) laser micromachining system is shown 

in Figure 3. The system uses an X-imer 300 ArF excimer laser 
(MPB Communications Inc.) which generates pulses with 5 ns 
width. The maximum energy is around 6.5 mJ and the highest 
repetition rate is 300 Hz.

Figure 3. Four-axis laser micromachining system. 

The 4 mm x 4 mm Gaussian beam is conditioned with a 
circular mask of 3 mm diameter. The beam is then collimated and 
focused with appropriate lenses. A variable attenuator is used to 
modulate beam energy. The diverging portion of the beam is used 

to ablate the material. By positioning adequately the sample with 
the Z axis, the machining tool diameter can be adjusted. Typical 
tool diameters can vary between 10 µm and 150 µm and the 
fluence used never exceed 100 J/cm2.

B. Experimental procedure 
In order to evaluate optimum parameters for laser ablation of 

some selected materials (Si, Pyrex, PZT and SiC), a series of seven 
experiments were realized, as shown in Table I. 

Test Parameter Materials 
1 Fluence, F (J/cm2) Si, Pyrex, PZT and SiC 
2 Repetition rate, f (Hz) Si, Pyrex, PZT 
3 Velocity, V (µm/s) Si, Pyrex, PZT 
4 Number or passages, N Si, Pyrex, PZT 
5 Beam diameter, D (µm) PZT 
6 Focal spot displacement Pyrex 

7 Trajectory overlap for 
milling demonstration 

Pyrex

Table I. List of conducted tests. 

For each test and material, 16 cuts were made in order to limit 
the number of experimental measurements. Imaging of each laser 
cut is obtained using an optical microscope at 20x. Measurements 
for each cut are shown in Figure 4 and were estimated (±3 µm) 
from the image using National Instruments Vision Builder.

Figure 4.  Typical measurements extracted from sample image.  

Criteria for laser micromachining process optimization are: 
ablation time : a metric called t was define as the time to cut a 
100 µm line with a depth of 50 µm at a particular speed (V) in 
reference with the measured ablation depth (h) : 

t = 100 µm * 50 µm / (V * h)  [s] (3) 

acceptable edge quality and minimum recast materials; 
minimum taper angle A; 
high value of etch rate (µm/shot). 
Each test is intended to help identify optimal values for each 

parameter to incrementally calibrate the process (from one test to 
another, cascading approach). Second order interaction between 
parameters was neglected. The parameters for Test 1 were fixed to 
known working values: F= 1-80 J/cm2, f=50 Hz, V=25 µm/s, N=2,
D=35 µm. Laser fluence threshold ranges from 0.5 J/cm2 (for 
Pyrex) to 1 J/cm2 (for SiC) according to preliminary observations. 
Pressurized air is used to clean the ablation zone.

RESULTS

Test 1 through Test 4 revealed that a proper choice of 
parameters can lead to better laser micromachining results (Figure 
5). From these curves and visual observation of the cut profile, the 
optimal range identified for the process parameters are given 
below:

Fluence (F) : etch rate rapidly increases for fluence range of 
1 to 40 J/cm2. It was observed (Figure 5a) that to avoid 



thermal damage for Pyrex, fluence must be limited to 10 
J/cm2.
Repetition rate (f) : f can be fixed to more than 100 Hz for 
Pyrex and PZT without etch rate reduction. The frequency is 
limited to 100 Hz by the laser performance which drops 
rapidly for higher values (Figure 5b).
Velocity of sample (V) : velocity can be set higher than 150 
µm/s since etch rate reach a constant value from V=50 µm/s 
as seen in Figure 5c.
Number of passages (N) : up to 32 passages without 
significative reduction in etch rate for Pyrex and PZT (Figure 
5d).

a) f=50 Hz, V=25 µm/s, N=2 b) F=28 J/cm2, V=25 µm/s, N=2

c) F=21 J/cm2, f=100 Hz, N=2 d) F=28 J/cm2, f=100 Hz, V=170 µm/s

Figure 5. Ablation rate per laser pulse for Si, PZT and Pyrex, as a 
function of the fluence (a), the repetition rate (b), the velocity of 

the sample (c) and the number of passages (d).

Test 1 was conducted a second time with optimal parameters 
on all previous materials, in addition to a-SiC. As shown in Figure 
6a, etch rate has not changed significantly after optimization even 
if sample velocity and repetition rate are increased. Even if etch
rate values for SiC seem to be the lowest, the laser cut profile for 
amorphous SiC is clean and has a flat bottom (Figure 6c). 

For an optimized process, thin layers of material are ablated 
at each passage. Typical ablation rate varying from 5 µm to 10 µm 
per passage can be achieved with fluence around 10 J/cm2 and 
optimal parameters (f=100 Hz, V=170 µm/s). Ablation time t is 
typically reduced by two for all materials after calibration (see 
Figure 6b for Pyrex) and less recast is observed in the ablation 
area. It is important to note that the diameter and wall angle 
measurements are slightly different for each material tested. Si cut 
wall are also less uniform than other materials tested and recast 
material can be clearly see under microscope or SEM images. 

Other important results arise from the complementary tests: 
Test 5, beam diameter: the laser beam diameter can be easily 
adjusted via focal point displacements. The etch rate is 
velocity and diameter dependent by the Nppd metric defined 
previously. The etch rate decreases with an increase in the 
beam diameter but not linearly as expected. Further work 
would be required to understand why this is not observed for 
PZT (Figure 6d). 
Test 6, focal spot displacement: by moving the focal spot in 
order to follow depth penetration during ablation, no etch rate
variation is observed for a single cut with multiple passages. 
Test 7, trajectory overlap: in order to verify if laser milling 
leads to good geometrical results, Test 7 consisted in two laser 

cuts side by side with a varying overlap (0-80%). Results 
showed that with minimal overlap (<5%) and a circular laser 
beam, it is possible to ablate a cut profile with flat bottom on 
Pyrex. To ensure good interface between cuts, focal spot 
displacement was used. This result was extrapolated to laser 
milling of a rectangular cavity in Pyrex (Figure 7).

a) f=100 Hz, V=170 µm/s, N=10. b) Non-optimized: f=50 Hz, V=25 µm/s, 
N=2. Optimized: f=100 Hz, V=170 µm/s, 

N=10.

c) F=45 J/cm2, f=100 Hz, V=170 µm/s, 
N=10.

d) F=10 J/cm2, f=100 Hz, V=170 µm/s, 
N=12.

Figure 6. Results from optimization: ablation rate per pulse (a), 
ablation time for Pyrex for non-optimized and optimized processes 
(b), cut in a-SiC (c), ablation rate per pulse as a function of beam 

diameter for PZT (d).

Figure 7. Laser milling on Pyrex realized with optimal parameters 
and circular beam overlap strategy (F=6 J/cm2, f=100 Hz, V=170 
µm/s, N=40 x 8 for rectangular cavity, machining time: 3 hours).

DISCUSSION

The experimental optimization process shows that optimal 
parameters selection is independent of material properties, except 
for the laser energy level (fluence) needed to ablate adequately 
each material (see Figure 5). Recasts were observed for Si which 
seems to be ablated by melting and ejection of matter. This leads 
to poor machining results compare to Pyrex, PZT and even SiC. 
However, optimal machining parameters results in cleaner ablation 
wall for Si because less material is processed at each passage, at 
higher velocity and repetition rate with moderate fluence. 

Less than half of initial machining time is now necessary to 
ablate all materials after the optimization of the process. Si cuts are 
generally wider at surface and wall taper is more important. This 
indicates that optical or mechanical properties influence the energy 
absorption and thermal dissipation during laser ablation process. 

The mechanical and optical properties of tested materials are 
shown in Table II.
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Table II: Physical properties of materials for laser 
micromachining at 193 nm [11, 12, 13].

A metric named Ke is defined as the ratio of the optical 
penetration length (Lo) and the thermal penetration length (Le) [11]
and gives an evaluation of the ablation behaviour of material for a 
given wavelength and pulse width. The Ke values in Table II 
indicate that Si, SiC and Al exhibit metallic behaviour at 193 nm 
(Ke<0.01). Si and Al ablation mechanism is mainly a photothermal 
process which means that they melt and dissipate laser energy by 
thermal conduction. This explains why Si gives poor geometric 
results. On the other hand, Pyrex and PZT have strong absorption 
at 193 nm (0.01<Ke<10) and ablation tends to be more a 
photochemical process. Their low thermal conductivity and high 
absorption combined to low melting point explain this behaviour. 
Absorbing energy and keeping it into the exposition zone helps 
elevating the local temperature to melt or vaporize material. Even 
if SiC requires high fluence compared to Pyrex and PZT, it 
appears to be a good candidate for laser micromachining at 193 
nm. While Si melts under the energy corresponding to 193 nm, 
SiC directly vaporizes when it reaches the melting point (2400-
3100 °C). This leads to a slow but clean ablation. 

More uniform beam energy could lead to better results for Si 
since the high peak energy of the Gaussian beam results in non-
uniform machining depth. This aspect does not appear to be a 
problem for other materials that show strong absorption at 193 nm 
and poor thermal conductivity which leads to local machining and 
better depth control over the beam area. 

As depicted in experimental results, typical cut widths 
ranging from 10 µm to 100 µm can be achieved with all materials. 
This is limited by optical system and laser energy. Wall angles 
could be at best estimated to 5° and it seems possible to get deeper 
than 250 µm (see Figure 4) with Pyrex, PZT and SiC. This allows 
high aspect ratio structures to be realized. The precision for cut 
width appears to be less than 5 µm. Depth precision could be as 
low as 0.25 µm for SiC or PZT with low fluence. The machining 
precision could be improved further with better and faster 
measurement tools.  

The excimer laser machining system seems to be a good 
alternative for rapid machining of MEMS materials for which 
precision in the order of 1-5 µm is acceptable. Laser machining is 
faster than wet etching and DRIE for SiC and allows Pyrex, PZT 
and polymers machining. Among MEMS applications which can 
benefit from laser micromachining, bioMEMS on glass and 
polymers, PZT sensors and SiC high temperature sensors are good 
candidates. Even 3D surfaces are to be expected from laser 

micromachining in the next years with mask dragging techniques 
using excimer, high power DPSS and Copper vapor lasers [2, 3, 6].

CONCLUSIONS

The optimal parameters for excimer laser micromachining of 
Si, Pyrex, PZT and SiC were identified from experimental data. 
Optimal parameters show that high repetition rate combined with 
high velocity workpiece dragging technique and laser fluence less 
than 20 J/cm2 allow clean laser ablation at 193 nm. Thin layer 
ablation of material is more efficient. Pyrex, PZT and SiC appear 
to be good candidates for excimer laser micromachining at 193 nm 
as opposed to Si for which material redeposition and melting make 
ablation difficult.

Various 3D geometries can now be ablated in order to 
complete conventional microfabrication techniques for MEMS 
prototyping. Further investigation of parameters interaction by the 
use the design of experiment method may be necessary to get 
better machining results. 
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Materials 
Properties Si SiC Al PZT Pyrex 

 (kg/m3) 2300 3200 2700 7650 2230 
Sy (MPa) 2000 2100 276 80 

(static)
-

E (GPa) 160 448 70 64 62.75 
k (W/m.K at 300 K) 156 490 236 ~1.1 1 
Cp (J/kg.K) 771 750 890 350 726 
=k/ .Cp (cm2/s) 0.88 2.04 0.98 0.0041 0.0062 

Le=2( t)1/2 (µm, t=5 
ns)

3.25 4.95 3.43 0.22 0.27 

CTE (10-6 /°C) 2.62 4.2 25 4-6 3.5 
Tmelting (°C) 1410 3100 660 1250 820 
nR (193 nm) 3.46 4.05 0.11 - 1.543 
nI (193 nm) 2.75 1.42 2.17 - 0.077 
R 50% 41.1% ~85% - 4.6% 

-1(103 cm-1) 1769 1000 3000 125 48.4 
Lo or -1(µm) 0.0057 0.01 0.0033 0.08 

[11]
0.21

Ke=Lo/Le 0.002 0.002 0.001 0.364 0.765 
Behavior (193 nm) Metallic 

Ke<0.01
Strong absorption 

0.01<Ke<10
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ABSTRACT

This paper reports the modeling, fabrication and testing of 
shock stops formed using soft material coatings.  These shock 
stops provide outstanding shock protection by reducing both the 
impulse and impact force, and by absorbing the shock energy at 
each impact following the applied shock. Design tradeoffs are 
described based on the elastic model of the thin film coated on 
hard shock stops.  Parylene is used as the coating material due to 
its conformal coverage, room-temperature deposition, and 
chemical stability.  Shock tests were performed on silicon test 
devices consisting of a proof mass suspended using a flexible 
spring, some coated with a soft coating (Parylene) and some 
without any coatings.  These tests show that a 3µm-thick Parylene 
coating provides superior device survival rate (94%) compared 
with conventional hard stops (0%) for applied shock levels of up to 
1300g.

INTRODUCTION

The performance and reliability of MEMS devices are easily 
impacted by external environmental disturbances including 
incident mechanical shocks.  MEMS devices that utilize delicate 
mechanical structures are susceptible to these shock loads, which 
may ultimately damage the device or degrade its performances. 

To minimize these adverse effects, two solutions are typically 
proposed.  One solution ensures that the shock-induced stress 
remains less than the material fracture strength by adjusting the 
dimensions of the structure.  The other solution employs hard wall 
shock stops to limit the travel of the device [1].  Both solutions are 
attractive, yet they also have shortcomings.  The first method 
achieves improved shock resistance at the expense of device 
performance [2].  The second method only offers marginal 
protection since it can itself generate secondary sources of shock 
(e.g. subsequent impacts) that may result in fracture, debris, 
performance shifts, or continuous ringing of the device [1-3].
Effective shock protection technologies must limit these 
shortcomings as well as minimize device displacement.  

To achieve these goals, we proposed two new shock stop 
concepts utilizing nonlinear springs and soft coatings [1,2].  The 
merits and demerits of each concept were analyzed using 
simulations and the design parameters needed to control the 
critical target shock amplitude were determined.  These 
simulations revealed a significant reduction of impulse generated 
at 1st impact (nonlinear spring: >90%, gold soft coating: >40%) 
and a substantial decrease in the number of collisions (gold soft 
coating: >90%) compared to conventional hard wall stops. 

The fabrication and testing of the nonlinear spring shock 
stops integrated with two MEMS devices with different sensing 
mechanisms and made by different processes was presented in [3].
Shock tests using an impact hammer demonstrated that the 
nonlinear spring shock stops provide outstanding device survival 
rate (83%) compared with hard stops (8%).  Also, device fracture 
mechanisms under the stress developed by the induced impact 
force were identified. 

This paper reports on the modeling, fabrication and testing of 
soft coating shock stops using Parylene as the coating material.  

CONCEPT

Figure 1 shows the schematic view of a conventional hard 
shock stop and the proposed soft coating shock stop.  When the 
device mass impact a shock stop, an impact force is generated. 
This force can be reduced by either 1) increasing the contact time 
between the mass and the stop assuming the impulse stays constant, 
or 2) decreasing the impulse (i.e., decreasing the momentum 
change) assuming the contact time stays constant.  The impulse is 
proportional to the change in proof mass velocity [3].

This goal is achieved by adding a soft coating shock stop.  
This concept utilizes a soft thin-film layer on an otherwise hard 
surface, and it relies both on the increased surface compliance and 
dissipation.  The soft coating reduces the coefficient of restitution 
(COR) and thus reduces the impact force.  The ‘softer’ coating 
dissipates energy during impact, and this serves to reduce both the 
number of impacts as well as the settling time following shock.  
Increasing the damping of the device mass is another means to 
minimize the setting time, but this method is limited by the 
vacuum environment required by many MEMS devices.  Thus, 
especially in the case of vacuum packaged MEMS, absorbing the 
energy at the impact site becomes more attractive [2].

Silicon

Mass

(a)
Hard surface

Silicon

Mass

(a)
Hard surface

Silicon

Soft coating

Mass

(b)

Silicon

Soft coating

Mass

(b)

Figure 1. Schematics of shock stop designs 
(a) Conventional hard shock stop, (b) Soft coating shock stop.  

Soft coating and nonlinear spring shock stops have several 
similarities and differences.  First, both concepts utilize compliant 
stops to reduce the impulse (and impact force).  The soft coating 
stop however adds considerably more dissipation and hence it also 
reduces the number of impacts [2].  Second, these two shock 
protection concepts require different fabrication processes.  For in-
plane shock protection, nonlinear spring stops can be readily 
fabricated with MEMS devices in a single step [3], but soft coating 
stops need additional steps due to the need for additional material 
deposition.  For out-of-plane protection, soft coatings may be more 
convenient because it is difficult to fabricate released micro-
springs under a device.  Finally, we can readily control our target 
shock amplitude for both concepts by simple design adjustments. 
The performance of nonlinear spring stops can be easily adjusted 
by changing the geometric and material properties (number, 
separation, stiffness) of shock springs [3].  The characteristics of 
soft coating stops are determined both by the coating material 
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properties and thickness, and by the design of bumpers contacting 
the coated surface, as described in following sections. 

DESIGN

Our previous analytical results demonstrated that gold 
(COR 0.22) coatings reduce the initial impulse by >40% and the 
number of collisions by >90% as compared to a rigid stop [1, 2].
But these results were calculated by considering only the reduced 
COR; these results could be further improved by including the 
elastic properties of the coating materials.  Moreover, these 
benefits are amplified by using flexible polymers because of their 
viscoelastic properties, smaller Young’s modulus, higher energy 
absorption, and greater thickness. 

Yu et al. reported simple but reliable models to analyze the 
elasticity of a thin film layer [4].  This work has been 
experimentally proven with minor corrections or referenced by 
many follow-up papers [5-7].  These models describe the 
deflection (d) of a thin film due to a load (p) applied by an indenter 
as a function of the indenter’s shape and dimensions.  The film is 
assumed to be either perfectly bonded to or frictionless overlaying 
on a semi-infinite substrate (Figure 2).  The equations relating p
and d are given as follows for different indenter shapes: 

Flat-ended indenter (Figure 2-a): ( )ip a dζ= ⋅ ⋅   (1) 

Conical indenter (Figure 2-b): 2( tan )ip dζ α= ⋅ ⋅  (2) 

Spherical indenter (Figure 2-c): 3 22( )
3 ip R dζ= ⋅ ⋅  (3) 

The definition of the other variables in these equations is 
shown in Figure 2.  i is defined to be i =4Ei/(1- i) where Ei is 
Young’s modulus and i is Poisson’s ratio.  Note that a film’s 
indentation is related to its contact area, not to its total surface area.  
This is observed in a similar manner both for purely elastic and 
elastic-plastic indentations, as reported in other papers [5,6].
When the film thickness approaches infinity, Ei and i approach 
those of the thin film material (i=1).  When the film thickness 
approaches zero, Ei and i approach those of a hard substrate 
material (i=2).  Therefore, a thicker film decreases i, and thus 
reduces the film’s stiffness.  This reduced stiffness leads to a 
smoother deceleration and longer contact time during impacts, and 
eventually decreases the impact force generated when a device 
collides with the shock stop [1-3].  But the maximum film 
thickness is limited by fabrication challenges and limitations.

(a)                             (b)                               (c) 
Figure 2. A thin film layer on a semi-infinite substrate indented by 
(a) a rigid flat-ended indenter, (b) a conical indenter, or (c) a 
spherical indenter [4].

Figure 3 shows the elastic energy vs. deflection of the thin-
film (Parylene film.  i is calculated to be 20GPa from Parylene’s 
Ei=3GPa, vi=0.4 [8].) for a device mass that has one bumper 
(shaped like the indenters in Figure 2) of different shapes.  Also, 
the energy produced by a 1000g shock applied to a device mass 
(0.97mg) is shown as the solid line (labeled as threshold).  When 
the device impacts the thin film, it continues to move until the 
energy applied by the shock is completely converted to elastic 

energy stored in the thin film.  The intersection points of the 
elastic energy plots of various indenters with the threshold shock 
energy show the minimum film deflections, and therefore the 
minimum film thickness, needed to absorb this shock.  Figure 4 
shows the time record of (a) the displacement of a device mass and 
(b) the impact force involved during this movement.  In these 
figures, a 1000g shock is applied just before the mass (0.97mg) 
touches the thin film coating.  From these figures, we can derive 
the contact time (T), which is inversely proportional to the average 
impact force (Figure 4-a), and the maximum involved impact force 
(Figure 4-b).  Clearly, the shock performance of soft coating stops 
depends on both the coating’s material properties (material 
selection and thickness) and the shock bumper design (shape and 
dimension).  Consequently, the shock stop can be readily designed 
to accommodate a wide range of incident shock. 

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

Displacement [um]

En
er

gy
 [M

ic
ro

-J
ou

le
]

Flat-end  
(2a=60um) Flat-end  

(2a=20um) 

Sphere   
(R=50um) 

Cone        
(60 degree) 

Threshold

Figure 3. Elastic energy vs. deflection of a Parylene film ( i is 
assumed to be 20GPa) for a device mass that has one bumper 
(shaped like the indenters in Figure 2) of different shapes.  The 
energy produced by a 1000g shock applied to a device mass 
(0.97mg) is shown as the solid line (labeled as threshold).

FABRICATION

To demonstrate shock protection improvement using soft 
coating shock stops, we used the Silicon-On-Glass (SOG) process 
[3] to fabricate MEMS test structures and Parylene coated shock 
stops.  Figure 5 shows the fabrication process flow.  We first 
create a recess (10µm) on a Pyrex glass wafer and pattern a shield 
metal layer (5-a).  The glass wafer is halfway diced (to form scribe 
lanes), and is anodically bonded to a 100µm-thick, double-
polished silicon wafer.  Contact pad metal is deposited and 
patterned (5-b), and a DRIE through wafer etch is preformed to 
form the device and shock stops (5-c).  Finally, some samples are 
coated with a 3µm-thick Parylene film to form soft coating shock 
stops (5-d), while some samples are completed without this coating 
to make hard shock stops. 

Parylene is selected as the coating material due to its 
conformal coverage and room-temperature deposition [9, 10].  In 
addition, Parylene is chemically stable [11].  Figure 6 is the SEM 
views of suspended microbeams covered with a 3µm-thick layer of 
Parylene, showing the excellent step coverage of Parylene. 

Figure 7 shows fabricated hard (silicon) and soft coated 
(Parylene) shock stops and devices.  For a fair comparison, both 
devices are selected from the same wafer and have identical 
dimensions.  To compensate for the decrease in gap due to 
Parylene deposition, the gaps of devices covered with the soft 
coating are made larger than the gaps of hard stop devices.  
Because Parylene is thin with small Young’s modulus, changes in 
the mass and stiffness due to Parylene are ignored [12].



The test device consists of a silicon mass of 0.97mg (1.15mm 
radius, 100µm thickness, (100) silicon orientation), and a support 
cantilever beam with a spring constant of 79 N/m (50µm width, 
1.85mm length, and 100µm thickness).  These test structures were 
designed to be flexible enough to touch the wall, but not to suffer 
fracture stress before touching the wall. 
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Figure 4. The time record of (a) the displacement of a device mass 

and (b) the involved impact force during this movement

Figure 5. Fabrication process for test devices and shock stops.

TEST RESULTS

Fabricated devices were tested using a custom-built drop test 
setup, which can provide a controlled shock amplitude and 
direction.

In this drop test setup, samples are attached to a steel plate 
using epoxy and dropped from a known height (H) though guides 
to produce directional and repeatable shocks.  For fair comparison, 
both hard wall and soft coating samples were mounted together, as 
shown in Figure 7.  The steel plate collides with a steel rail at the 
foot of the drop test track.  The small contact area between the 
steel plate and the steel rail decreases the contact time and 
generates higher shock amplitude for the same drop height.  This 
contact time is determined by applying a 5V signal between the 
plate and the rail, and by measuring the time during which 

electrical contact is first achieved between the two.  This critical 
contact time (dT) determines the maximum shock amplitude 
applied to the test devices.  This maximum shock amplitude can be 
estimated based on the computed velocity change during this time 
interval:

( 1) 2 9.8
shock

COR Ha
dT

+ ⋅ ⋅ ⋅=   (4)

While this is the shock delivered to the steel plate, we assume 
that the test devices experience the same shock as they are firmly 
attached to the plate.  Also, we assume that the energy losses due 
to friction and the epoxy layer are negligible.  Based on these 
assumptions and the dimensions and the size of our setup, our drop 
tests can produce a maximum shock of 1400g when the steel plate 
is dropped from a height of ~8 feet.

Figure 6. SEM of the top view of suspended microbeams after 
Parylene deposition. It shows excellent step coverage.

Spring Wall SpringWall

Soft coated wall

Hard nonlinear
springs (silicon)

Hard wall (silicon)

Soft coated 
nonlinear springs

Figure 7. Top views of the fabricated hard (silicon) and soft coated 
(Parylene) devices.  Each sample has three wall and two nonlinear 
spring devices.  These two samples are glued together to a steel 
plate for testing.

Testing started by first applying a low level of shock to test 
devices and then proceeded to larger shocks by dropping the test 
devices from higher distances.  Figure 8 shows a series of 
photographs of the test samples containing both hard wall and soft 
coating shock stops following each drop test.  Shocks under ~640g 
produced no observable damage to either hard or soft stop devices 
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(8-a).  When ~840g was applied, one hard stop device broke (8-b).  
The two remaining hard stop devices were damaged after a shock 
of ~940g (8-c).  But, for shocks up to ~1300g, no damage was 
observed on any soft stop devices (8-d).  We conducted this series 
of experiments four times using four different samples each 
containing several hard and soft shock stops, and the results are 
summarized in Table 1.  The table clearly shows that soft coating 
shock stops provide superior shock protection providing a 94% 
survival rate, compared with 0% survival rate for hard stops for 
shocks of up to 1300g.

Figure 8.  A series of photographs of the test samples containing 
both hard wall and soft coating shock stops following each drop 

test (up to 1300g shock amplitude) for the device shown in Figure 
7. All hard stops were damaged at the tip close to the device mass.

Table 1. Summary of drop test results. No hard stop devices 
survived, compared with 94% of Parylene coating shock stops. 

Hard stop Parylene  
Test number 

Max.
applied 

shock [g] 
Broken / Total 

number
Broken /Total 

number

1 ~1300 3/3 0/3
2 ~900 3/3 0/3
3 ~920 2/2 0/5
4 ~1080 2/2 1/6

Summary 10/10 (100%) 1/17 (6%) 

Using the dimensions of our spherical device and the models 
in Figures 3 and 4, we derived the average impact force and the 
maximum impact force of both Parylene coated soft shock stops 
and hard silicon stops.  The result shows that Parylene coated stops 
provide significant reduction both in average impact force (78% 
reduction) and in the maximum impact force (78% reduction), 
compared to hard silicon shock stops.  This substantial impact 
force reduction considerably decreases the stress induced at the tip 
of the device beam [3], and thus explains why soft coating stops 
produce higher device survival rate in our drop test experiments. 
This impact force reduction is calculated using the elasticity 

properties of Parylene films, whereas the impulse reduction 
(>40%) in [1,2] derived solely from the reduced COR afforded by 
gold coatings. 

CONCLUSION

This paper describes the modeling, fabrication and testing of 
soft coating shock stops.  This soft coating relies on both increased 
surface compliance and reduced coefficient of restitution, and 
provides better shock protection over conventional hard wall shock 
stops.  This shock protection is determined not only by the coating 
material properties but also the design of bumpers attached to a 
device mass.  As a coating material, we selected Parylene due to 
its conformal coverage, room-temperature deposition, and 
chemical stability.  Using a drop test setup, we conducted multiple 
shock tests, and the results demonstrate that the Parylene coating 
provides superior device survival rate (94%) over hard stops (0%).  
This can be explained by the fact that Parylene coating shows 
substantial impact force reduction compared to hard silicon stops.
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ABSTRACT

This paper presents the first assembly and electrical testing 
results of a packaging/assembly approach for wireless integrated 
microsystems (the WIMS Cube).  In this assembly approach, the 
microsystem dice are placed inside a cube.  Electrical/fluidic signal 
transfer between dice can be achieved in one of two ways.  The 
first method uses rows of integrated active flexible cables that are 
attached to the cube walls and actuated during assembly, row-by-
row, to connect to the dice.  The second method uses passive 
flexible cables integrated with separate connector dice that are 
interleaved between device dice inside the cube.  In both methods, 
flexible cables make pressure contacts to the pads and fluidic inlets 
of each microsystem die, thus forming a mechanical 
connect/disconnect system for both electrical and fluidic signals.  
WIMS Cube prototypes that are 5mm and 10mm on a side were 
fabricated.  Cubes with integrated Parylene cables were tested for 
reliable pressure-contact electrical connections.  A low contact 
resistance of 4.2  was achieved between cables and dice.  
Reliability was demonstrated by electrically connecting and 
disconnecting the passive flexible cables ~10 times.  Fluidic 
connector cables that can eventually interface with fluidic 
substrates were integrated with the Cube. 

INTRODUCTION

Today’s packages for integrated circuits and microsystems 
should protect them from the external environment and allow 
electrical connectivity without affecting performance.  Current 
packaging and assembly approaches do not provide the flexibility 
and modularity needed for a microsystem containing substrates 
with sensors, actuators, and circuits fabricated using different 
technologies.  We introduced the concept of a packaging/assembly 

approach for wireless integrated microsystems (the WIMS Cube) 
[1], whereby multiple substrates containing circuits, 
sensors/actuators or instruments are stacked on top of one another 
in a re-workable and modular fashion inside a Cube, with 
interconnection between substrates provided through Cube walls 
and flexible cables [2,3].  The WIMS Cube concept represents a 
significant departure from standard 3D chip assembly and 
packaging approaches [4,5] in that it makes the assembly and 
connection reworkable, thus providing maximum flexibility when 
assembling/reassembling and packaging complex microsystems.  
In this paper, we report the first assembly and electrical testing 
results of a complete WIMS Cube containing multiple test 
substrates, the development of WIMS Cubes utilizing only 
“passive” cables that do not require actuation, and the successful 
fabrication and integration of fluidic cables that can eventually 
interface with fluidic substrates. 

WIMS CUBE STRUCTURE AND OPERATION

Figures 1-2 illustrate WIMS Cubes with active and passive
cables, respectively.  The Cube can be as small as a few 
millimeters or as large as a few centimeters on a side and holds 
different dice.  Electrical/fluidic signals are transferred between 
dice using either rows of integrated flexible cables attached to the 
Cube walls and actuated, row-by-row, to make pressure contacts to 
each die (Figure 1), or by passive cables integrated on connector 
dice that are interleaved between device dice (Figure 2).  In case of 
active cables, all cables are retracted at start of assembly.  After 
each die is “dropped” into the Cube, a row of cables is 
actuated/released into position.  A non-conductive elastomer layer 
is dropped over the die, followed by another die; the process is 
repeated.  In case of passive cables, the connector dice containing 

Figure 1. WIMS Cube with active flexible cables: The flexible 
cables are actuated into position using on-chip actuators and make 
pressure contacts to pads and fluidic inlets on the dice. 

Figure 2. WIMS Cube with passive flexible cables: WIMS Cube 
has connector dice with integrated passive flexible cables that 
make pressure contacts to system dice and cube sidewall, where 
routing of all signals is achieved. 
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connection pads press onto their corresponding device dice to 
make connections.  The signal is then transferred through the 
passive cables, which extrude at the edge of each connector die 
and connect to the Cube sidewall; in this case the passive cables 
are bent as the connector dice are dropped into the Cube.  A non-
conductive elastomer layer is used as a cushion between dice to 
accommodate local variations in pressure/distance.  In both 
approaches, the Cube is covered by a lid, which presses against the 
dice and elastomers, forcing all cables into intimate contact with 
their substrate. 

The pressure-contact connections are not permanent.  This 
allows the microsystem to be disassembled either if one of the dice 
fails after assembly, or if a different microsystem with a different 
set of sensors or actuators is needed for another application, 
resulting in maximum flexibility and modularity, two critical 
features for microsystem applications. 

ASSEMBLY OF THE WIMS CUBE 

The WIMS Cube is fabricated using planar silicon 
technology.  The bottom and the four sidewalls of the Cube are 
fabricated on a single substrate and are attached to each other by 
the flexible cable material, and a separate piece could be used as 
the lid of the cube.  Each cube can then be handled easily and 
folded using a jig.  The Cube sidewalls are fabricated so that the 
sidewalls and Cube base can be brought together like a jigsaw 
puzzle for good alignment as shown in Figure 3, and then 
glued/soldered to form the Cube. 

Figure 3. Layout of the WIMS Cube 

Figure 3 shows the sidewall-to-base connector bridges that 
carry all the metal routing for both the actuation of each row of 
cables as well as the electrical connection layer.  Careful handling 
of the Cube is necessary as these bridges may be torn, 
disconnecting the access to the connectors on a sidewall.  These 
bridges should be flexible as well as rugged, and with a careful 
design, the probability of tear can be minimized.  The bridges may 
be designed as multiple narrow connectors instead of a wide 
Parylene bridge to increase their flexibility. 

Assembly platforms and a multi-tip vacuum pick for the 
assembly and handling of the fabricated package were also 
developed to improve the reliability of the handling and assembly 
process.  The assembly platform is a jig with vacuum connections 
to hold the sidewalls of the Cube before it is permanently brought 
together, and to populate the Cube with test dice for connection 
tests.  The jig is fabricated using silicon micromachining 
techniques.  The assembly platform with latches and polymer 
hinges, shown in Figure 4, was designed to enable Cube assembly 
with less handling and better yield.  This platform is assembled 
together with the Cube itself, and the latches lock the sidewalls in 
place during assembly. 

Parylene is a very rugged material, and does not tear apart 
easily.  However, due to bending and twisting, one can still 

damage the sidewall-to-base connector bridges.  As a result, a 
special multi-tip vacuum pick was designed in order to help in 
handling the WIMS Cubes (Figure 5). 

The following section on fabrication will present the 
fabrication of the WIMS Cube as well as the assembly platform 
and the multi-tip vacuum pick. 

Figure 4. Schematic of the assembly platform with latches and 
polymer hinges, and a fabricated assembly platform 

Figure 5. (a) Schematic of the multi-tip vacuum pick, (b) various 
vacuum picks after fabrication, and (c) vacuum picks after the 
tubing connection 

FABRICATION

Figure 6 shows the 12-mask surface micromachining process 
for WIMS Cubes with active or passive cables with integrated 
electrical and fluidic connectors. The bottom cross-sectional view 
on the right in Figure 6 shows a connector die with electrical and 
fluidic connectors fabricated using the same process used for 
Cubes with active cables.  The layers that exist for active cables, 
but not for passive cables, are merely removed from passive cables.  
Parylene is the material of choice for the cables of the WIMS 
Cube, since it is quite flexible, and provides sufficient chemical 
inertness, mechanical strength and stability [2,3]. 

WIMS Cube prototypes that are 5mm and 10mm on a side 
were fabricated.  Fabrication starts with an oxidized wafer (Figure 
6-a).  This oxide layer is used for the insulation of pads used for 
actuation of rows of cables and testing the electrical connectors 
during cube assembly.  It does not need to be too thick as long as it 
provides good insulation.  A 3500Å-thick oxide layer is thermally 
grown and patterned for this process.  A Cr/Au layer of 
500Å/1500Å is deposited and patterned as an anti-stiction layer 
underneath connector bridges.  Gold is a hydrophobic layer, and 
the probability of Parylene to stick to gold is less compared to 
sticking to silicon, silicon dioxide, and Parylene itself.  Patterning 
of a sacrificial photoresist layer (1.3-1.5µm) is followed by the 
deposition and patterning of the first Parylene layer (~2µm).  
Parylene is dry-etched in O2 plasma.  The electrode metal layer 
(5000Å-thick gold layer), which forms the coils for thermo-
magnetically actuated cables [3], is deposited and patterned.  
Although released Parylene structures do not stick to gold surfaces
in a wet release process, gold film directly deposited on Parylene is 
found to adhere well as opposed to its adhesion problem to silicon.  
The soft gold layer covers the slightly rough Parylene surface well, 
resulting in good adhesion.  By using gold alone, patterns as small 
as 7µm can easily be patterned.  A hard-baked photoresist layer 
(~4µm after hard-bake) at the tips of the electrical connectors on
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Figure 6. Process flow of the WIMS Cubes with integrated active or passive cables with electrical and fluidic connectors 

both active and passive flexible cables forms extruding tips for 
pressure-contact electrical connections (Figure 6-b).  Next, the 
second Parylene layer is deposited and patterned to open contacts 
on the coils.  A Cr/Au layer of thickness 250Å/5000Å, is deposited 
to form the electrical interconnects of the cables, and the anti-
stiction/anti-collapse bottom layer for the fluidic channels (Figure 
6-c).  The material and thickness for this metal layer is affected by 
many factors including the stress-compensation of the thin-film 
stack and the formation of low electrical routing resistances for the 
Cube.  The sacrificial photoresist layer for the fluidic channels is 
then patterned.  The thickness of the photoresist determines the 
height of the channels, and thicknesses of 8-12µm were used for 
this process.  It is followed by the deposition of the final Parylene 
layer (~2µm).  A 3000Å-thick Ti layer is sputtered and patterned 
as a mask for the final Parylene etch.  The Ti layer should be 
sputtered and be thick enough to make sure the large step height of 
the fluidic channels is covered well for the final Parylene etch.  Ti 
layers thicker than 3000Å delaminate at sharp corners, like the 
corners of the cables, after patterning.  Ti is chosen as the mask 
layer, because it adheres to Parylene well, and the Ti etchant 
(NH4OH:H2O2:H2O =1:1:4) does not damage the thin film stack 
of the cables during Ti mask patterning and removal.  Next, a 
13µm-thick SU-8 layer, which is used for forming o-ring structures 
at the inlets of fluidic connectors, is patterned.  After etching the 
Parylene in order to obtain the cable structures, the Ti mask is 
stripped.  Lastly, a backside through-wafer etch is performed to 
separate the Cube walls, form active flexible cables and help 
release passive flexible cables (Figure 6-d).  WIMS Cubes are then 
released by removing the sacrificial photoresist layer.  A novel 
ultrasonic agitation release/dry technique is used that combines the 
advantages of the gold hydrophobic layer as an anti-stiction layer 
and the energy provided by ultrasonic agitation. 

The assembly platforms and the vacuum pick are 
micromachined using a 2-mask DRIE etch process for forming the 
cavities for vacuum tubing.  The jig is one piece with PDMS 
hinges.  The tubing is attached using epoxy. 

Figures 7-8 show Cubes during assembly and testing using 
two different micromachined jigs.  As shown in Fig. 8, Cubes with 
multiple test substrates containing bonding pads and interconnects 
have been assembled.  The tests were performed using a probe 

station.  After the three sidewalls of the Cube are folded and 
secured by the vacuum connections of the assembly platform, 
probe tips are used to access the electrical pads on the unfolded 
sidewall of the Cube.  The test chips and non-conductive elastomer 
layers populating a WIMS Cube with passive flexible cables can 
be seen in the inset of Figure 8. 

Figure 9 shows various cables after release.  The silicon piece 
underneath the active flexible cables creates firm pressure-contact 
connections to the system dice during the Cube assembly.  Passive 
flexible cables have finger-like tips for better and more reliable 
connection with the metal lines on the Cube sidewall. 

ELECTRICAL TESTING

The fabricated WIMS Cubes with integrated Parylene cables 
were tested for reliable pressure-contact electrical connections.  
For the WIMS Cubes with passive flexible cables, the total 
resistance of the electrical connection system that consists of two 
passive cables is measured.  Each of these cables makes one 
pressure contact to a pad on a test die and another pressure contact 
to the Cube sidewall.  The measured resistance included the 
negligible resistance of the metal line between the pads (calculated 
to be 0.07 ) on a test die, as well as the four pressure-contact 
resistances, and the resistances of the two passive flexible cables.  
Due to the duality of the measured components, half of the 
measured resistance is graphed in Figure 10 as the electrical 
resistance per passive electrical connector with two pressure-
contact connections.  A low contact resistance of 4.2  was 
achieved between cables and dice.  Reliability was demonstrated 
by electrically connecting and disconnecting the passive flexible 
cables ~10 times.  The variation in each measurement of Figure 10 
depends on the force applied on the stack; the higher the applied 
force, the lower the pressure-contact resistance. 

For WIMS Cubes with active cables, the Cube is designed so 
that four-point probe measurement of two pressure-contact 
connections with a negligible metal line resistance of the test dice 
included can be measured.  Smaller than 1.9  resistance per two 
pressure-contact connections was achieved by testing active 
flexible cables.  These cables were not actuated using the on-chip 
actuators but were manually pushed into position.  Tests on fluidic 
connectors have not been performed. 
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Figure 7. A WIMS Cube with active cables during assembly.  
The platform is a jig with latches and PDMS hinges.

Figure 8. A WIMS Cube with passive cables during testing.  The 
platform is a permanently assembled jig. The Cube is dropped into the 
jig using a flat platform not shown in the picture.

Figure 9. Released active flexible cables (a) with four electrical connectors and (b) with fluidic connectors, and (c) Released passive 
electrical connectors with finger-like tips for better contact to the metal lines on the Cube sidewall

Figure 10. Measured electrical resistance per passive electrical 
connector.  Each passive electrical connector makes two 
pressure-contact connections; one to the pad on the system die 
and the other to the Cube sidewall. 

CONCLUSIONS

We reported the first assembly and electrical testing results 
of a complete WIMS Cube containing multiple test substrates, 
the development of WIMS Cubes utilizing only “passive” cables 
that do not require actuation, and the successful fabrication and 
integration of fluidic cables that can eventually interface with 
fluidic substrates.  Repeated measurements of pressure-contact 
electrical resistance for passive cables as low as 4.2  were 
achieved.  These resistances are repeatable after tens of connect-
disconnect experiments (a Cube is envisioned not to undergo 
more than a few tens of reworking sessions).  Tests on fluidic 
connectors have not been performed yet. 
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ABSTRACT

Wireless signals are inherently generated during the spark 
discharges of micro-electro-discharge machining (µEDM).  This 
work harnesses signals between 300-750 MHz for the monitoring 
of batch mode machining quality.  In particular, the wireless 
spectra are used to sense incipient, debris-dominated machining 
that can be destructive to both the tool and the workpiece.  Planar 
stainless steel (316L) is machined 50 µm deep in a high-density 
stent pattern with 30 µm features and tool fill factors ranging from 
8.4% to 32.9%.  In debris-dominated conditions, the 580-750 MHz 
frequency band shows an increased average strength over an 
average reference band of 410-480 MHz.  The temporal evolution 
of the spectra permits the discharges to be monitored in a manner 
that is less affected by circuit parasitics than alternative electrical 
methods.  It is amenable to real-time monitoring of large-scale 
production. 

I. INTRODUCTION

Micro-electro-discharge machining (µEDM) is a technique 
that utilizes spark discharges between a tool and workpiece in a 
dielectric fluid to micro-machine any conductive material [1].  By 
finely controlling the discharge energy as well as the positioning of 
the tool and workpiece, any arbitrary shape can be machined.  
Recent applications include a cardiovascular antenna stent 
(stentenna) [2,3] (Fig. 1), RF switches [4], and DC-to-DC boost 
converters [5]. 

 Traditionally, serial mode µEDM uses a sharpened wire as 
the tool, which is scrolled across the workpiece.  Batch mode 
µEDM uses a cookie cutter type tool to machine the entire pattern 
in parallel.  The advantages are that batch mode is lithographically 

compatible and offers a 100x improvement in throughput over 
serial mode [6].  Batch mode tools can be fabricated using PMMA 
for X-ray or SU-8 for UV exposure in a LIGA type electroforming 
process.  One drawback is that as feature densities increase, 
accumulation of trapped debris leads to spurious, secondary 
discharges.  Without attention, this causes workpiece damage and 
tool recasting, eventually halting progress completely (Fig. 2) 
[7,8].  Damage to the workpiece consists of rough surfaces, 
rounded edges, and larger machining tolerances.  Tool recasting is 
caused by secondary discharges that lead to excessive heating.  
The result is a tool that is wider and shorter than the original at 
different locations on the pattern.  It would be useful to detect the 
change in machining conditions before this damage occurs. 

Fast current spikes generate a detectable wireless signal [9-
11].  Marconi first utilized spark discharges similar to those found 
in EDM for wireless communication in the 1890s.  In the late 
1970s, early work showed that it was possible to use RF 
transmissions to distinguish between open circuit, spark, arc, and 
short circuit conditions in macro-scale, serial mode EDM [12].  At 
the micro scale, particularly for batch mode, process monitoring is 
even more critical.  Further, due to the smaller dimensions, tighter 
tolerances, electrode multiplicity and lower machining rates, the 
discharge characteristics are significantly different.   

As debris accumulation becomes worse during machining, 
one would expect changes to the discharges and consequently, the 
wireless spectrum.  In this study we explore how these 
characteristics can be correlated to micromachining process quality 
with a view toward monitoring large-scale production by µEDM.   

II. EXPERIMENT DEFINITION

The test pattern used for this study was the stentenna [2,3].  

Figure 1A shows a low-Q stentenna fabricated with serial EDM 
that has been deployed in a mock artery.  The device begins as a 
planar stainless steel foil that is machined into a meandering  
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Fig. 2: (A) Ideal EDM spark discharges produce a wireless 

signal that changes with secondary discharges (B) due to debris.

Fig. 1: (A) Low-Q flow sensing Stentenna in mock artery [2]. (B) 
High-Q Stentenna pattern for batch EDM. Solid sections are pads 

for mounting pressure sensors [3]. 
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pattern.  The coil is an inductor and the pressure sensors are 
capacitors in an LC tank.  This allows wireless querying of the 
sensors for in-situ flow measurement in an artery by tracking the 
resonant frequency of the LC tank. 

While this new functionality is promising, the quality factor 
(Q) of the LC tank significantly limits the range and sensitivity.  
Three ways that the Q can be improved are to increase the 
inductance, decrease the parasitic resistance, or lower the nominal 
capacitance of the pressure sensors [3].  High-density batch mode 

EDM enables the number of inductor turns to be greatly 

increased, giving a 16x potential improvement in inductance.  This 

is implemented in the high-Q stentenna pattern shown in Figs. 1B 
and 3.  The pattern is 2.5 cm long and 2.5 mm wide with 30 m
wide beams.  However, due to the compact, meandering shape, this 
pattern is hindered by debris accumulation [3] and is a good test 
for the wireless monitoring technique. 

The pattern can be divided into two sections, the sensor 
platform and the involute beams.  The sensor platform (Fig. 3A) 

has a fill factor (tool area density) of 8.4%.  The involute beams 
(Fig. 3B) have a fill factor of 32.9%.  Copper tools were fabricated 
using 200 m tall PMMA LIGA on a titanium oxide seed layer.  
The workpiece was a 7x7 mm2, 100 m thick 316L stainless steel 
foil, the same material as commercial stents.  A small portion of 
the pattern was machined with minimum discharge energy to allow 
longer observation of the spectra as debris accumulated.  In Fig. 4, 
which shows the machining apparatus, this translated to values of 

70 V and 10 pF for VE and CE, respectively. 
In serial mode, for which the tool is a wire tip, the tool is 

rapidly rotated to improve dimensional accuracy.  This also helps 
remove debris by continuously flushing the dielectric fluid.  In 
batch mode, since the tool is a 2-dimensionial cookie cutter, it 
cannot be rotated.  Instead, the stage is dithered vertically by about 
20 m during machining to flush the fluid as much as possible.  
Machining parameters are listed in Table I.  The sample was 

plunged 50 m deep into the tool while recording the wireless RF 
field strength, plunge depth, time, and current waveform of the 
discharges.  Note that plunge depth indicates how far the tool has 
advanced into the workpiece during machining.  If there is 
appreciable tool wear, the actual machined depth may be 
somewhat less. 

III. EXPERIMENTAL RESULTS

The SEM images in Fig. 5 show the tool and workpiece after 

machining. There was enough residual debris on the surface to 
span the full height of the tool.  A significant amount of debris was 
left in the dielectric oil that could not be imaged.  Figs. 5C and 5D 
show tool recasting and debris on the surfaces, indicating a large 
amount of debris near the machining area.  Figure 5E shows a 
different example of high quality machining with no debris effects 
[8].  In Fig. 6, one can see that machining progressed steadily until 
165 min. when machining became debris-dominated.  Changes in 

discharge characteristics (and consequently the RF transmission) 

Fig. 3: 80 m copper electroplated high-Q stentenna tool. Left:
sensor platform. Right: Involute beams [3].  
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Fig. 4: Experiment setup for wireless monitoring and
inductively coupled current probes.  

Fig. 5: A) 200 m copper tool after
machining with debris. B) Workpiece with
large debris before cleaning. C) Close-up of
debris, tool recast. D) Debris on workpiece
top before cleaning, damaged sidewalls. E)
Straight edges from non debris-dominated

EDM [8]. 

Table I: Machining Conditions
Tool Height 200 m

Voltage 70 V 

Capacitor 10 pF 

Resistor 5 k

Z-Feed 0.2 m/s 

Plunge 50 m

Workpiece 316L Steel 
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Fig. 6: Plunge rate slows around 165 min and restores around 410
min. This is because discharges are used to pulverize debris and
the workpiece repeatedly retracts when it senses such events. 
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are anticipated at such transition points.  The potential advantage 
of monitoring the RF signals is that they are directly indicative of 
the nature of the spark.  In batch mode machining, the measurable 
electrical characteristics of the discharge pulse are affected by a 
variety of parasitics.  Hence, they are not always the best indicator 

of real-time machining quality. 
Wireless measurements were taken at a distance of 25 cm 

using a Protek 3201 field strength analyzer (Fig. 4).   The spectrum 
plotted in Fig. 7 was recorded over time from 300 to 750 MHz in 6 
MHz steps.  Data points represent the average of 10 samples and 
were compensated for antenna factor and background noise.  The 
frequency range was selected to cover the upper bound of the 
signal and detect frequency shifts in that range.  In Fig. 8, the 
topology view (top view) of the same data is normalized to the 

highest peak in each spectrum and plotted against time on the y-
axis.  It is a Matlab interpolation of the data points that helps 
distinguish trends in the signal over time.  There are two regions of 
interest that show different trends, ‘Ref’ and ‘Signal’. From Fig. 8 
it is clear that frequencies from 580-750 MHz can be used as an 

averaged indicator for the crossover to debris-dominated 
machining.  Frequency bands in the range 410-480 MHz provide a 
reasonable average reference for comparison. 

The maximum output signal is represented by the 450 and 630 
MHz signal lines and can be seen more clearly in Fig. 9.  The 450 

MHz line acts as a reference for the 630 MHz line.  These 
frequencies follow the same signal strength trend until 132 min., 
where the 630 MHz line becomes larger ultimately crossing the 
450 MHz line at 165 min.  (Note that this is consistent with 
transition of the plunge rate (slope) in Fig. 6 where machining 
becomes debris-dominated at 165 min.).  The maximum difference 
was 9.3 dBmV.  Figure 10 plots the difference in the averages of 
the Signal and Ref. bands as a function of time.  Amplitude 
variations that are common to both frequencies are removed, but a 

clear trend reflects the progressive accumulation of debris.  The 
smaller regions track the high quality machining from Fig. 6 while 
larger regions track the debris-dominated machining.  

Low impedance current probe traces for the cathode and 
workpiece in Fig. 11 gave small differences between high quality 

Fig. 7: Wireless signal strength at a distance of 25 cm for various times and 
frequencies. Each spectrum represents the average of 10 samples. Half the number 
of samples shown for clarity. Frequencies A and B follow different trends when 

normalized. 
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Fig. 8: Topology view (top view) of wireless signal strength over the course of 
machining. Each spectrum is normalized to the highest peak and plotted in Matlab. 
Frequencies A and B in the Ref and Signal bands change strength at different rates.

.0�

)

)0�

1

10�

(

(0�

� ��� ��� ��� ���

�
�2
2

�

�
/


��
�
��
�

�$
��
��


�
�
� 
��
$
�
�
,
�

!���"
�
����

���
������

.

�
#����������
$�

%�� �&�����'�
-�/ �����

-�/ �����

Fig. 10: The difference of the averages of the Signal 
and Ref bands in Fig. 8 eliminates common amplitude 
variations over time. Small numbers match favorable 
machining condition while larger numbers match poor 
machining according to plunge rates in Fig. 6.

406



and debris-dominated regions.  As noted previously, electrical 
characteristics measured at the discharge electrodes in this manner 
are influenced by a number of electrical parasitics and are not 
directly indicative of the nature of the spark.  Wireless 
measurement, therefore, promises a superior technique for real  

time monitoring of batch mode EDM machining quality.   

IV. DISCUSSION 

During the EDM process, as the debris accumulate; they 
begin to interfere with the discharge gap as diagramed in Fig. 2b.  
Inspection of the tool after machining shows that the amount of 
debris can span the distance from workpiece to tool.  It has also 
been shown that metallic particles can transport charge from one 
electrode to another before discharging at much shorter distances 
and smaller energies [13]. These effects lead to detectable changes 
in the wireless field strength as the level of debris increases. 

Spark discharges between two conductors in air have been 
modeled in the past as dipole radiation to simulate electrostatic 
discharge effects on circuitry [9-11].  While these models are for 
gas discharges and spherical electrodes, the trends are still useful 
to understand since a µEDM discharge still has many similarities. 
In [10] it was found that as the discharge gap decreased, the 
discharge voltage decreased, the amplitude of the electromagnetic 
field intensity increased, and the time rate change of the current 
increased.  The dipole model for a square wave current pulse from 
0< t < 0 is given for the magnetic flux density by: 

                          B
2lsin( )

c
2
r

I(t r /c)

t
                                              (1) 

where l is gap length, c is the speed of light in the medium, t is 
time, r is distance to the observation point at angle , and I() is the 
current waveform [9].  The Fourier components of B are given by: 

b =
4isin e

i [r / c + 0 / 2 ( l / c )cos ]

crcos
sin

l

c
cos cos 0

2
(2) 

 While direct measure of these terms is not possible, it appears 
likely that in the context of batch mode µEDM, the accumulation 
of debris influences 0, leading to an increase in high frequency 
components of the radiated spectrum.  Further investigation is in 
progress. 

 V. CONCLUSIONS 

 The discharges in EDM produce detectable wireless signals.  
As debris accumulate in batch mode EDM, the signal amplitude 

at various frequencies changes. In particular, the average 
transitions at frequencies >580 MHz gain in strength while others 
remain relatively constant over time. The difference between either 
two frequencies in these bands or the averages of these bands 
tracks the favorable and debris-dominated machining conditions. 
Wireless monitoring could be used to predict and prevent damage 
to the workpiece and tool in real time.  However, frequency 
selection would be dependent on materials and machining 
conditions.  Wireless monitoring could be built to interface with 

the control hardware of a EDM and used in an automated 
production context to monitor multiple machines at once. 
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FLOW-CHAMBER MICROARRAY DETECTION OF MALARIAL ANTIGENS 
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ABSTRACT

Detecting and quantifying circulating proteins produced by 

malarial parasites provides valuable information to guide diagnosis 

and treatment.  We report on the detection and quantification of 

the malarial antigens HRP-II and aldolase with single-use 

microfluidic cartridges incorporating protein microarrays.  The 

microarray-based cartridges are suitable for use with handheld 

bioassay instruments.  Reagent and sample transport in the 

cartridges is controlled by integrated silicon electroosmotic 

micropumps.  Applications of the flow-chamber microarrays for 

experimentally determining binding parameters for pairs of 

biological molecules are explored.   

INTRODUCTION

Historically, body fluid analysis for malaria diagnosis has 

been through microscopic examination of blood smears for 

parasites, through automated analysis with laboratory PCR 

systems; or by card-type kits [1].  While these methods are 

satisfactory for many clinical settings, in some instances a fully 

automated (e.g. no manual dispensing/metering of reagents or 

skilled interpretation of assay outcomes), highly portable system 

for detecting and quantifying malarial antigens is desirable.   

We sought to leverage protein microarrays to develop new 

tools and techniques for detecting and quantifying malarial 

antigens.  Microarrays (both DNA and protein) are well 

established for drug discovery, but are underutilized in portable 

medical diagnostics.  For such applications, it is convenient to 

locate microarrays within microscale reaction chambers linked to 

channel networks for delivering samples and reagents.  Abundant 

options now exist for controlled sample/reagent delivery [2].  

However, selection of geometries and operating parameters for 

flow-chamber microarrays requires careful study of the interplay 

between biochemical and microfluidic effects.  The methods 

introduced here for developing microarray malarial antigen assays 

are applicable to a wide range of analytes. 

Figure 1:  Left:  Photograph of reaction chamber with protein 

microarray.  The microarray (typically eight spots) is printed on a 

nitrocellulose film.  Right: photomicrograph of a portion of a 

reacted microarray.

EXPERIMENTAL METHODS 

Flow-chamber microarrays of the design shown in figure 1 

were used in experiments. The microarray-containing reaction 

chambers are built into microfluidic cartridges; the cartridges, 

along with a handheld instrument, compose an automated bioassay 

system, a prototype of which is illustrated in figure 2.  To run an 

assay, a small (< 50 microliters) whole blood sample, obtained 

through e.g. fingerstick, is allowed to wick into the cartridge 

sample pad (inset of figure).  The sample pad is sealed by sliding 

closed the cartridge cover, after which the cartridge is inserted into 

the handheld instrument (overall size 310 cm3, weight incl. 

batteries 292 g).  Reagent and sample transport within the cartridge 

is driven by integrated slit capillary array silicon electroosmotic 

micropumps [3], which in turn are controlled by electrical signals 

from the handheld.

The reaction chamber cross-sectional dimensions are 120 µm 

x 3 mm.  The top surface is injection molded cyclic olefin 

copolymer (COC); the side walls are laser-cut polymer; and the 

bottom surface is nitrocellulose-coated glass.  Molded COC 

surfaces provide a smooth transition between the reaction chamber 

and the inlet/outlet microchannels (1 mm x 1 mm cross-section).  

Prior to cartridge assembly, a capture microarray (typically eight 

spots) is printed onto the nitrocellulose film using a modified 

MicroCaster handheld microarrayer (Whatman) using the 

manufacturer’s standard arraying solutions.   

For assay development and characterization, malarial 

reagents, including monoclonal IgG and IgM anti-P. falciparum

and recombinant P. falciparum HRP-II antigen, were purchased 

from Immunology Consultants Laboratory, Newberg, OR. 

Figure 2:  Highly portable, fully automated system for 

determining the composition of body fluids.
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ABSTRACT 

This paper presents directional reassembly of myofibrils in 
cardiac myocytes using a three-dimensional polymeric substrate. 
Such substrate modulates reorganization of dismantled myofibrils 
through microstructures, resembling the morphology in vivo. As a 
result, the cardiac myocytes in culture are reoriented. The 
mechanical forces at subcellular level are in situ monitored during 
the adhesion and redifferentiation processes using microfabricated 
polymeric structures, revealing evolution of the mechanical 
interaction between cardiac myocytes in culture and the artificial 
extracellular environment. This polymeric substrate has the 
potential to be a basis for development of in vitro assembled 
cardiac tissue. 

INTRODUCTION

Heart is the most heavily worked organ in the body, pumping 
blood to and from all the other organs. The contractile performance 
of the heart heavily depends on the mechanical behavior on 
cellular and subcellular level. Specifically, the myofibrils within 
the cardiac myocytes have a directional arrangement, allowing the 
cells to perform large contraction and to pump as much blood as 
required. However, such contractile performance is somewhat 
deteriorated in cultured myocytes due to remodeling [1]. Many 
mechanical properties in vivo disappear because of the randomly 
oriented myofibrils. Therefore, there is a need to reassemble the 
myofibrils in a directional profile with a hope to resemble the 
contractile performance in vivo, facilitating the cardiomechanical 
study and cardiac tissue development. 

Prior research in tissue engineering has shown that the 
microfabricated structures have potentials in regulation of a wide 
variety of cellular behaviors, such as cell growth and attachment [2, 
3]. The cells cultured on such structures adapt to the artificial 
extracellular environment and adjust their physiologic performance 
accordingly. In this paper, we report the use of a polymeric 
substrate with three-dimensional microstructures in regulation of 
the reassembly of myofibrils during cell remodeling process. The 
cellular mechanical forces are in situ monitored during the 
adhesion and redifferentiation process to provide evidence of 
directional myofibrils reorganization. 

FABRICATION AND SETUP 

The three-dimensional substrate (Figure 1) is made of PDMS 
polymer. It consists of parallel sidewalls, embedded pillars and 
large polymeric posts. The distance between adjacent sidewalls is 

about 20 m, in accordance with the width of a single cardiac 
myocyte. In the spaces between the parallel sidewalls, large 

polymeric posts are placed, being 100 m to 150 m away from 
one another. These posts are used to separate individual myocytes 
so that the cells will not interconnect. The embedded pillars are 2 

m in diameter and closely spaced, serving as mechanical sensors 
for force measurement. In our design, the PDMS sidewalls and the 
large posts are slightly higher than the embedded pillars so as to 
form a recessed chamber for the cells. Figure 1c shows the 
schematics of cell attachment onto the substrate. 

This three-dimensional polymeric substrate was fabricated 
using pressure-assisted micro molding technology we reported 
earlier [4]. The microstructures with different heights were 
fabricated via one replication step using single-crystal silicon 
template. The fabricated substrate is shown in Figure 2. The 
substrate was placed in an on-stage culture chamber and integrated 
with an inverted optical microscope. The fluidic and electrical 
connections were supplied to ensure the cells were in a preferable 
environment (i.e. 37 ºC and 5% CO2/air). 

MYOFIBRIL REASSEMBLY & CELL ALIGNMENT 

Left ventricular myocytes were isolated from male Wistar rats 
according to a previously described protocol [5] and cultured on 
the three-dimensional substrate. The cell morphology change 
during the adhesion and redifferentiation processes was monitored. 
The cellular forces were measured from the embedded polymeric 
pillars. 

The morphology change is illustrated in Figure 3. During the 
first 24 hours, the cells retained rod-shaped morphology as in vivo.
In the following few days, the myofibrils were dismantled. As a 
result, the cells lost their striated architecture and transformed to an 
amorphous form. At about 72 hours, most cells were rounded. 
Therefore, there were no substantial cellular forces measured at 
this moment. As the culture continued, myofibrils reorganized and 
the cells stretched out pseudopodia towards the substrate. In the 
plain substrate, the pseudopodia proceeded in all directions so that 
the cells spread isotropically. The three-dimensional polymeric 
substrate, on the other hand, acted as scaffolds to guide the 
myofibrillar proteins along the longitudinal axis of the sidewalls, 
thus reorienting the cells. 

The cell reorientation after 7 days culture is shown in Figure 

4. It is seen from the fluorescence labeled actin filaments that the 
cells were well confined by the microfabricated sidewalls and 
being aligned by the three-dimensional structures. This is in sharp 
contrast to the control group where the cells were cultured on a 
plain polymeric substrate. A closer observation shows the 
myofibrils reassembly in aligned cells had a directional 
morphology. In the control group, however, the myofibril 
reassembly was randomly oriented.

Figure 1. The three-dimensional PDMS substrate: (a), (b) the 

substrate is made up of polymeric posts, parallel sidewalls and 

embedded pillars; (c) the cell attachment on the substrate. 

Post Post

(a) Polymeric sidewalls 

Micro pillars 

(b) (c)

Figure 2. SEM pictures of the three-dimensional PDMS substrate 

with microstructures of different heights. 

10 m

Micro Pillars Sidewalls

Posts10 m
Micro Pillars Sidewalls
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FORCE EVOLUTION 

FORCES DURING REDIFFERENTIATION 

With reassembly of the myofibrils and reorientation of the 
cells, contractile performance of the cardiac myocytes resumes. 
Given the fact that the large polymeric posts eliminate the physical 
contacts between neighboring cells, the functional gap junction is 
not present, as evidenced by the lack of synchronous contraction. 
The cell contraction is therefore driven by each cell’s own 
pacemaker. The mechanical forces generated by the cells were 
determined from deformation of free ends of the micro pillars.  

Figure 5 shows an aligned myocyte and the subcellular 
mechanical force during its contraction. The deformation of the 
pillars was monitored by a video camera. The force vector map 
was achieved by multiplying the deformation with the 
predetermined spring constant, showing a subcellular spatial 
resolution. The magnitude and direction of the cellular forces at the 
locations of different pillars were directly achieved from the force 
map. Furthermore, by assuming the cellular forces have a spatially 
continuous distribution, data interpolation was conducted so that 
the cellular forces at the locations other than the pillars were 
approximated. As can be seen from the force map, the major force 
difference between the diastolic and systolic states is along 
longitudinal axis of the polymeric sidewall, providing evidence of 
directional reassembly of the myofibrils along this direction. 
Therefore, the force measurement during the redifferentiation 
process validates this three-dimensional polymeric substrate a 
viable tool for reassembling the myofibrils directionally. 

CONCLUSION 

This study reports reorientation of myofibrils and alignment 
of cultured caridiac myocytes by using a polymeric substrate. The 
three-dimensional microstructures were built on the substrate via 
pressure-assisted micro molding. Long-term culture showed that 
the polymeric substrate can successfully modulate the 
reorganization of the myofibrils during the cell redifferentiation, 
thus aligning the myocytes along specific direction. The directional 
reorganization of myofibrils was confirmed by monitoring the 
mechanical forces developed from the aligned cells. This work 
promises the potential for in vitro assembled cardiac tissue and can 
lead to less sacrifice of time, cost and animal donors. 
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Figure 5. (a)-(b): The contractile performance of the cells 

reappears when the myofibrils reassemble. The cellular forces at 

(c) the diastolic state and (d) the systolic state are derived from the 

deformation of the micro pillars. 
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Figure 4. The reorientation of myocytes is observed by (a) the 

phase contrast image and (b) fluorescence labeling of the actin 

filaments. (c) shows the control group cultured on plain PDMS 

surface. A closer observation shows the reassembling of

myofibrils is directional in (d) the aligned cells and randomly 

oriented in (e) – (g) the control group. 
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Myocytes being aligned

After 7 days 

Three-dimensional Substrate 

The myofibrils reorganization is 
directed by the polymeric 
microstructures. 

Figure 3. Remodeling process of cardiac myocytes in long-term 

culture. The reassembling of myofibril adapts to the local 

extracellular environment. 
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Figure 2.  Indentation forces cause two supporting posts to deflect (left) 
and force analysis (right). 
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Figure 3.  Force-deformation curve of an indented zebrafish embryo. 
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ABSTRACT 

 Variable-focus microlenses have the potential for 
miniaturizing optical systems since they do not rely on manual 
positioning of the microlens.  Previous variable-focus microlenses 
generally have small tuning range of focal lengths and/or require 
additional control systems.  Here, inspired by human eye’s lens, 
we realize environment-adaptive variable-focus liquid microlenses 
by combining the advantages of stimuli-responsive hydrogels and 
pinned liquid-liquid interfaces at the microscale.  These 

microlenses have a large focal length tuning range (-  to + ;
divergent – convergent) and do not require additional control. 

INTRODUCTION

Traditional man-made optical systems are comprised of 
multiple lenses where one or more of these lenses are physically 
displaced to realize variable focus.  Nature, however, accomplishes 
this same function much more elegantly with an individual lens.  
Although advancements in miniaturization technologies have led 
to single microlens embodiments that are widely used in photonics, 
displays, and biomedical systems, these microlens technologies 
rely on either fixed or externally-controlled variable-focal length 
[1-4].   

Instead, we look to nature for inspiration to realize smart 
microlenses using pinned liquid-liquid interfaces.  In the human 
eye, ciliary muscles are controlled by the body’s nervous system, 
thereby relaxing and contracting the shape of the lens to enable the 
eye to focus on different distances.  Our microlenses autonomously 
adapt to local environmental parameters via stimuli-responsive 
hydrogels (e.g., pH, temperature, light, electric field, and antigen)
[5].  Stimuli-responsive hydrogels modulate the shape and focal 
length of the liquid microlens (analogous to ciliary muscles) 
formed through a liquid-liquid interface [6] without the need for 
additional external control systems. The hydrogels simultaneously 
exhibit both sensing and actuating functions.  The favorable 
scaling of ionic diffusion and fluidic surface tension can be 
elegantly leveraged to realize relatively short hydrogel response 
times [7] and pinned liquid-liquid interfaces, respectively.  The 
creation of our smart liquid microlens takes advantage of these 
scaling properties, which allow a single microlens to have a focal 

length ranging from -  to +  (divergent – convergent).   
In this paper, we report two types of liquid microlenses by 

taking advantage of the volume change of the hydrogels differently.  
The hydrogels used here as models to demonstrate the 
environment-adaptive functionality are acrylic acid (AA)-based 
pH-responsive and N-isopropylacrylamide (NIPAAm)-based 
temperature-responsive hydrogels [8].

STRUCTURE AND FABRICATION OF DEVICES

In the ‘TYPE-1’ liquid microlens (Fig. 1a), a set of stimuli-
responsive hydrogel posts are fabricated in a microfluidic chamber.  
When exposed to a specific stimulus, the hydrogel posts expand 
and contract to bend a flexible aperture slip up and down.  
Consequently, the water-oil interface pinned at a hydrophilic-
hydrophobic boundary bows downward and bulges upward, 
varying the focal length of the microlens.  The ‘TYPE-2’ liquid 

microlens (Fig. 1b) has a hydrogel ring located underneath a rigid 
aperture.  The water is enclosed by the hydrogel ring.  A rigid slip 
is used to restrain the change in the height of the hydrogel.  A 
changing stimulus outside the ring can cause a volume change in 
the inside periphery of the ring.  The hydrogel ring expands and 
shrinks in width by absorbing and releasing water via the hydrogel 
network interstitials.  The net volume change of water enclosed by 
the ring regulates the pressure difference across the water-oil 
interface; this induces a change in the shape of the liquid microlens, 
and hence the focal length.  

Figure 1.  Structures and mechanisms of two types of environment-

adaptive variable-focus liquid microlenses.  (a)  ‘TYPE-1’.  (b)  

‘TYPE-2’.  In both types, microlenses are formed through curved 

interfaces between oil and water-based solutions which are stably 

pinned at a hydrophobic-hydrophilic contact line. 

Figure 2.  Fabrication process for both types of liquid microlenses. 

Fig. 2 shows the fabrication process of the devices. The 
isobornyl acrylate-based polymer (poly(IBA)) apertures of the 
microlenses are photopatterned (45 µm-thick for ‘TYPE-1’ and 
125 µm for ‘TYPE-2’) within cartridges using liquid-phase 
photopolymerization (LP3) based on UV photolithography [7] (Fig. 
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2a).  After removing the liner, an oxygen plasma treatment is 
carried out to make the backside and sidewall of the aperture 
hydrophilic (Fig. 2b).  The cartridge is removed and a cavity is 
formed by adhering the poly(IBA) aperture slip to a glass substrate.  
The microfluidic channels (also poly(IBA)) and hydrogel posts and 
rings are fabricated inside the cavity using LP3 (Figs. 2c-d).  To 
achieve the hydrophobic property on the top surface of the aperture 
slip, an octadecyltrichlorosilane (OTS) solution diluted by 
hexadecane (0.2 v/v %) is coated on to it (Fig. 2d).  To store the oil, 
a poly(dimethylsiloxane) (PDMS) fence, bonded with a glass cover 
slip, is glued to the aperture slip (Fig. 2e).  

RESULTS AND DISCUSSION

Figs. 3a-b shows the shape and focal length of a pH-sensitive 
liquid microlens (TYPE-1) with different pH buffers.  The AA 
hydrogels expand in basic solutions and contract in acidic solutions 
with a volume transition point of pH 5.5.  The transition of the 
microlens from divergent to convergent occurs between pH 6.0 to 

8.0.  The focal length can be varied from -7.6 mm to -  (divergent) 

and from 8.5 mm to +  (convergent).  The response time of the 
microlens is 10-15 s.  The change in environmental temperatures 
can vary the focal length of a liquid microlens using the 
temperature-sensitive hydrogel (‘TYPE-1’ in Figs. 3c-d).  The 
NIPAAm hydrogels expand at low temperatures and contract at 
high temperatures with a lowest critical solution temperature of 

32 C.  The focal length transition from positive to negative 

infinity occurs between 31 C and 33 C.  The response time of 
this microlens is 13-20 s. 

Figure 3.  (a) The focal length of the microlens (TYPE-1) using AA 

hydrogel as a function of pH.  Syringe pumps are used to transfer 

buffer solutions with different pH through the input channels.  (b) 

The shape of the liquid meniscus when varying pH.  Scale bars, 

1.0 mm.  (c) The focal length of the microlens (TYPE-1) using 

NIPAAm hydrogel as a function of temperature.  An external 

heater is used to simulate a change in environmental temperature.  

(d) The shape of the liquid meniscus at varying temperatures. 

The ‘TYPE-2’ liquid microlens (Fig. 1b) also functions to 
adapt to a changing temperature by using NIPAAm hydrogel.  The 

microlens adjusts its focal length from -7.8 mm to -  and from 

11.8 mm to +  as the temperature varies (Fig. 4a).  The 2×4 

microlens array (Fig. 4b) has a 10% variation in focal length.  
Each lens pixel can be tuned individually.  

Figure 4.  (a) The focal length of a microlens (TYPE-2) as a 

function of temperature.  (b) A liquid microlens array. 

.

CONCLUSION 

 A variety of stimuli-responsive hydrogels are used to 
implement multi-parameter, environment-adaptive smart liquid 
microlenses.  These microlenses can potentially be integrated with 
other microfluidic components fabricated through a similar process 
[8] to realize functionally complex systems such as biological and 
chemical sensors and bio-optical microfluidic systems, and to 
advance lab-on-chip technologies.
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